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Abstract: The study of airspace sector demarcation can help controllers to deal with complex air
situations, provide reference for air traffic control services, reduce the workload of controllers, and
ensure safe and efficient airspace operation. Based on complex network theory, this paper proposes a
sector division method based on a mean shift clustering algorithm and a Voronoi diagram. Firstly,
a flight conflict network is constructed based on the structural characteristics of the airborne flight
situation, combined with the three-dimensional velocity barrier method and the aircraft protected
area model. Secondly, six network topology indexes, such as the total node degree, average point
strength and network density, are selected to construct the flight-situation-assessment index system,
and the busy and idle time segments of the airspace are divided according to the comprehensive
network indexes; finally, based on the historical flight data, the airborne aircraft in the busy and
idle time segments are clustered using the mean shift clustering algorithm and the Voronoi diagram
method, respectively, so as to obtain a sector division scheme. The simulation results show that
this method can equalize the network topology indexes and provide a reference for the scientific
allocation of controllers’ energy.

Keywords: flight conflicts; complex networks; sector delineation; Voronoi diagrams; integrated
network metrics

1. Introduction

After the COVID-19 epidemic, the civil aviation transportation industry has rapidly re-
covered and entered a new strong development phase; the airspace operation environment
is becoming more and more complex, the air traffic flow continues to increase, and the
problems arising from various aspects, such as air transportation efficiency and flight safety,
are becoming more and more serious. In order to sort out the air traffic, we usually divide
the airport area into multiple sectors, which are commanded and deployed by multiple
controllers. However, the number of aircraft in different sectors may vary greatly at the
same time, which leads to a very heavy load on the busy controllers in some sectors and
poses safety risks. The scientific and reasonable division of airport sectors can effectively
solve this problem and ensure flight safety, which makes sector optimization a hot research
topic in the industry [1].

At present, the research on airspace sector-delineation technology at home and abroad
mainly adopts mathematical modeling methods, such as graph theory and clustering and
intelligent optimization algorithms. Delahaye et al. establish Voronoi polygons by taking
randomly generated points in the two-dimensional airspace as the clustering centers or
nodes, and determine the sector-delineation scheme by adopting genetic algorithms with
the goal of balancing the control loads in each polygon [2]. On the basis of this, Yousefi pro-
posed a sector-delineation method based on controller workload by dividing the airspace
into grids according to flight safety intervals and flight route requirements [3]. Brinton
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proposed and analyzed an algorithm for the optimal sector delineation of airspace with
the goal of balancing dynamic density, and clustered the spatial positions of the recorded
aircraft based on the nature of the metrics and the location of the airspace boundaries [4].
Gianazza combined the tree search algorithm with neural network to explore the division
method of airspace block combination on the basis of airspace segmentation [5]. Han
Songchen applied the theory of the variable precision rough set to derive the optimal
number of sectors in various cases, and then derived the final optimal combination of
sectors, which proved the practicability of this method [6]. Luo Jun et al. use Voronoi
diagram and a particle-swarm optimization algorithm to balance the workload of each
waypoint, and establish a sector-combination optimization model [7]. Flener et al. propose
a sector-delineation method based on the workload of control [8]. Sergeeva et al. design
a sector-delineation and optimization algorithm based on the genetic algorithm for 3D
airspace [9]. Kang Jifang analyzes the complexity factors of the airspace using principal
component analysis, and selects a sector-delineation algorithm suitable for the structural
characteristics of the airspace through a comprehensive description and comparison of
different intelligent algorithms to select sector-delineation algorithms suitable for the struc-
tural characteristics of the airspace for different airspaces [10]. Yan Xinmiao proposes a
method based on historical trajectory radar data, extracting navigational information, and
realizing the sector delineation of terminal airspace through data mining [11]. Most current
sector delineation mainly focuses on the three aspects of reducing air traffic complexity,
equalizing controller load, and improving airspace capacity.

The current airspace sector-delineation research mainly focuses on modeling the target
airspace based on known airspace information in order to achieve the balance of sector
control load and air traffic safety. When considering the sector-delineation method, it
is proposed to introduce the Voronoi diagram for sector delineation, which is a widely
used spatial topology, firstly proposed by the Dutch meteorologist A.H. Thiessen, and a
spatial partitioning technique that regularly divides the plane [12,13]. Voronoi diagrams
in the spatial sectioning equipartition well match the demand of airport area for sector
division; the core problem of using this method for airspace sector division is to select a
suitable method to obtain the Voronoi-diagram-generating elements so as to obtain the
airspace sector scheme. Based on this, Trandac used airports, waypoints, and intersections
as the center points to generate Voronoi diagrams in the controlled airspace [14]. Li used
the spectral clustering method to based on the static structure of the airspace to build
a weighted graph model, which is divided into convex polygons with the same control
loads to generate a defined sector-division scheme [15]. Soh used a spectral clustering
algorithm to bisect the airspace, followed by a weight-balancing algorithm to balance the
weights of the obtained subgraphs [16]. Lin Fugen et al. improved the K-means algorithm
by introducing weighting factors and capacity margins to determine reasonable cluster
centers, and used the Voronoi diagram partitioning idea to achieve sector division [17].

The above methods are based on the fixed static route structure, and the clustering
algorithm is selected or the generating elements are obtained directly according to the
fixed position, and the control sector-delineation scheme is obtained with the goal of
balancing the controller load. In order to better fit the actual airspace structure, this paper
considers obtaining the historical air-traffic condition data of military airspace, quantifying
the comprehensive index of the flight conflict network, clustering the air situation to obtain
the Voronoi diagram generator, and then realizing the goal of balancing the control load.

In view of the above problems, this paper proposes a control-sector planning method
based on a mean shift clustering algorithm. Firstly, based on the flight-conflict network,
six network topology indicators are comprehensively considered to distinguish the sector
idle time segment and busy time segment. Secondly, EM clustering is used to obtain the
distribution of aircraft node-area centers, and the clustering method of the mean shift
algorithm is used to obtain the node-area centers for the clustering center. Finally, the
clustering center is used as a generating element using the Voronoi diagram method to
obtain the new sector planning scheme.
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2. Flight Conflict Network

In order to analyze the complexity of the air traffic situation and reasonably divide
the sectors between idle and busy time, the flight conflict network is constructed using
the complex network theory. The flight conflict network G = (V, E, W) is a complex
network that takes the conflict relationship between aircraft in the airspace as the research
object, where V = {v1, v2, v3, . . . , vn} denotes the set of nodes composed of aircraft in
the network; E = {e1, e2, e3, . . . , en} is the set of connecting edges reflecting the conflict
relationship between aircraft; and W = {w1, w2, w3, . . . , wn} is the set of connecting edge
weights reflecting the urgency of potential conflicts.

2.1. Determine Network Edges

In the flight conflict network, the connecting edges between nodes represent potential
conflicts. Therefore, two conditions need to be satisfied for nodes in a flight conflict network
to constitute edges: firstly, the corresponding aircraft of the nodes are relatively close to
each other in terms of their positions; secondly, the speed barrier relationship is satisfied by
the determination of the speed barrier model.

Aircraft are required to maintain a certain vertical or horizontal separation from each
other during operation, and an ellipsoidal flight protection zone is established for airborne
targets, as shown in Figure 1, with the equatorial radius of the zone a = b = dl , and the polar
radius c = dv.
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Let the coordinates of aircraft B be a. The expression for the ellipsoid surface of the
protected area is:

(x− XB)
2

dl
2 +

(y−YB)
2

dl
2 +

(z− ZB)
2

dv2 = 1 (1)

No conflict exists when the vertical separation between aircraft is greater than 300 m,
so dl = 10 km, dv = 300 m is taken.

The velocity barrier method limits the relative velocity range of potential conflict of
the target in the two-dimensional plane according to the geometric rules, and judges that it
will be in conflict when its velocity relative to the obstacle is in the range. Since the airspace
in which the aircraft operates is a three-dimensional space, the velocity barrier method is
extended to three dimensions and the protected area is ellipsoidal in general. As shown
in Figure 2, the relative velocity vr = vA − vB can be regarded as the velocity of aircraft A
relative to B when aircraft B is at rest. When the vr direction is within the angle range of the
three-dimensional velocity barrier cone, it means that if the current state of motion is not
deployed, aircraft A will enter the flight protection zone of B and a flight conflict will occur.

Let the three-dimensional coordinates of aircraft A be (XA, YA, ZA), and the direc-
tion vector of vr be (vx, vy, vz). Then, according to the pointwise equation of the three-
dimensional straight line, we have:

x− XA

vx
=

y−YA

vy
=

z− ZA

vz
(2)

where (XA, YA, ZA) denotes the coordinates of aircraft A; (vx, vy, vz) is the direction vector
of vr. To associate the surface aspect (1) with the linear Equation (2), if there are two
solutions, it means that there are two intersections, C1 and C2, between the flight protection
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zone of aircraft B and the line where vr is located; at the same time, if there is cos γ > 0 that
holds, i.e., γ < 90◦, then the direction of vr is inside the cone of the velocity barrier, and the
nodes of the aircraft, A and B, form a connecting edge between each other.

cos γ = cos
〈→

vr, AB
〉
=

→
vr•AB∣∣∣→vr

∣∣∣|AB|
(3)

γ is the angle between the relative velocity vr and the position vectors AB of aircraft A
and B; |AB| denotes the distance between A and B.
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2.2. Determine the Edge Weight

The contiguous edges of the flight-conflict network represent potential flight conflicts
between aircraft in the airspace, and the edge weights should reflect the urgency of the
conflict. Definition tc is the time when an aircraft maintains its current flight status and a
conflict is expected to occur. When designing the weights of the edges, it is necessary to
satisfy: (1) the smaller the distance between aircraft, the larger the relative speed, the more
urgent the conflict, the larger the weights of the edges, i.e., the edge weights increase with
the decrease in tc; (2) as tc decreases, the urgency of the flight conflict is changing more
and more drastically, and the weights are increasing more and more; (3) considering the
principle of the speed obstacle law and the practical significance of the flight conflict, the
weights of the edges should be positive value.

In summary, define the network edge rights:

ωij = exp(−tc) (4)

tc =
|AC|

vr
(5)

|AC| = min{|AC1|, |AC2|} (6)

Selecting the negative exponential function of the predicted conflict time tc as the
weight has the following advantages: (1) The negative exponential function is a decreasing
function on its domain. The longer the tc is, the smaller the weight is, and the weaker the
conflict intensity is. (2) When forming the edge, the value of tc is greater than 0, so the value
range of the negative exponential function is [0,1], which can play a role in uniting the
weights. (3) The absolute value of the slope of the negative exponential function increases
gradually with the decrease in the independent variable, which can reflect that the urgency
of the potential flight conflict changes fiercely in the process of tc decreasing, which is
consistent with the actual conflict situation.
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3. Idle/Busy Time Segmentation

Airspace sectors in idle or busy time segments change air posture as the number, speed
and heading of aircraft change. In order to accurately assess the airspace traffic and conflict
situation, and to divide the sector to meet the requirements of busy/idle time operation,
six topological indicators reflecting the local and global information of the airspace: total
node degree, average node degree, average point strength, average weighted aggregation
coefficient, network density, and network efficiency are selected as the influencing factors
to divide the idle/busy time period.

3.1. Selection of Assessment Indicators

In order to comprehensively assess and classify the air traffic operation posture, six
complex network characteristic indicators that can reflect the characteristics of the airspace
conflict network from multiple perspectives are selected to describe the flight posture.

1. Total Node Degree

Degree is a key attribute of a node that indicates the number of links between that
node and other nodes. In a conflict network, the degree value reflects the number of
conflicts between one aircraft and other aircraft, and most intuitively reflects the local
conflict situation, denoted by ki:

ki =
N

∑
j=1

aij (7)

ki is the degree value of node i, N is the total number of nodes in the network, aij
denotes the connectivity of two nodes, aij = 1 if connected and aij = 0 otherwise.

The total node degree reflects the total number of conflicts in the network; ksum is
denoted by:

ksum =
N

∑
i=1

ki (8)

2. Average Node Degree

On the basis of the degree value, for networks, the average degree is an important
attribute of the network, indicating the average number of links between each node and
other nodes throughout the network. In a conflict network, the average degree value can
reflect the average number of conflicts each aircraft forms with its surrounding aircraft,
denoted by k:

k =
1
N

N

∑
i=1

ki (9)

3. Average Point Intensity

Point strength is the expression of the degree value after weighting; the index can
not only reflect the number of neighboring nodes, but also reflect the degree of influence
on the node around the node. In the conflict network, the average point strength can
reflect the urgency of the conflict, and indirectly represents the average pressure of control
deployment, which is denoted by s:

s =
1
N

N

∑
i=1

N

∑
j=1

aijωij (10)

aij is the connection relationship between two nodes, aij = 1 if connected, aij = 0
otherwise; ωij is the edge right between nodes i, j.

4. Average Weighted Aggregation Factor C

The weighted aggregation coefficient is a weighted expression of the ordinary aggre-
gation coefficient, and a single value indicates the degree of aggregation at the location of a
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node and the degree of proximity between nodes, while the average weighted aggregation
coefficient can reflect the degree of aggregation of the whole network. In a conflict network,
this value can describe the degree of conflict aggregation of the network as a whole, which
is denoted by C:

C =
1
N

N

∑
i=1

c(i) (11)

Ci is the weighted aggregation factor, calculated as follows:

Ci =
1

(ki − 1)si
∑
m,n

ωim + ωin
2

∆abc (12)

ki is the degree of node i; si is the point strength of node i; ∆abc is the number of
connected triples; m, n are the neighbor nodes of node i.

5. Network Density

In the flight conflict network, the network density can be used to describe the dense-
ness of the interconnecting edges between the nodes in the network, and the value can
reflect the degree of saturation to the flight posture, denoted by ND:

ND =
2L

N(N − 1)
(13)

L is the actual number of connected edges in the network.

6. Network Efficiency

The network efficiency visualizes the connectivity of the entire network; the efficiency
between two nodes is expressed as the reciprocal of the distance to each other, while the
efficiency of the entire network is the average of the efficiencies between every two pairs of
nodes. In the conflict network, this value can easily represent the spreading breadth of the
aircraft conflict, defined as:

NE =
1

n(n + 1)∑
i 6=j

1/dij (14)

dij is the shortest path between two nodes i, j. The higher the network efficiency NE,
the closer the connection between the nodes, and the network is relatively more complex.

3.2. Integrated Network Indicator Classification

The six assessment indicators do not affect the flight attitude independently, but
interact with each other and jointly affect the good or bad flight attitude at different
times. The multi-factor interaction matrix (MFIM) was first applied to geological system
engineering [18]. It not only considers the influence of each parameter on the system, but
also reflects the influence and interaction between multiple factors. It is an effective method
for the analysis of complex system problems.

The MFIM method mainly includes three processes: (1) encoding the multi-factor
interaction matrix; (2) Calculate the subjective and objective influence degree of each
index; (3) Allocate the weight of each index. This method can fully explore the relationship
between indicators and analyze the internal factors of complex systems. However, the
expert scoring method is usually used in matrix coding. This method is too subjective and
lacks scientificity to some extent. Therefore, we wish to improve the coding method. The
first step is to place the influencing factors on the main diagonal of the matrix (the order
can be interchanged).

The maximal information coefficient is an effective method for determining the corre-
lation between two variables [19]. Most correlation analysis finds it difficult to explore the
nonlinear relationship between variables [20]. However, MIC can not only find linear and
nonlinear correlations in the data, but also explore the potential non-functional correlations
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between them. If there is a connection between the two variables, the network partition
of the scatter diagram composed of the two points can always have a suitable division
method to reflect its relevance. The specific description is as follows:

Suppose that there exists a data set D, which contains two two-dimensional data
variables x and y; then, the mutual information of x and y can be expressed as:

I(x, y) =
∫

dxdyp(x, y) log2
p(x, y)

p(x)p(y)
(15)

In the formula, p(x, y) is the joint probability distribution of x and y; I(x, y) increases
with the increase in the correlation between x and y.

Since the calculation of the joint probability distribution is difficult, the scatter plot
of the x-y data is meshed, and each continuous x (or y) is divided into the corresponding
column x group (or row y group), thereby obtaining a new X, Y grouping. The mutual
information calculation based on this is as follows:

I(X, Y) = ∑
X,Y

p(X, Y) log2
p(X, Y)

p(X)p(Y)
(16)

Further, the correlation between the two variables MIC is defined as:

MIC(x, y) = max
|X||Y|<B

I(X, Y)
log2(min(|X|, |Y|)) (17)

In the formula, the value of B is the 0.6 power of the sample size N, and the value
of MIC is in the range of [0,1]. A higher MIC value indicates that the correlation between
variables is stronger.

In addition, the position of the triangle on the main diagonal of the matrix (the blue part
of the graph) is filled with the evaluation value A, and the Delphi 0–1 scoring method [21]
is used to invite multiple experts to conduct independent scoring and evaluation. Describe
the strength relationship between the indicators; the closer the value is to 1, the more
important it is, and the less important it is.

The evaluation value on the non-main diagonal line of each row indicates the influence
of the main diagonal factor on other factors, that is, the subjective effect. The code on each
column of non-main diagonal indicates that the main diagonal is affected by other factors,
that is, the objective effect. For example, Aij(i 6= j) represents not only the subjective
influence of factor i on factor j in the horizontal direction, but also the objective influence
of factor j on factor i in the vertical direction. Therefore, the multi-factor interaction matrix
is asymmetric.

According to the construction principle of interaction matrix, the degree of sub-
jective and objective effects of influencing factor i can be calculated according to the
following formula:

ωa(i) =
n

∑
j=1,i 6=j

Aij(i = 1, 2 · · · , n) (18)

ωp(i) =
n

∑
j=1,i 6=j

Pji(i = 1, 2 · · · , n) (19)

ωA =
n

∑
i=1

ωa(i) (20)

ωP =
n

∑
i=1

ωp(i) (21)

ωAP(i) =
ωa(i) + ωp(i)

ωP + ωA
(22)
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In the formula, n is the number of influencing factors; ωa(i) and ωp(i) are the degree
of subjective effect and objective effect of factor i in MFIM, respectively. ωA and ωP are the
sum of the subjective and objective effect weights of all influencing factors; ωAP(i) is the
weight value of each index combined with subjective and objective influence.

The MATLAB R2020b software is used to simulate the conflict network generated by
the airspace in Figure 3, which contains 75 nodes. After visualization, the depth of the node
color is set according to the degree value. The larger the degree value is, the deeper the
color is, indicating that the conflict is more serious. The thickness of the edge represents
the urgency of the conflict. The thicker the edge is, the more urgent the conflict is. The
computational complexity metrics are shown in Table 1.
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According to the MFIM method, the final weights and the order of importance of
the six indicators were C (2.86) > k (2.71) > ND (2.63) > ksum (2.30) > NE (2.16) > s (1.85).
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follows: randomly generate 10–100 aircraft nodes, use the above aircraft protection area
model and three-dimensional velocity obstacle method to judge the conflict relationship
between aircraft, calculate the indicators in different conflict networks as sample sets, and
calculate the comprehensive network indicator values of each conflict network. At the same
time, three experts in related fields are invited to evaluate the flight situation and divide
it into two different periods: busy/idle. The indicators and expert scoring are shown in
Table 2.
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Table 2. Sample set.

Serial Number
Evaluation Index

Expert Judgement
ksum k s C ND NE CNM

Network 1 56 0.747 0.2590 0.0738 0.0107 0.0117 9.06 Busy
Network 2 66 0.857 0.2909 0.0784 0.0113 0.0150 10.6 Busy
Network 3 11 0.154 0.0351 0.0073 0.0062 0.0054 1.8 Idle

. . . . . . . . . . . . . . . . . . . . .
Network 98 42 0.792 0.2950 0.1224 0.0152 0.0160 6.85 Busy
Network 99 70 0.959 0.3243 0.1646 0.0133 0.0197 11.3 Busy

Network 100 46 0.7301 0.2606 0.1429 0.0118 0.0127 7.6 Busy

The comprehensive network index is corresponding to the time-period division. The
specific numerical division of the evaluation index is bounded by the value of 4. The
comprehensive network index is greater than 4 and is defined as the busy period, and less
than 4 is defined as the idle period.

4. Sector-Delineation Method Based on Mean Shift Clustering Algorithm

Obtain the flight radar data of the control area, record the radar data once in 10 min
intervals in the busy and idle time segments according to the comprehensive network index,
and collect the position information of all the aircraft in each radar data, with Ai denoting
the aircraft in the control area in the ith moment of the record, and Ai =

{
a1

i , . . . an
i
}

and an
i

denoting the nodes of the aircraft.

4.1. Integrated Network Indicator Classification

Firstly cluster analysis of aircraft nodes is carried out and the distribution of regional
centers of aircraft nodes is obtained by clustering with an EM algorithm. The EM algo-
rithm [22] is an iterative algorithm for the maximum likelihood estimation of the probability
model parameters with hidden variables. It is a kind of algorithm in unsupervised learning.
It has the advantages of stable and accurate calculation results and self-convergence.

The first step of the EM algorithm is to compute the expectation (E) and then maximize
(M) the parameter found at step E. The parameter estimates found on step M are used in
the next step of computation at step E. The process keeps on alternating until it converges
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Step E: In spatial partitioning, EM searches for node clusters, by determining the
parameters of the probability density function suitable for a given node set, and assigns
nodes to different clusters; each cluster is modeled by a probability distribution. Each node
approximately obeys the normal distribution. Therefore, assume that the joint distribution
of latent variables and special variables N

(
ai; µj, σj

)
. Calculate the sample weights rij of

the kth (k is the number of clusters) normal distribution of the aircraft node sample ai:

rij = p(j|ai ) =
[
xjN

(
ai; µj, σj

)]
/

m

∑
k=1

(
ai; µk, σj

)
(24)

Step M: Update clustering parameters:

µj =

n
∑

i=1
rijai

nj
(25)

σ2
j =

n
∑

i=1
rij
(
ai − µj

)(
ai − µj

)T

nj
(26)

nj =
n
∑

i=1
aij, aj =

nj
n . Equations (25) and (26) are repeated until the difference of K

sample weights is less than the given threshold, and the final estimate is obtained. The EM
algorithm can be implemented by the normal distribution model to obtain the probability
that each node belongs to each cluster, continuously update the estimated parameters, and
then gradually modify the center value of each cluster. Finally, the classical maximum
likelihood algorithm is used to obtain the regional node center.

4.2. Clustering Method Based on Mean Shift Algorithm

The mean shift algorithm [23] is the application of kernel density estimation in the
feature space of the climbing algorithm. Its algorithmic idea is to assume different clusters of
datasets in line with different probability density distributions (to find the fastest direction
of any sample point density increase); the sample density of the region corresponds to the
center of the cluster class, so that the sample point will ultimately converge in the local
density of the largest place, and the convergence of the same local maximum value of the
sample point is considered to be a member of the same cluster, based on this principle. The
mean shift algorithm can be used for clustering, image segmentation, tracking, and so on.

When the mean shift algorithm is applied to the sector division, the center of the
regional node obtained in the previous section is x, and the kernel function is G(x). The
basic mean shift vector is of the form:

Mh(x) = mh(x)− xi (27)

Adding kernel functions and sample weights to the basic mean shift vector form yields
the following improved mean shift vector form:

Mh(x) =

n
∑

i=1
G
(
‖ xi−x

h ‖
2)

w(xi)xi

n
∑

i=1
G
(

xi−x
h

)
w(xi)

− x (28)

w(xi) is the weight of each regional center, and for any regional center in the graph, its
weight value w(xi) is defined as the sum of the point strengths of the aerial vehicle nodes
contained in that regional center:
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wi =
n

∑
j=1

sij (29)

The center of the region x is selected as the seed point, ε is the tolerance error, and the
mean shift algorithm implements the clustering of the center of the region according to the
following steps:

Step 1: Calculate x0 from the initial region center mh(x) and assign mh(x0) to x0.
Step 2: Determine the move step and compute mh(x) for the next region center.
Step 3: If ‖mh(x)− x‖ < ε, mark the center of the region and end the loop by assigning

all the passed region centers from the start point with the same marking of the marked
region center; otherwise, continue with steps 1 and 2 until all the nodes have been marked.

Step 4: Merge the homogeneous regions to obtain the clustering center.

4.3. Sector-Delineation Method Based on Voronoi Diagrams

The clustering centers are obtained based on the improved mean shift algorithm,
and the clustering centers are used as generating elements using the Voronoi diagram
approach to obtain a new sector-planning scheme. A Voronoi diagram [24] is a segmentation
of the plane according to the known point set. Given the set of n points on the plane
S =

{
p1, p2, · · · , pn

}
(i = 1, 2, · · · , n), the segmentation of the plane given by V(pi) =

∩
j 6=i

{
p
∣∣∣d(p, pi) < d(p, pj)

}
is called a Voronoi diagram, with points pi(i = 1, 2, · · · , n) as

generators (or parent points), where d(p, pi) is the Euclid distance between points p and pi,
and the region V(pi) is called the Voronoi region of points pi. Obviously, this region is a set
of points on the plane whose distance to the point pi is smaller than that to other points in
the S.

The Voronoi diagram is a Voronoi cell-division generation boundary for each generator,
that is, the node. The distance from any position in the boundary of the generator to
the generator is closer than that to other generators. Figure 5 shows an example of a
Voronoi diagram segmentation plane, where the dots represent the generating elements,
which in the context of control-area delineation can be the navigation points or mandatory
reporting points of an airport, and the fold lines are the Voronoi edges, i.e., the control
sector boundaries.
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5. Validation and Analysis of Sectorization Algorithms

In order to verify the validity of the model and the reasonableness of the sector plan-
ning method, the air situation and radar data are obtained through the Air Traffic Operation
Management System (ATOM) of Civil Aviation Air Traffic Control Administration (CAAC)
and the Xiamen Air Traffic Control Station (Xiamen ATC Station) control simulator for
the verification analysis. The Xiamen control area is about 350 km long from east to west
and 400 km long from north to south, and there are four sectors in total, and the sector
boundaries are recorded and the simulated sectors are drawn using MATLAB to establish
the coordinates as shown in Figure 6.
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5.1. Busy/Idle Time Slots

The flight radar data of Xiamen regional sector from 13 December 2021 to 19 December
2021 were collected as a sample, a total of seven days of operation data, during which
there is no strong interference time, and it can be assumed that the data used in this
paper are the radar data under normal operation. Record the radar flight data in 10 min
intervals, calculate the total nodes, average number of nodes, average point strength,
average weighted agglomeration coefficient, network density, and network efficiency of
the flight conflict network at each step, and obtain the timeseries of network indicators as
shown in Table 3.

Table 3. Timeseries of network indicators.

Records
Number

Total
Nodes

Average
Node

Average Point
Strength

Average
Aggregation Factor

Network
Density

Network
Efficiency

Integrated Network
Indicators

1 10 0.3800 0.1025 0.0836 0.0121 0.0089 1.6842
2 12 0.4023 0.1347 0.0985 0.0164 0.0095 2.0123
3 11 0.3940 0.1294 0.1003 0.0148 0.0092 1.8520
4 12 0.4136 0.1408 0.1254 0.0167 0.0102 2.0206
5 9 0.3721 0.1066 0.0932 0.0119 0.0076 1.5269

. . . . . .. . . . . .. . . . . .. . . . . .. . . . . .. . . . . .. . . . . .. . .
1007 8 0.3811 0.0987 0.0741 0.0106 0.0062 1.3653
1008 11 0.3932 0.1183 0.0927 0.0152 0.0086 1.8489
1009 13 0.4105 0.1489 0.1264 0.0209 0.0106 2.1800

The integrated network metrics for intercepts 1–1009 are plotted as a line graph as
shown in Figure 7, with the red lines showing the values for the busy and idle time
slot divisions.

According to the data in Figure 7, ignoring the differences, the comprehensive network
indicators have a certain periodicity in the process of time change, and the overall trend
is “low plateau period—high plateau period—low plateau period”. Taking the criteria of
busy time and idle time as the boundary, it can be divided into the stage of high value of
comprehensive network indicators and the stage of low value of network indicators, and
roughly deduced that the daily busy time is from 10:00 to 20:00, and the idle time is from
0:00 to 10:00 and from 20:00 to 24:00.
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5.2. Sectorization Analysis

According to the busy/idle time segments divided above, the total number of aircraft
nodes in the daily busy and idle time segments were recorded at 20 min intervals in the
acquired 7-day radar data of Xiamen control area as shown in Table 4.

Table 4. Total number of aircraft nodes on 7 days.

Date 13th 14th 15th 16th 17th 18th 19th

Number of nodes
during busy hours 846 795 833 912 954 1120 1071

Number of nodes in
idle segment 783 741 810 762 829 897 865

The EM algorithm is used to cluster the daily busy/idle time period aircraft nodes to
find the distribution of daily aircraft regional centers, respectively, and calculate the square
of error (SSE) for all the clusters. The case of the 13th busy time period is shown in Figure 8,
which can be clearly seen. The time is the optimal time, then all the aircraft nodes of the
13th busy time period will be divided into five categories.
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Similarly, the EM algorithm was utilized to cluster the aircraft nodes for the other six
date busy/idle time slots to determine the K-values as shown in Table 5.

Table 5. Number of clustering centers for 7-day busy/idle periods.

Date 13th 14th 15th 16th 17th 18th 19th

Number of clustering centers
during busy periods 5 5 4 6 6 4 5

Number of clustering centers
for idle time segments 6 4 3 5 5 4 6

The final clustering centers are obtained by clustering the 12,218 aircraft nodes of the
original data, and the locations of the clustering centers during busy hours in the coordinate
system of Figure 3 are shown in Table 6, with a total of 35 clustering centers during busy
hours and 33 clustering centers during idle hours. From the clustering results, it can be
observed that the distribution of clustering centers in some busy hours and idle hours are
relatively similar, which is due to the influence of approach and departure modes and the
location of the navigation station, and most of the flights will be concentrated in the core
area of the control sector.

Table 6. Co-ordinates of cluster centers for busy periods.

Serial Number Coordinate Serial Number Coordinate

1 (342.3, 257.0) 2 (187.9, 32.6)
3 (63.1, 98.2) 4 (78.2, 195.3)
5 (116.1, 35.4) 6 (234.5, 141.8)
7 (223.4, 142.3) 8 (275.4, 163.7)

. . .. . . . . .. . . . . .. . . . . .. . .
33 (356.9, 25.5) 34 (162.7, 241.0)
35 (248.3, 178.1)

For the 35 nodes in the busy time period, the aircraft node-point strength contained in
each node is calculated according to Equation (29), and the weight value aa of each node
is obtained, and the 35 cluster centers are reduced to 4 using the improved mean shift
clustering algorithm described above, and the final cluster center coordinates obtained
by clustering are {(113.2, 191.3), (118.4, 64.3), (308.9, 63.1), (288.5, 206.4)}. Based on the
MEAN SHIFT segmentation delineation of the sector, the 33 cluster centers of the idle
time segments of the same method are clustered similarly to obtain the final cluster center
coordinates, {(92.3, 120.4), (209.1, 57.2), (218.0, 214.2), (346.5, 105.8)}, and the cluster centers
are used as the generating elements of Voronoi diagrams to obtain the new sector divisions
for busy and idle time periods shown in Figure 9.

5.3. Analysis of Sectorization Results

In order to prove the reasonableness of the delineation of sectors by distinguishing
busy/idle time segments, the radar data of any busy and idle time segments are selected to
calculate the integrated network indexes of sectors before and after the delineation, and
the standard deviation of the integrated network indexes of sectors are compared, and the
results obtained are shown in Figure 10.

As can be seen from Figure 10, whether it is idle time segment or busy time segment,
the integrated network index of each sector after the delineation is more balanced relative
to the pre-delineation period, and the integrated network index of busy time segment
sectors numbered 1~4 is changed from the original {1.421, 1.225, 1.254, 1.562} to the current
{1.365, 1.294, 1.140, 1.387}; the integrated network index of each sector standard deviation is
reduced by 40.4% compared to the original sector. The integrated network index of idle
time segment and busy time segment numbering 1~4 has changed from the original {0.542,
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0.654, 0.523, 0.625} to the current {0.517, 0.593, 0.548, 0.601}, and the standard deviation of
the integrated network index of each sector has been reduced by 51.2% compared with that
of the original sector. After the designation of sectors, the fluctuation of comprehensive
network indicators is smaller, the distribution is more balanced, and the flight situation in
the sectors has better stability, which is convenient for controllers to maintain stable and
efficient working condition.

In order to further verify the rationality and effectiveness of the model proposed in this
paper, the radar data of the 18:00–20:00 period (busy period) on the 14th and the 07:00–09:00
period (idle period) on the 17th are calculated. The average number of conflicts per unit
time and sector before and after sector division is compared, and the results are shown in
Figure 11.
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Appl. Sci. 2023, 13, x FOR PEER REVIEW 18 of 20 
 

  
(a) (b) 

Figure 11. The average number of conflicts per unit time and sector before and after delineation. (a) 

The average number of conflicts per unit time and sector during idle hours; (b) The average number 

of conflicts per unit time and sector during busy hours. 

The graph shows that after the model is divided, the average number of conflicts per 

unit time and sector of each sector in the idle period is changed from {7, 3, 5, 1} to {5, 4, 4, 

3}, and the average number of conflicts per unit time and sector of each sector in the busy 

period is changed from {10, 6, 11, 8} to {9, 7, 10, 9}. The average number of conflicts per 

unit time and sector can reflect the size of the control load to a certain extent. The results 

in the figure show that the control load distribution is more uniform after the model is 

divided, and it will not cause excessive command and deployment pressure to the 

controller. 

6. Conclusions 

In this paper, a sector-designation method based on the mean shift algorithm is 

proposed to obtain different designation schemes for busy and idle time segments based 

on the clustering of regional flight conditions, and the main innovations are as follows: 

(1) The conflict network constructed based on the speed–obstacle relationship 

between aircraft extends the conflict detection to three dimensions, which can objectively 

and accurately reflect the flight situation between aircraft; 

(2) The radar data of the whole time of recorded flights are selected and an EM 

clustering algorithm is utilize to cluster and analyze all the aircraft nodes on different 

dates, which provides extensive data support for sector designation; 

(3) The mean shift algorithm searches and clusters according to the distribution of 

the center position of the node area and the sum of the strength of the aircraft nodes. 

Combined with the principle of a Voronoi diagram, the busy period and the idle period 

sector-division schemes are formed, respectively. Compared with other sector division 

methods, the method proposed in this chapter is based on the original data of the air traffic 

control radar to explore more comprehensive and objective information in the flight 

conflict situation. 

According to whether the airport is in a busy or idle state, different sector-

classification methods are adjusted and planned, so as to facilitate the controller allocating 

energy more scientifically and reasonably, improving the safety of regional operation, and 

providing a new reference for current sector-delineation work. 

In the process of airspace sector division in idle/busy periods, although the flight 

conflict situation and air traffic characteristics were comprehensively collected based on 

historical radar flight data, the selected historical data have certain limitations. In order to 

improve the universality of the model, the common topological characteristics of radar 

data should be deeply explored in the next research, and the instance data of multiple 

control sectors should be used for verification. 

Author Contributions: Conceptualization, Y.P. and X.W.; methodology, Y.P.; figure, Y.P. and J.K.; 

data analysis, Y.P. and Y.M.; writing original draft preparation, Y.P.; writing—review and editing, 

Figure 11. The average number of conflicts per unit time and sector before and after delineation.
(a) The average number of conflicts per unit time and sector during idle hours; (b) The average
number of conflicts per unit time and sector during busy hours.

The graph shows that after the model is divided, the average number of conflicts per
unit time and sector of each sector in the idle period is changed from {7, 3, 5, 1} to {5, 4, 4, 3},
and the average number of conflicts per unit time and sector of each sector in the busy
period is changed from {10, 6, 11, 8} to {9, 7, 10, 9}. The average number of conflicts per unit
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time and sector can reflect the size of the control load to a certain extent. The results in the
figure show that the control load distribution is more uniform after the model is divided,
and it will not cause excessive command and deployment pressure to the controller.

6. Conclusions

In this paper, a sector-designation method based on the mean shift algorithm is
proposed to obtain different designation schemes for busy and idle time segments based
on the clustering of regional flight conditions, and the main innovations are as follows:

(1) The conflict network constructed based on the speed–obstacle relationship between
aircraft extends the conflict detection to three dimensions, which can objectively and
accurately reflect the flight situation between aircraft;

(2) The radar data of the whole time of recorded flights are selected and an EM
clustering algorithm is utilize to cluster and analyze all the aircraft nodes on different dates,
which provides extensive data support for sector designation;

(3) The mean shift algorithm searches and clusters according to the distribution of the
center position of the node area and the sum of the strength of the aircraft nodes. Combined
with the principle of a Voronoi diagram, the busy period and the idle period sector-division
schemes are formed, respectively. Compared with other sector division methods, the
method proposed in this chapter is based on the original data of the air traffic control radar
to explore more comprehensive and objective information in the flight conflict situation.

According to whether the airport is in a busy or idle state, different sector-classification
methods are adjusted and planned, so as to facilitate the controller allocating energy more
scientifically and reasonably, improving the safety of regional operation, and providing a
new reference for current sector-delineation work.

In the process of airspace sector division in idle/busy periods, although the flight
conflict situation and air traffic characteristics were comprehensively collected based on
historical radar flight data, the selected historical data have certain limitations. In order to
improve the universality of the model, the common topological characteristics of radar data
should be deeply explored in the next research, and the instance data of multiple control
sectors should be used for verification.
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