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Abstract: Aiming at the problem that online parameter identification, based on the Model Reference
Adaptive System (MRAS), is easily affected by the high-frequency noise of the sensor, an improved
MRAS, based on variable bandwidth linear Active Disturbance Rejection Control (ADRC) adaptive
law, is proposed. The proposed ADRC adaptive law, including an extended state observer, exhibits
good anti-disturbance ability while effectively tracking the error signal through adjusting the band-
width of the controller according to the observation error. When the observation error is large, the
bandwidth of the controller is increased to enhance the tracking accuracy; in the opposite situation,
the bandwidth is reduced to improve the anti-disturbance performance. To illustrate feasibility,
a stability analysis of the proposed ADRC adaptive law is carried out and some comparison and
validation experiments are designed to identify the inductance and flux linkage of the permanent
magnet synchronous motor (PMSM). The experimental results show that the proposed method has
better anti-disturbance performance than the MRAS based on traditional Proportional Integral (PI)
adaptive law or switched PI adaptive law.

Keywords: active disturbance rejection control; model reference adaptive system; parameter identification;
permanent magnet synchronous motor

1. Introduction

The PMSM has the advantages of simple structure, high power density, low failure
rate, and reliable operation, and has been widely used in recent years. However, due to the
limitation of its own structure, power density, and the various complex motor operating
environments, the electromagnetic parameters of a synchronous motor will change with
the operation of the equipment, which is likely to lead to the decline of motor vector control
performance [1]. Therefore, the online parameter identification of PMSMs has important
scientific research and practical application significance for high-performance motor control
and fault warning [2].

At present, there are many methods for online parameter identification, such as recur-
sive least squares (RLS) [3,4], Extended Kalman Filter (EKF) [5,6], MRAS [7,8], intelligent
optimization algorithm [9,10], and so on. Among them, RLS is easy to implement but it
is unable to obtain the unbiased parameter estimations of output-error systems [4]. The
EKF has strong robustness but there is no proven way to design the parameters of EKF,
and the gain matrices set by experimental and empirical methods find it hard to achieve
good performance [6]. Intelligent optimization algorithms, such as the genetic algorithm
and particle swarm optimization, are specialized in parallel searching in solution space
and identifying multiple parameters simultaneously; however, this kind of algorithm is
difficult to achieve global optimum when dealing with a time-varying multiple-parameter
optimization problem [9]. Compared with the above methods, the MRAS exhibits a lot of
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advantages, such as simple design, small computational complexity, easy implementation
in a digital signal processer, and good stability [8]; consequently, MRAS is widely used for
online parameter identification and speed control of sensor-less motors.

As a part of adaptive control theory, the MRAS has a lot of related research and
explorations [7,8,11–19]. Nowadays, three topics are given more attention, including the
reference model, MRAS structure, and adaptive law. The traditional reference model gener-
ally adopts the d-q axis current equation, which has many advantages such as simplicity,
practicality, and good stability. In [11,12], a modified active-power reference model and
input impedance angle-based reference model are proposed, respectively. By using those
two reference models, sensors and hardware costs can be reduced. However, multiple
MRASs are required for parameter identification, which will lead to poor robustness. In
addition, the stability of the mentioned methods is difficult to prove. For designing the
MRAS structure, the commonly used mode is described in [7,8,14–18], which consists of
a reference model, an adjustable model, and the adaptive law. Apart from those, in [13],
a new MRAS structure considering the differences in rotor fluxes and electromagnetic
torques between the reference model and the adjustable model is proposed, which can
effectively improve the performance of speed estimation, however, an appropriate stability
proof is also missing.

In addition, the adaptive law plays a more significant role in speed estimation and
parameter identification [14]. The classical PI adaptive law is the commonly used way be-
cause of its simple design and reliable stability; however, the estimation and identification
accuracy are seriously affected when high-frequency noise appears [6]. Compared to PI, the
switched PI adaptive law is proposed in [18] to improve the anti-disturbance performance
of MRAS by flexibly adjusting the proportional and integral gains. Unfortunately, the anti-
disturbance ability is not obviously improved due to the anti-disturbance mechanism of PI.
Recently, ADRC has been paid much more attention because of its strong anti-disturbance
ability. ADRC, proposed by Han, has many superior characteristics such as being less
model-dependent, having a disturbance rejection advantage, strong robustness, and com-
pact structure [20], since it can attribute all uncertain factors as a “total disturbance”. The
“total disturbance” can be estimated by an extended state observer (ESO) and compensated
for by the ESO-based state feedback controller.

In this study, to improve the anti-disturbance performance of the MRAS, an improved
MRAS is proposed in this study, in which a first-order linear ADRC is employed to de-
sign the adaptive law. The variable-bandwidth-based ADRC adaptive law including an
extended state observer exhibits good anti-disturbance ability while effectively tracking the
error signal through adjusting the bandwidth of the controller according to the observation
error. When the observation error is large, the bandwidth of the controller is increased to
enhance the tracking accuracy; in the opposite situation, the bandwidth is reduced to im-
prove the anti-disturbance performance. Finally, some comparative experiments are carried
out to illustrate the anti-interference performance of the improved ADRC. In addition, the
experiment of the double closed-loop control system is also designed to verify the positive
effect of the proposed MRAS when designing a high-performance controller.

2. Mathematical Model of SPMSM

The stator voltage equation of SPMSM under the d-q axis:{
Ud = Rs Id + L dId

dt − Lωe Iq

Uq = Rs Iq + L dIq
dt + Lωe Id + ψ f ωe

(1)

where Ud and Uq are the d-axis and q-axis components of stator voltage, respectively; Id
and Iq are the d-axis and q-axis components of stator current, respectively; Rs is the stator
resistance; L is the stator inductance; ωe is the electric angular velocity of the rotor; ψ f is
the flux linkage of the rotor’s permanent magnet.
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Rewriting Equation (1) into the state space equation with current as the state variable:

.
I = AI + BU + C (2)

where A =

[
− RS

L ωe

−ωe − RS
L

]
, B =

[ 1
L 0
0 1

L

]
, C =

[
0

−ψ f
L ωe

]
, U =

[
Ud Uq

]
, I =

[
Id Iq

]
.

3. Structure of MRAS

The MRAS is mainly composed of a reference model, an adjustable model, and an
adaptation mechanism. The system block diagram of the MRAS is shown in Figure 1,
where u is the input; i is the output of reference model; î is the output of adjustable model;
e is the error of i and î; ψ̂ f and L̂ are estimated parameters, respectively.
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Figure 1. MRAS system block diagram.

The reference model is a state space equation containing the information of the pa-
rameters to be identified. According to the reference model, a model with the identified
parameters as adjustable variables is established. The error, defined as the difference
between the output of the reference model and that of the adjustable model, is sent to
the adaptation mechanism to estimate the unknown parameters, which are fed back to
the adjustable model. When the error between those two models converges to zero, the
identified parameters are extraordinarily close to the true value. Here, Equation (2) is the
reference model.

3.1. Adjustable Model

Since the inductance and flux linkage play an important role in high-performance
vector control [9], it is necessary to identify the inductance and the flux linkage param-
eters when designing high-accuracy control law. An adjustable model is established by
referencing Equation (2):

.
Î = ÂÎ + B̂U + Ĉ (3)

where Â =

[
− RS

L̂
ωe

−ωe − RS
L̂

]
, B̂ =

[
1
L̂

0
0 1

L̂

]
, Ĉ =

[
0

− ψ̂ f

L̂
ωe

]
, Û =

[
Ûd Ûq

]T , Î =
[
Îd Îq

]
, Îd

and Îq are the estimated value of the d-axis and q-axis components of the stator current,
respectively; Ûd and Ûq are the estimated value of the d-axis and q-axis components of
the stator voltage, respectively; L̂ is the estimated value of the stator inductance; ψ̂ f is the
estimated value of the flux linkage.

3.2. State Space Equation of the Error

The state space equation of the error can be obtained by calculating the difference
between the reference model (see Equation (2)) and the adjustable model (see Equation (3)).
Then: {

.
e =

.
I −

.
Î = Ae−w

w =
(
−∆AÎ − ∆BU − ∆C

) (4)

where e =
[
ed eq

]T
=
[
Id − Îd Iq − Îq

]T , ∆A = A− Â, ∆B = B− B̂, ∆C = C− Ĉ. The
system described by Equation (4) can be regarded as a feedback system, and its system
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block diagram is shown in Figure 2. In Figure 2, the dark blue part is a linear time-invariant
forward channel

.
e = Ae−w, and the rest is a non-linear time-varying system that is used

to calculate the variable w.
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To make the system Equation (4) stable, i.e., e converge to zero, Popov’s hyperstability
theory is employed here. According to Popov’s hyperstability theory, two prerequisites are
required to make Equation (4) asymptotically stable.

The first condition is the transfer function matrix of the linear time-invariant forward
channel needs to be strictly positive and real. It is known from [8] that condition #1 holds
when the inductances of d and q axes are equal.

The second one is the non-linear time-varying feedback link w needs to satisfy Popov’s
integral inequality, that is,

η(0, t1) =
∫ t1

0
eTwdt ≥ −r0

2 (5)

where eT and w are the output and feedback quantity of the error state equation in
Equation (4), respectively; r0 is an arbitrary finite constant independent of time t.

Substituting Equation (4) into Equation (5), we have{ ∫ t1
0

(
b− b̂

)[
ed
(

Rs Îd −Ud
)
+ eq

(
Rs Îq −Uq

)]
≥ −r1

2∫ t1
0 (c− ĉ)eqωedt ≥ −r2

2
(6)

where b = 1
L , b̂ = 1

L̂
, c =

ψ f
L , ĉ =

ψ̂ f

L̂
; r1 and r2 are arbitrary finite constants independent of

time t, respectively.

3.3. Classical PI Adaptive Law

Here, the identification of the inductance parameters is taken as an example. Substi-
tuting the PI adaptive law into Equation (6), we have{

B(t) = ed
(

Rs Îd −Ud
)
+ eq

(
Rs Îq −Uq

)∫ t1
0

[
b + ki

∫ t
0 B(t)dt + kpB(t)− b̂(0)

]
B(t) ≥ −r1

2 (7)

where kp is the proportional gain; ki is the integral gain; b̂(0) is the nominal value of the
reciprocal of the inductance. Equation (7) is Popov’s inequality of inductance identification
based on the PI adaptive law, which satisfies the stability condition when the values of
kp and ki are greater than zero [8]. By combining Equation (3) with Equation (7), it can
be found that when the reference model voltage is invariable, Equation (3) is an integral
series system with input b̂ and output Î, while Equation (7) is a zero-order linear system
with input Î and output B(t). Therefore, an integral series system with input b̂ and output
B(t) can be obtained. Its system structure is shown in Figure 3, where PI is controller; b̂ is
the reciprocal of the estimated inductance; Equation (3) is the adjustable model; Î is the
estimated current; U is the stator voltage.
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The classical PI adaptive law has many advantages, such as simple parameter adjust-
ment and fast response speed [21] but it cannot achieve a good anti-disturbance perfor-
mance. Due to the proportional element, it is difficult to meet the balance between the
tracking speed and the anti-disturbance performance. Therefore, it is necessary to deter-
mine a suitable kp to balance the response speed and the anti-disturbance performance,
which is not an easy task.

4. ADRC Adaptive Law
4.1. ADRC Adaptive Law Design

To overcome the poor anti-disturbance performance of the classical PI adaptive law, an
improved first-order linear ADRC adaptive law is proposed based on the premise that the
controlled system is an integral series system, illustrated in Figure 3. Theoretically, the ADRC
adaptive law has better anti-disturbance performance than the classical PI adaptive law.

The structure of the first-order ADRC system is shown in Figure 4, where v is the
reference; y is the feedback; u is the output of the controller; b0 is the control gain; ESO is an
extended state observer; z1 is the estimation of v, z2 is the estimation of disturbance.
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The mathematical description of the first-order linear ADRC:
ea = z1 − y
u = −z1 − 1

b0
z2 + v

.
z1 = z2 − β1ea + b0u
.
z2 = −β2ea

(8)

where β1 and β2 are the gains of ESO; and generally, β1 = 2ω0 and β2 = ω0
2; ω0 is the

bandwidth of the observer; ea is the tracking error. To balance the response speed and the
anti-disturbance performance of the observer, the linear ADRC with a variable bandwidth
ω0 is designed here, and the value of the bandwidth is set according to Equation (9).

ω0 =


ωa |ea| ≤ δ
ωb δ < |ea| ≤ nδ
ωc |ea| > nδ

(9)
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where ωa, ωb, ωc are different bandwidth values tuned according to the experience stated
below; δ is the fixed value of error interval; n is a fixed value of multiples; nδ is used to
separate the observation error generated by noise. When nδ is higher, the anti-disturbance
performance will be better but the response speed will be lower. Through the variable
bandwidth design, the response speed and anti-disturbance performance of the linear
ADRC can be improved greatly.

From Equation (8), let the reference v be equal to 0, and the feedback y be equal to B(t)
in Equation (7), Popov’s integral inequality of the inductance identification based on the
ADRC adaptive law can be obtained:∫ t1

0

[
b− u(t)− b̂(0)

]
B(t) ≥ −r1

2 (10)

The derivation process of Popov’s integral inequality of the flux linkage is the same as
that of inductance, which is omitted here.

4.2. Stability Analysis of ADRC Adaptive Law

From Equation (8), the transfer function between the feedback y and the controller
output u can be written:

u(s) =
[
−
(

b0
2β1 + b0β1

2 + β1β2

b02 + b0β1

)
1

s + b0 + β1
+

(
− β2

b0 + β1

)
1
s

]
y(s) (11)

Next, the inverse Laplace transform of Equation (11) can be applied:

u(t) = −
(

b0
2β1 + b0β1

2 + β1β2

b02 + b0β1

)
e−(b0+β1)ty(t) +

(
− β2

b0 + β1

) ∫ t1

0
y(t)dt (12)

Substituting Equation (12) into Equation (10), then:
∫ t1

0

(
b0

2β1+b0β1
2+β1β2

b0
2+b0β1

)
e−(b0+β1)ty2(t)dt ≥ −r11

2∫ t1
0 [ β2

b0+β1

∫ t
0 y(t)dt + b̂(0) + b]y(t)dt ≥ −r12

2
(13)

where r11 and r12 are arbitrary finite constants independent of time, respectively.
It can be seen from Equation (13) that e−(b0+β1)t is greater than 0 and less than 1,

so when
(

b0
2β1+b0β1

2+β1β2
b0

2+b0β1

)
and β2

b0+β1
are greater than zero, Popov’s integral inequality

holds. Therefore, it can be proved that the designed ADRC adaptive law satisfies Popov’s
hyperstability conditions. Moreover, by introducing e−(b0+β1)t, the linear ADRC has low-
pass characteristics, which can enhance the anti-high-frequency noise performance.

The derivation of the adaptive law of flux linkage identification and its stability proof
are the same as those of inductance, which are also omitted here.

4.3. Frequency Domain Performance Analysis of ADRC Adaptive Law

To exhibit the anti-high-frequency noise performance of the linear ADRC intuitively,
the frequency domain performance is analyzed using the Bode diagram. In addition, the
PI method and the switched PI method are also considered here for some comparative
descriptions. The parameters of those three adaptive laws are set according to Tables 1–3.

Table 1. Parameters of PI adaptive law.

Flux Linkage Symbol Value Inductance Symbol Value

Proportionality
Coefficient kp 0.4 Proportionality

coefficient kp 0.4

Integral coefficient ki 5000 Integral coefficient ki 5000
Nominal flux

Linkage ĉ(0) 0.045 Wb Nominal inductance b̂(0) 0.004 H
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Table 2. Parameters of switched PI adaptive law.

Flux Linkage Symbol Value Inductance Symbol Value

Proportionality
coefficient 1 kp1 0.1 Proportionality

coefficient 1 kp1 0.1

Proportionality
coefficient 2 kp2 0.2 Proportionality

coefficient 2 kp2 0.2

Proportionality
coefficient 3 kp3 0.4 Proportionality

coefficient 3 kp3 0.4

Integral coefficient ki 5000 Integral coefficient ki 5000
Nominal flux

linkage ĉ(0) 0.045 Wb Nominal inductance b̂(0) 0.004 H

Table 3. Parameters of ADRC adaptive law.

Flux Linkage Symbol Value Inductance Symbol Value

Bandwidth a wa 3000 Bandwidth a wa 20,000
Bandwidth b wb 1000 Bandwidth b wb 1000
Bandwidth c wc 3000 Bandwidth c wc 20,000
Control gain b0 50,000 Control gain b0 50,000
Error interval δ 0.5 Error interval δ 0.2

Multiple n 10 Multiple n 10
Nominal flux

linkage ĉ(0) 0.045 Wb Nominal inductance b̂(0) 0.004 H

The Bode diagram of those three adaptive laws is shown in Figure 5. The magnitude
of switched PI and PI adaptive law in the high-frequency band is higher than that of the
ADRC, which indicates that the anti-high-frequency noise performance of the ADRC is
better than that of the switched PI and PI.

Bode diagrams of the ADRC under different parameter values are shown in Figures 6
and 7. Obviously, the smaller the w0 is, the better the filtering performance is, and the larger
the b0 is, the better the filtering performance is. Generally, when the bandwidth ω0 is higher,
the response speed becomes faster but the anti-disturbance performance will decrease. To
obtain better anti-disturbance performance and quicker response speeds, ωa , ωb , ωc in
Equation (9) are set according to the following: ωb is usually smaller and ωa , ωc are set
much larger. For example, when the identified parameter is about 5 × 10−3, ωa , ωc can be
taken from 20,000 to 30,000, and ωb can be taken from 1000 to 4000. When the control gain
b0 is higher, the response speed will decrease but the anti-disturbance performance will be
better. Usually, the value of b0 is about 30,000 to 60,000.
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4.4. SPMSM Control System

In this paper, a double closed-loop structure of the speed and current control system
of SPMSM is designed so that the control mode of the current loop is Id = 0. The structure
of the control system with parameter identification is shown in Figure 8, where Id∗, Iq∗,
Ud∗, Uq∗ are the reference values of Id, Iq, Ud, Uq, respectively. The first-order ADRC is
employed for the speed and current controllers. The gain parameters of the controller are
tuned according to [22]. The control gain b0 of the speed and current controllers are set

to
3Pnψ̂ f

2J and 1
L̂

, respectively, and the online identification results of inductance and flux
linkage in the MRAS are sent back to the current and speed controller to update the control
gain in real-time.
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5. Simulation Verification

In this paper, the simulation experiments are carried out on MATLAB/Simulink
ver.2020 software. The simulation experiments consist of two parts: One is a set of contrast
experiments to illustrate the superior quality of the proposed identification method. The
other is the comparative results of the SPMSM speed regulation using the parameters
identified by different methods.

Here, the noises of the voltage and current sensor are generated by the band-limited
white noise module of Simulink. The sampling time of the white noise module is set to
1 × 10−5, and the noise intensity is set to 1 × 10−10. The noise intensity is set to be the
square of the signal amplitude multiplied by the average of the sampling time. Therefore,
when the sampling time is set to 1 × 10−5 and the noise intensity is 1 × 10−10, the average
amplitude of the noise signal should be calculated to be 1 × 10−2.5.

Except for the parameters to be identified, the other motor parameters are all real
values shown in Table 4.

Table 4. Parameters of SPMSM.

Parameters Symbol Value

Real flux linkage ψ f 0.05 Wb
Real inductance L 5 mH

Number of pole-pairs Pn 4
Inertia J 0.0033 kg·m2

Resistance Rs 0.56 Ω

5.1. Simulation of Flux Identification

For the online identification of the flux linkage, three different adaptive laws are chosen
for comparative simulation. To verify the dynamic identification performance, the real flux
linkage is set to increase by 20% at 0.5 s and restore the original value at 0.6 s. The results are
shown in Figures 9–11. From Figures 9 and 10, the adaptive laws based on PI and switched PI
are greatly affected by noise and show an unsatisfactory performance. From Figure 11, the
fluctuation amplitude of the flux linkage is much smaller, which displays that the identification
accuracy of ADRC adaptive law is superior to the other two methods. In addition, the tracking
speed of the ADRC adaptive law is as quick as the PI and the switched PI.

In addition, from 0.5 s to 1 s, the PMSM runs at a faster speed. According to
Equation (6), the flux linkage identification is closely related to the electromechanical
angular velocity of the PMSM. Theoretically, the identification of the flux linkage will be
greatly affected by the PMSM speed. In fact, it is also true. From Figures 9 and 10, when
using the switched PI and PI adaptive law, the identification accuracy is obviously affected
by the PMSM speed. From Figure 11, the ADRC adaptive law can effectively suppress the
chattering benefit from its strong anti-interference ability.
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5.2. Simulation of Inductance Identification

For identification of the inductance, to verify the dynamic identification performance,
the real inductance is also set to increase by 20% at 0.6 s and restore the original value
at 0.7 s. The identification results are shown in Figures 12–14. From Figures 12–14, the
identification process of the ADRC adaptive law has the same response speed as the PI and
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the switched PI. The fluctuation amplitude of the identified inductance based on ADRC
adaptive law is much smaller. The width of the fluctuation amplitude of the ADRC adaptive
law is about 0.02 × 10−3, while the values of the PI and the switched PI are 0.04 × 10−3

and 0.03 × 10−3, respectively.
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5.3. Simulation of SPMSM Speed Regulation

To illustrate the important role of the proposed parameter identification algorithm
when designing the high-performance controller, the simulation experiment of motor speed
regulation is carried out based on the double closed-loop control system described in
Figure 8. The given speed is periodically adjusted between 300 rpm and 1000 rpm, and the
motor torque load is set to increase by 5 N.m at 0.4 s and restores the original value at 0.9 s.
Three adjustable laws based on ADRC, switched PI, and PI are considered for the MRAS,
and the speed regulation results are shown in Figure 15.
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From Figure 15, when the motor torque load changes suddenly at 0.4 s and 0.9 s, the
speed curve under the ADRC adaptive law has a relatively low-speed drop, and the speed
curves of the switched PI and PI adaptive laws have more obvious fluctuations than that of
the ADRC adaptive law. Obviously, the proposed adaptive law based on ADRC has better
anti-disturbance performance than the switched PI and classical PI adaptive laws.

6. Conclusions

The existence of high-frequency noise brings great challenges when using the MRAS
to identify the unknown parameters of the PMSM. Therefore, a variable-bandwidth linear
ADRC adaptive law is proposed for the MRAS to enhance the anti-disturbance performance
and improve the identification accuracy. By designing a variable bandwidth for the linear
ADRC, its anti-disturbance ability is significantly improved while ensuring the response
speed. Finally, some simulation experiments are designed to verify the performance of the
proposed method. The results exhibit that the MRAS based on the variable-bandwidth
linear ADRC adaptive law has good identification accuracy and anti-disturbance ability. In
addition, facing the mutation of the identified parameters, it also exhibits a fast response
speed under the premise of identification accuracy. Moreover, the experimental results of
the double closed-loop control system designed in this study illustrate that the proposed
MRAS can be used for high-performance controllers.

Theoretically, the proposed ADRC adaptive-law-based MRAS can be implemented
on a motor. However, the actual performance of MRAS will be limited by the operational
performance of DSP. Since the interruption frequency of DSP is lower than the sampling
step of the simulation, the response speed and identification effect of the parameters on
the physical platform might not perform as well as those in the simulation. In the future,
physical experiments will be carried out to verify the performance of the proposed method.
A better identification effect is expected to serve for the high-performance controller design.
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