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Abstract: Nonlinear Model Predictive Control (NMPC) is an effective approach for motion planning in autonomous vehicles that need to satisfy multiple driving demands. Within the realm of planner design, current strategies inadequately address the issues related to redundancy and conflicts among these diverse demands. This shortcoming leads to low efficiency and suboptimal performance, particularly when faced with a high volume of demands. In response to this challenge, this paper introduces the Hierarchical and Multi-Domain (HMD) strategy as a solution for designing a multi-objective NMPC planner. This strategy enables the dynamic adjustment of the integration method for demand indicators based on their priority. To evaluate the risk of breaching driving demands, several risk functions are established. The constraints and objective function of the planner are meticulously designed in accordance with the HMD strategy and evaluation functions. Simulation results attest to the advantages of the HMD-based planner, which, compared to planners based on traditional multi-objective (TMO) strategies, exhibits a 68.5% improvement in solution efficiency and the simultaneous enhancement of driving safety. Additionally, the HMD approach reduces the maximum jerk by 58.8%.

Keywords: autonomous vehicle; multi-objective optimization; motion planning; nonlinear model predictive control

1. Introduction

In recent years, autonomous vehicles (AVs) have received significant attention due to their potential to satisfy various driving demands, such as collision avoidance and passenger comfort [1–7]. When addressing the complex challenge of integrated multi-demands, the prevailing approach involves formulating it as a multi-objective optimization problem [8,9]. In this context, the cutting-edge methodologies encompass Reinforcement Learning [10–13] and NMPC [14–16]. This paper specifically focuses on NMPC-based methods due to their clarity of mechanism. Ensuring the satisfaction of diverse driving demands while maintaining computational efficiency is a paramount concern.

When designing an NMPC planner under the TMO strategy, the process typically commences with the modeling of driving demands. Subsequently, fundamental demands, such as trajectory tracking, passenger comfort, and fuel economy, are aggregated in a weighted manner to construct the objective function. High-priority demands, including collision avoidance, dynamic stability, and adherence to traffic rules, are typically established as constraints [14–22]. For instance, references [15–17] developed an NMPC planner for emergency obstacle avoidance. They incorporated trajectory tracking errors into the objective function while imposing collision avoidance and dynamic stability models as...
constraints. Reference [8] integrated tracking error and control variables into the objective function, simultaneously applying speed limits and solid lane constraints. While these methods yielded favorable results, the TMO strategy encounters a challenge as the number of considered demands escalates. This results in a proliferation of constraints, leading to an exponential increase in the optimization dimension, subsequently diminishing computational efficiency [4].

This study encompasses the integration of prevalent driving demands, which include dynamic stability, collision avoidance, adherence to traffic rules (such as red light compliance, staying within solid lane lines, and observing maximum speed limits), fuel efficiency, passenger comfort, and tracking capability. While there is a dearth of research explicitly addressing all eight of these driving demands, it is evident that the TMO strategy is intrinsically unsuitable for this problem. In certain situations, such as when an AV is faced with the loss of dynamic stability, considerations such as driving comfort or fuel economy become secondary [18,22]. Combining the latter demands and the former incurs conflict and can potentially lead to collisions. Conversely, during simple tasks where dynamic stability is not a primary concern, AVs have no need to consider this aspect [14,21]. In such instances, the control of the vehicle operates well within the bounds of dynamic stability, rendering the dynamic stability constraint redundant. Eliminating this redundancy reduces the optimization dimension without compromising control performance.

To effectively address the issues of conflict and redundancy among driving demands (redundancy refers that the constraint corresponding to some demand is ineffective, i.e., removing the constraint does not affect the solution of optimization), this paper introduces HMD strategy to guide planner design. Initially, driving demands are systematically prioritized based on their impact on driving safety. Subsequently, leveraging these priorities, the HMD strategy assesses the potential risks of violating driving demands in a hierarchical sequence. To bolster safety, lower-priority demands that clash with higher-priority counterparts are either omitted or attenuated. Additionally, any demands that can be currently satisfied are removed. This process results in the segmentation of the demand domain into several sub-domains (see Figure 1). The motion planner focuses exclusively on the demands within one of these sub-domains. Several evaluation functions are established to gauge the risk of violating driving demands. The performance of the HMD-based planner is then compared to the TMO-based planner through simulations in typical scenarios.

![Figure 1](image_url). The pipeline of decision and planning based on the HMD strategy.

The main contributions of this paper are:
1. This study proposes a scheduling strategy for driving demand indicators based on the characteristics of driving demands, such as the priority. This strategy enables the dynamic adjustment of the integration method for demand indicators, which can handle the conflict and redundancy among indicators well.
To determine whether driving demands are satisfied, several risk functions are established. Then, an integrated control model based on NMPC theory is designed. Typical scenarios in a simulation demonstrate that our controller improves comfort, fuel economy, and safety compared to a traditional controller.

The subsequent sections of this paper are organized as follows: Section 2 delineates the formulation of the NMPC planner under the TMO strategy. It subsequently elucidates the issues surrounding redundancy and conflicts through an analysis of three typical scenarios. In Section 3, the HMD strategy is elaborated upon, with the introduction of several functions designed to evaluate the potential breaches of driving demands. Subsequently, the constraints and the objective function are established based on these evaluation functions. Section 4 provides a comparative analysis of the results obtained using the HMD and TMO strategies. Finally, Section 5 draws the paper to a conclusion.

2. Problem Description

This section initiates the formulation of the NMPC planner under the TMO strategy. Subsequently, it delves into the issue of redundancy and conflict, providing an in-depth analysis through the examination of three typical scenarios.

The idea of TMO strategy is aggregating the fundamental demands into the objective function through a weighted manner, and transforming the high-priority demands function to the constraints directly. This strategy is commonly used in many papers [8,14–17]. The multi-objective NMPC planner under the TMO strategy is represented as follows:

\[
\begin{align*}
\min_{x,u} & \sum_{i=0}^{N_p-1} \left( q_1 f_{\text{track}}^i + q_2 f_{\text{comf}}^i + q_3 f_{\text{fuel}}^i \right) \\
\text{s.t.} & \quad x(0) = x_0 \\
& \quad x^{i+1} = f(x^i, u^i), \ i = 0 \ldots N_p - 1 \\
& \quad u_{\text{min}} \leq u^i \leq u_{\text{max}}, \ i = 0 \ldots N_p - 1 \\
& \quad C_{\text{dyna}}^i < 0, \ i = 0 \ldots N_p - 1 \\
& \quad C_{\text{colli}}^i < 0, \ i = 0 \ldots N_p - 1 \\
& \quad C_{\text{lane}}^i < 0, \ i = 0 \ldots N_p - 1 \\
& \quad C_{\text{red}}^i < 0, \ i = 0 \ldots N_p - 1 \\
& \quad C_{\text{speed}}^i < 0, \ i = 0 \ldots N_p - 1
\end{align*}
\]

where \( N_p \) is the number of discretization points in prediction horizon. (1b) is the initial condition for vehicle state \( x = [v_x \ v_y \ \omega \ s \ e_1 \ e_2]^T \), in which \( v_x, v_y \) are longitudinal and lateral speed, respectively. \( \omega \) is the angular speed. \( s, e_1, e_2 \) are the position coordinates in Frenet coordinates [8]. \( s \) denotes the longitudinal driving distance. \( e_1, e_2 \) are the lateral position and heading error with respect to the reference trajectory, respectively. (1a) is the objective function, in which \( f_{\text{track}}^i, f_{\text{comf}}^i \), and \( f_{\text{fuel}}^i \) describe the objectives of tracking, comfort, and fuel economy at \( i \)-th time step, respectively. \( q_1, q_2 \) and \( q_3 \) are their weights. \( f_{\text{track}} = (e_1 - e_{1d})^2 + e_2^2 + (v_x - v_{xd})^2 \), where \( e_{1d} \) and \( v_{xd} \) are the desired lateral position and longitudinal speed, respectively. \( f_{\text{comf}} \) is the sum of the square of acceleration and
planner (1) should not consider factors such as comfort or fuel economy, as they could compromise the execution of swift control inputs, thereby conflicting with the imperative of collision avoidance. To ensure safety, planner (1) should not consider factors such as comfort or fuel economy, as they could compromise the execution of swift control inputs, thereby conflicting with the imperative of collision avoidance. Furthermore, the constraint concerning adherence to solid lane lines contradicts the necessity for collision avoidance, potentially leading to collision incidents. The removal of ineffective and conflicting constraints from the planner can enhance solving efficiency and driving safety. Nevertheless, the determination of whether driving demands are redundant or in conflict hinges upon the specific conditions of the vehicle’s operation. For example, in the scenario depicted in Figure 2b, both collision avoidance and adherence to solid lane lines remain non-redundant and non-conflicting.

To elucidate and analyze the issue of redundancy and conflict among driving demands, three typical scenarios are established, as illustrated in Figure 2. The initial states are depicted in the figure, with the red light 10 s remaining, and a maximum speed limit of 60 km/h. In the first two scenarios, the obstacle vehicles (OVs) are engaged in lane-keeping maneuvers at a constant speed. In the third scenario, OV1 abruptly changes lanes, decelerating to merge into the middle lane.

In planner (1), the TMO strategy mandates collision avoidance and adherence to solid lane lines as constraints for all scenarios. However, these constraints may prove ineffective in certain situations. In the scenario depicted in Figure 2a, the solid lane line is positioned within the side lanes, while the tracking demand necessitates that the subject vehicle (SV) travels along the centerline of the middle lane. If the tracking performance is optimal, the constraint related to the solid lane line becomes redundant. Additionally, all OVs are operating within their respective lanes, rendering collision avoidance constraints unnecessary. Similarly, constraints pertaining to dynamic stability and speed limits become redundant.

Conversely, in the scenario illustrated in Figure 2c, OV1 abruptly changes lanes and decelerates, necessitating a rapid reaction from the SV to avert a collision. To ensure safety, planner (1) should not consider factors such as comfort or fuel economy, as they could compromise the execution of swift control inputs, thereby conflicting with the imperative of collision avoidance. Furthermore, the constraint concerning adherence to solid lane lines contradicts the necessity for collision avoidance, potentially leading to collision incidents.

The removal of ineffective and conflicting constraints from the planner can enhance solving efficiency and driving safety. Nevertheless, the determination of whether driving demands are redundant or in conflict hinges upon the specific conditions of the vehicle’s operation. For example, in the scenario depicted in Figure 2b, both collision avoidance and adherence to solid lane lines remain non-redundant and non-conflicting.

To more effectively address the issues of redundancy and conflict among driving demands, the following section introduces the HMD strategy, which is founded on driving demands and serves as the basis for designing the NMPC planner. Furthermore, we establish a set of risk constraints and objective function of the NMPC planner.
functions, which are based on vehicle kinematics and tire dynamics. These functions are pivotal for evaluating whether there is a risk of breaching driving demands.

### 3.1. HMD Strategy

Before designing the scheduling strategy, the priority of driving demands needs to be determined first. Driving requirements can be categorized into safety, traffic rules, and entertainment classes (See Figure 3). Their priority classification is as follows.

#### Figure 3. Priority of driving demands.

**Safety**

As shown in Figure 4, the HMD strategy evaluates the driving demands according to the priority (See Figure 3). The HMD strategy initiates the evaluation process by first assessing safety-related demands; namely, dynamic stability. If the SV is at risk of losing dynamic stability, the HMD strategy temporarily sets aside considerations such as driving comfort, fuel economy, or adherence to traffic rules. Meanwhile, the collision avoidance demand is formulated as a penalization function instead of constraint, because conflict between two constraints may lead to the infeasibility of optimization. In cases where there is no risk to dynamic un-stability, the dynamic stability constraint is excluded from the NMPC planner so as to improve solution efficiency. When the SV faces a collision risk, the desired states for tracking demands are adjusted to avoid a collision. The specific process is described in Section 3.3. The comfort and fuel efficiency demands are kept in objective function to ensure the smooth changing of state trajectory.
When safety concerns are resolved, the HMD proceeds to evaluate demands related to traffic rules. No crossing of road boundaries and no running red lights share the same priority; thus, the HMD evaluates them concurrently (as depicted in Figure 4). If either of them may not be satisfied, the corresponding constraint will be added into the NMPC controller. Only when both of them can be guaranteed, the HMD will proceed to evaluate the no speed demand.

For the entertainment demands, they only exist in the objective function because of being the lowest priority. When there exist safety concerns, some of them could be removed to avoid conflict between demands. Among the three entertainment demands, their weights in objective function are determined based on their relative priority.

### 3.2. Evaluation Functions of Driving Demands

#### 3.2.1. Dynamic Stability

The evaluation function of whether a vehicle has risks of losing dynamic stability is constructed based on the sideslip limit of tires. The final function is defined by Equation (6).

Beal et al. [22] established the vehicle dynamics stability boundary based on the sideslip limit of tires in the front axle and rear axle. The stability condition can be shown in the following form:

$$
\begin{align*}
\alpha_y - \frac{F_{y\text{fmax}}(1 + L_f/L_r)}{m} & \leq 0 \\
\alpha_y - \frac{F_{y\text{rmax}}(1 + L_f/L_r)}{m} & \leq 0
\end{align*}
$$

where $\alpha_y$ is the centroid lateral acceleration. $m$ is SV mass. $L_f, L_r$ are the distances from the centroid to the front and rear axles, respectively (See Figure 5). $F_{y\text{fmax}}, F_{y\text{rmax}}$ are the maximum lateral forces in the front and rear tires, respectively [22].

---

**Figure 4.** Hierarchical and multi-domains strategy.

**Figure 5.** Schematic of forces in dynamic bicycle model.
When the SV is accelerating, considering the weight transfer in the longitudinal direction of the vehicle, and the tire lateral–longitudinal force coupling, there are the following relations:

\[
\begin{align*}
F_{yf_{\text{max}}} &= \frac{E(\sqrt{(\eta (1+\frac{zL}{L})^2 - F^2)} \frac{a_T}{a_z})}{\mu g (1+\frac{zL}{L})} \\
F_{yf_{\text{max}}} &= \frac{E(\sqrt{(\eta (1+\frac{zL}{L})^2 - F^2)} \frac{a_T}{a_z})}{\mu g (1+\frac{zL}{L})} \\
F_{yf_{\text{max}}} &= \frac{E(\sqrt{(\eta (1+\frac{zL}{L})^2 - F^2)} \frac{a_T}{a_z})}{\mu g (1+\frac{zL}{L})}
\end{align*}
\]

(3)

where \( F_{yf_{\text{max}}}, F_{yf_{\text{max}}}, \) are the maximum front and rear axle lateral force, respectively. \( F \) is driving force in front tire. \( a_z \) is the longitudinal acceleration of the centroid. \( z \) is the centroid height. \( E \) is the ratio of the sliding friction coefficient to the peak coefficient. \( g \) is gravity acceleration. \( L \) is wheelbase. \( y \) is the friction ground friction coefficient.

When SV is decelerating, suppose all the tires could lock at the same time. There is the following relation:

\[
ma_{y_{\text{max}}} = E \sqrt{\sum_{i=1}^{2}(a^r_i)^2 - (ma_x)^2}
\]

(4)

where \( a_{y_{\text{max}}} \) is the maximum centroid lateral acceleration. Suppose \( L_f < L_r \). Plug Equation (3) into (2) and combine Equation (4), we can obtain the stability condition in both the acceleration and deceleration situation:

\[
\begin{align*}
\left\{ \begin{array}{l}
\left( \frac{a_{y_f}}{a_T} \right)^2 - \left( \frac{a_{x_f}}{a_T} \right)^2 \left( \frac{a_{y_f}}{a_T} \right)^2 \leq 0, \ a_x > 0 \\
\left( \frac{a_{y_r}}{a_T} \right)^2 - \left( \frac{a_{x_r}}{a_T} \right)^2 \left( \frac{a_{y_r}}{a_T} \right)^2 \leq 0, \ a_x \leq 0
\end{array} \right.
\end{align*}
\]

(5)

Based on Equation (5) and the first-order Euler formula, the evaluation function of dynamic stability is defined as:

\[
L_{\text{dyna}} = \begin{cases}
\left( \frac{a_{y_f}}{a_T} \right)^2 - \left( \frac{a_{x_f}}{a_T} \right)^2 \left( \frac{a_{y_f}}{a_T} \right)^2, \ a_x > 0 \\
\left( \frac{a_{y_r}}{a_T} \right)^2 - \left( \frac{a_{x_r}}{a_T} \right)^2 \left( \frac{a_{y_r}}{a_T} \right)^2, \ a_x \leq 0
\end{cases}
\]

(6)

where \( L_{\text{dyna}} \) is the evaluation function of whether the vehicle has risks of losing dynamic stability. \( (a_{x_f}, a_{y_f}) = (a_x + \dot{a}_x T_r, a_y + \dot{a}_y T_r) \) in which \( \dot{a}_x, \dot{a}_y \) are the longitudinal and lateral jerk, respectively. \( T_r \) is a time constant.

3.2.2. Collision Avoidance

To ensure the interpretability, the collision risky area is evaluated by the risky ellipse area of OV (See Figure 6). The correspondent evaluation function is defined as:

\[
L_{\text{calli}} = 1 - \frac{||RX||^2}{F}
\]

(7)

\[
R = \begin{bmatrix}
\cos(\theta_i) & -\sin(\theta_i) & 0 & 0 \\
\sin(\theta_i) & \cos(\theta_i) & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
X_T = \begin{bmatrix}
X-X_i & Y-Y_i & 0 & 0 \\
Y-Y_i & X-X_i & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

where \( ||*||_F \) is the frobenius norm operator. \( L_{\text{dyna}} \) is the evaluation function of whether the vehicle has risks of collision. \( (X, Y)_T, (X_i, Y_i) \) are the global cartesian coordinates of the SV centroid and \( i \)-th OV centroid, respectively. \( \theta_i \) is the yaw angle error between the OV and SV. \([x_a, y_a]^T = F + PV\), in which \( F, P, V \) are:

\[
F = \begin{bmatrix}
\sqrt{a_x^2 + a_y^2} & \frac{a_x}{2} & \frac{a_y}{2} & 0
\end{bmatrix}^T
\]

\[
f = \begin{bmatrix}
(v_x - v_{xv}) & (v_y - v_{yv}) & (a_x - a_{xv}) & (a_y - a_{yv})
\end{bmatrix}^T
\]

\[
\begin{bmatrix}
\sin(\theta_i) & \cos(\theta_i) & 0 & 0 \\
-\cos(\theta_i) & \sin(\theta_i) & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
\cos(\theta_i) & \sin(\theta_i) & \cos(\theta_i) & \sin(\theta_i) \\
-\sin(\theta_i) & \cos(\theta_i) & -\sin(\theta_i) & \cos(\theta_i)
\end{bmatrix}
\]
where $L_i, W_i$ are the length and width of $i$-th OV, respectively. $v_{xi}, v_{yi}$ are the longitudinal and lateral speed of $i$-th OV in the vehicle coordinate of SV. The directions are shown in Figure 6. $a_{xi}, a_{yi}$ are the longitudinal and lateral acceleration of $i$-th OV in the vehicle coordinate of SV. $T_r$ is a time constant.

Figure 6. Illustration of variables in evaluation function of collision avoidance.

3.2.3. Traffic Rules

The evaluation function of whether a vehicle has risks of violating a solid lane line, red light, and max speed limit are defined by Equations (8)–(10), respectively:

$$L_{\text{lane}} = vT_r + \frac{1}{2}aT_r^2 - D\text{LC}$$

(8)

$$L_{\text{red}} = vT_{\text{red}} + \frac{1}{2}aT_{\text{red}}^2 - D$$

(9)

$$L_{\text{speed}} = v + aT_r - v_{\text{max}}$$

(10)

where $L_{\text{lane}}, L_{\text{red}}, L_{\text{speed}}$ are, respectively, evaluation functions of whether the vehicle has risks of violating solid lane line, red light, and max speed limit. $v, a$ are the speed and acceleration of the SV centroid, respectively. $D\text{LC}$ is the distance from the centroid to the solid lane line along the direction of $v$ [24]. $D$ is the distance from the centroid to a red light along the direction of lane. $v_{\text{max}}$ is the max speed limit. $T_{\text{red}}$ is the left time of the red light. $T_r$ is a time constant. The value of $T_r$ is adjusted by experience. Given that time horizon is 2 s, $T_r$ is recommended to be in the vicinity of 2 s.

3.3. Design of Constraints Set and Objective Function

To make the planner adaptively remove the ineffective constraints and adjust the conflict items, several risk indicators are defined:

$$I_d = \begin{cases} 0, & L_{\text{dyna}} \leq 0 \\ 1, & L_{\text{dyna}} > 0 \end{cases}, \quad I_c = \begin{cases} 0, & L_{\text{colli}} \leq 0 \\ 1, & L_{\text{colli}} > 0 \end{cases}$$

(11)

$$I_l = \begin{cases} 0, & L_{\text{lane}} \leq 0 \\ 1, & L_{\text{lane}} > 0 \end{cases}, \quad I_r = \begin{cases} 0, & L_{\text{red}} \leq 0 \\ 1, & L_{\text{red}} > 0 \end{cases}, \quad I_s = \begin{cases} 0, & L_{\text{speed}} \leq 0 \\ 1, & L_{\text{speed}} > 0 \end{cases}$$

where $I_d, I_c, I_l, I_r, I_s$ are parameters indicating whether the driving demands are satisfied. They indicate the dynamic stability, collision avoidance, solid lane line, red light, and max speed limit, respectively. The values of those parameters equal to 1 means having risks of violating the demands. The constraints set of the driving demands are designed as:

$$I \times C \leq 0$$

(12)

where $I = \text{diag}(I_d(1-I_d)I_r(1-I_r)I_l(1-I_l)I_s(1-I_s)I_r(1-I_r)(1-I_l)(1-I_l)(1-I_l)(1-I_l))$. $C = [C_{\text{dyna}}, C_{\text{colli}}, C_{\text{lane}}, C_{\text{red}}, C_{\text{speed}}]^T$. $C$ is the demand function vector. $I$ is used to activate or deactivate some constraint. To avoid conflict between constraints (such as collision avoidance and lane boundary), instead of activating all constraints simultaneously, we choose to activate part of these constraints according to the working conditions. This can be achieved by defining the constraints as $I \times C < 0$. 
The objective function is designed as:

\[ q_1 f_{\text{track}} + q_4 (1 - I_d)(q_2 f_{\text{conf}} + q_3 f_{\text{fuel}}) + q_5 I_d I_c C_{\text{coll}} \]  

(13)

where \( q_1 \sim q_5 \) are weights of different items. The definitions of the items in Equation (13) are consistent with those in Equations (1) and (11). When the SV is at risk of collision, the desired states for the tracking demand undergo modification. Initially, the HMD strategy assesses whether the detection points are situated within areas deemed to be at risk of collision (as illustrated in Figure 7). If all detection points fall within these collision-prone areas, the desired lateral position remains unaltered. However, the desired speed is adjusted to match that of the OV. Conversely, if any detection point is outside the risky area, the desired lateral position is realigned to the centerline of the lane corresponding to the detection point’s location, as depicted in Figure 7.

![Figure 7. Situation where SV faces risk of collision and would turn left.](image)

It is important to emphasize that when the side lane and the current lane of the SV are separated by a solid lane line (as depicted in Figure 7), the side lane is not considered under typical circumstances. The side lane is only taken into account in emergent situations, which are defined as instances where the SV faces the risk of collision and loss of stability. In such cases, if there are two detection points meeting the criteria, the HMD strategy gives priority to the one located in the left lane adjacent to the SV.

4. Simulation Validation and Analysis

This section commences by presenting the formulation of the NMPC planner under the HMD strategy. Subsequently, it proceeds to compare the performance of the HMD-based planner with the TMO-based planner. Lane keeping, overtaking, and emergency obstacle avoidance are the three mostly commonly seen scenarios for autonomous vehicles. To reveal the problems of the current method and the advantages of our method, it is suitable to choose the most commonly seen scenarios to design validation experiment.

4.1. Planner Formulation

The multi-objective planner based on the HMD strategy is formulated below:

\[
\begin{align*}
\min_{x,u} & \quad \sum_{i=0}^{N_p-1} \left( q_1 f_{\text{track}} + q_5 I_d I_c C_{\text{coll}} + q_4 (1 - I_d)(q_2 f_{\text{conf}} + q_3 f_{\text{fuel}}) \right) \\
\text{s.t.} & \quad x(0) = x_0 \\
& \quad x^{i+1} = f(x^i, u^i), \quad i = 0 \ldots N_p - 1 \\
& \quad u_{\text{min}} \leq u^i \leq u_{\text{max}}, \quad i = 0 \ldots N_p - 1 \\
& \quad I \times C^i \leq 0, \quad i = 0 \ldots N_p - 1
\end{align*}
\]  

(14a-14e)
where (14a) defines the objective function as determined by (13). (14e) outlines the constraints associated with the driving demands. (14b) through (14d), respectively, correspond to the initial condition, the vehicle dynamics function, and the physical control limits.

The decision and control algorithm are executed within a simulation platform comprised of CarSim, PreScan, and Matlab/Simulink, while the optimization problem is resolved using CasADi [25,26]. The computational setup involves a workstation featuring an Intel Core i5-8250U processor (1.6 GHz) and 8 GB of RAM. The simulation project is conducted with a 0.05 s cycle. The prediction horizon spans 2 s, with additional parameters for planners and evaluation functions detailed in Tables 1 and 2.

### Table 1. Parameters of planners.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_p)</td>
<td>20</td>
</tr>
<tr>
<td>(u_{min})</td>
<td>([-8000 \text{ N}, -30 \text{ deg}])</td>
</tr>
<tr>
<td>(q_1)</td>
<td>5</td>
</tr>
<tr>
<td>(u_{max})</td>
<td>([4000 \text{ N}, 30 \text{ deg}])</td>
</tr>
<tr>
<td>(q_2)</td>
<td>4</td>
</tr>
<tr>
<td>(q_3)</td>
<td>3</td>
</tr>
<tr>
<td>(q_4)</td>
<td>1</td>
</tr>
<tr>
<td>(q_5)</td>
<td>100</td>
</tr>
<tr>
<td>(\mu)</td>
<td>0.8 e 0.7422</td>
</tr>
</tbody>
</table>

### Table 2. Parameters of evaluation functions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbols of Evaluation Functions</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_r(s))</td>
<td>(L_{dy} \quad L_{coll} \quad L_{lane} \quad L_{speed})</td>
<td>1 4 3 3</td>
</tr>
</tbody>
</table>

### 4.2. Scenario 1

The specific configuration of this scenario is depicted in Figure 2a. Figure 8 illustrates the trajectories of various vehicles. Notably, due to the overlap between the HMD-based and TMO-based trajectories, Figure 8 only presents outcomes of the HMD-based planner.

The maximum speed error between the HMD- and TMO-based algorithms is merely 0.8% (See Figure 9a,b). Consequently, the HMD-based planner demonstrates a performance level on par with the TMO-based planner in terms of fulfilling driving demands. In this specific scenario, only the constraint related to the red light is deemed effective. The HMD activates the red light constraint before the 10 s mark and subsequently removes all constraints related to driving demands after this point (as demonstrated in Figure 10). As a result of eliminating ineffective constraints, the HMD-based algorithm operates at a remarkable 74.5% faster pace than the TMO-based algorithm (as evidenced in Figure 9d).
subsequently removes all constraints related to driving demands after this point (as evidenced in Figure 9d). Based on this, the HMD-based algorithm operates at a remarkable 74.5% faster pace than the TMO-based algorithm.

The concrete setting of this scenario is shown in Figure 2b. Figure 11 shows the trajectories of different vehicles based on HMD strategy and TMO in scenario 2. Figure 11 shows that the TMO makes the SV closer to OV1 than the HMD. The reason is that the desired position of the TMO is the centerline of the middle lane all the time, while OV1 forces the SV to leave the middle lane. The compromised result is that the SV avoids OV1 as close as possible. That is bad because the SV would violate the boundary of collision avoidance constraint due to a control error (See Figure 12d, the boundary is defined by $C_{\text{coll}} = 0$ in (1f)). Then, the SV needs to change the current control input quickly, which results in a higher vibration amplitude and frequency of acceleration and jerk (See Figure 12a–c). The maximum jerk of the HMD is 58.8% lower than that of the TMO. Through the trajectory in Figure 11 and acceleration in Figure 12a,b, it can be found that the HMD has satisfied other demands, i.e., solid lane line, dynamic stability, etc.

Figure 13a shows that the total fuel consumption of the HMD is almost the same as that of the TMO. The fuel consumption is computed by an empirical function [18]. However, the solving efficiency of the HMD-based algorithm is 68.5% higher than the TMO-based algorithm (See Figure 13b). During 3 s–4 s, both $I_f$ and $I_c$ equal 1 (See Figure 13c), so although there is a risk of violating the solid lane line rule, its constraint does not appear in the planner (14). However, the SV does not cross the solid lane line (See Figure 11), because satisfying the tracking demand indirectly satisfies the solid lane line demand.
The reason behind this enhanced performance is a that of the TMO. The fuel consumption is computed by an empirical function [18].

4.4. Scenario 3

The setting of the scenario is shown in Figure 2c. The SV drives with 15 m/s while the speed of the obstacle vehicle is shown in Figure 14. Figure 15 shows the trajectories of different vehicles.

Figures 15 and 16c vividly illustrate that the SV following the TMO strategy collides with OVI at approximately t = 2.5 s. In contrast, the SV operating under the HMD approach successfully executes emergent obstacle avoidance. Additionally, Figure 16a,b show that
the HMD-based SV reacts more swiftly than its TMO-based counterpart. The reason behind this enhanced performance is attributed to the evaluation results of the risks of collision and loss of dynamic stability. These results become 1 when OV1 abruptly merges into the middle lane (as evident in Figure 17). Subsequently, the HMD-based SV promptly adjusts its desired position to the centerline of the right lane, temporarily prioritizing safety over comfort, fuel economy, and traffic rules. On the other hand, the TMO-based SV persists in tracking the centerline of the middle lane, striving for driving comfort and fuel economy. Moreover, the TMO retains the solid lane line constraint, which contributes to a delayed control input and constrained feasible regions, ultimately leading to the collision incident. During the implementation of the emergent obstacle avoidance task, the nonlinearity of the optimization problem escalates significantly. Consequently, the algorithm solving time substantially increases compared to normal situations (as observed in Figure 17d). The solving time of the TMO-based algorithm can exceed 5 s, indicating that its numerical stability is inferior to that of the HMD-based approach.

Figure 16. Acceleration, time to collision, and solving time of HMD and TMO. (a) Longitudinal acceleration. (b) Lateral acceleration. (c) Time to collision. (d) Solving time.

Figure 17. Evaluation results of different evaluation functions in scenario 3.

5. Conclusions

This paper introduces the HMD strategy to formulate a high-performance NMPC planner tailored for integrated motion planning that accommodates multiple driving demands. To evaluate the effectiveness of the HMD-based planner, several typical scenarios are devised and analyzed. Simulation results show that during the lane-keeping task, the HMD-based planner achieves a 74.5% boost in efficiency, with a minimal speed error of under 0.8% compared to the TMO. In the context of lane changing and overtaking tasks, the HMD enhances solving efficiency by 68.5%, while simultaneously enhancing driving safety. Moreover, it reduces the maximum jerk by 58.8% compared to the TMO. In a particularly challenging task involving emergent obstacle avoidance, the HMD successfully executes safe motion planning, whereas the TMO-based approach falls short.

In the future, we plan to incorporate the motion uncertainty of obstacles in the environment and the measurement uncertainty of vehicle states into consideration. We aim to investigate the design theory of integrated decision and control methods with a strong emphasis on stochasticity.
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