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Abstract: This study examines the privacy protection challenges in data sharing between organisations and third-party entities, focusing on changing collaborations in the digital age. Utilising a mixed-method approach, we categorise data-sharing practices into three business models, each with unique privacy concerns. The research reviews legal regulations like the General Data Protection Regulation (GDPR), highlighting their emphasis on user privacy protection but noting a lack of specific technical guidance. In contrast, industrial privacy frameworks such as NIST and Five Safes are explored for their comprehensive procedural and technical guidance, bridging the gap between legal mandates and practical applications. A key component of this study is the analysis of the Facebook–Cambridge Analytica data breach, which illustrates the significant privacy violations and their wider implications. This case study demonstrates how the principles of the NIST and Five Safes frameworks can effectively mitigate privacy risks, enhancing transparency and accountability in data sharing. Our findings highlight the dynamic nature of data sharing and the vital role of both privacy regulations and industry-specific frameworks in protecting individual privacy rights. This study contributes insights into the development of robust privacy strategies, highlighting the necessity of integrating comprehensive privacy frameworks into organisational practices for improved decision making, operational efficiency, and privacy protection in collaborative data environments.
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1. Introduction

Organisations are increasingly engaging in collaboration with third-party entities such as vendors, suppliers, and business partners to leverage data collection and analysis for improved decision making and operational efficiency [1]. These partnerships allow access to specialised knowledge and resources, facilitating efficient data analytics and cost-effectiveness compared to developing in-house capabilities. Data sharing, a practice vital for knowledge growth and informed decision making, is prevalent across organisations regardless of their resources or technology. It is particularly significant in Internet of Things (IoT) contexts, where data exchange between devices and systems is key to enabling smart, connected environments. While organisations already benefit from using consumer data, further advantages can be gained by sharing data with external entities. This is evident in the growing importance of data sharing for businesses, especially in online social networking platforms like LinkedIn, Facebook, and X (previously known as Twitter), where user data are shared across various communities [2].
However, despite the benefits associated with sharing data with third-party entities, these organisations pose privacy risks to individuals who use their services. This is because these organisations collect, analyse, and share individuals’ data, which often includes personally identifiable information (PII) and sensitive data. Consequently, these data-sharing activities raise privacy concerns, as many organisations exploit data for marketing purposes by delivering targeted advertisements and other content [3]. For example, Google collects extensive user data across its platforms, such as maps and YouTube, for targeted advertising. While it is part of Google’s business model to collect data about its users, it has raised concerns about privacy, as individuals may not be fully aware of the extent of the data collected or how it is used.

The personal data exchange between primary organisations and their third-party partners significantly raises the risk of privacy breaches. This issue is supposedly addressed by privacy regulations and industrial privacy frameworks. However, a critical problem lies in the existing privacy regulations, which, while mandating organisations to comply with legal standards and enforce privacy policies, often lack specificity in their guidelines. These regulations typically focus more on legal compliance and general privacy protection rather than providing detailed, technical directives essential for robust data protection. For example, organisations are required to disclose how they collect, process, and share personal data, but the regulations fall short of offering explicit, technical instructions on implementing these practices securely. Terms like “Safeguarding” used in these regulations are often too broad and ambiguous, leaving organisations without clear, actionable steps for effectively protecting personal data, thus creating a gap in practical data protection measures.

Consequently, both primary and their third-party collaborators are obligated to lean towards the legal aspects and thus often encounter a lack of agreement between the emphasis on legal compliance outlined in regulations and the lack of technical elements essential for establishing robust data security. This difference can lead to the development of privacy policies that, while legally compliant with the law, may not fully address the complexities of data protection in today’s digital world. Another issue can also be the level of data importance in protecting personal data. While all organisations have the responsibility of implementing privacy policy measures to protect and maintain the integrity of personal data, third-party entities collaborating with these organisations may not bear the same level of responsibility. For example, the Facebook–Cambridge Analytica scandal highlights how third-party entities might misuse data due to inadequate privacy protections. Cambridge Analytica accessed millions of Facebook users’ data without proper consent, using it for political profiling and targeting, which Facebook failed to prevent [4]. In similar cases, in the Target data breach, the intrusion into Target’s network was through a third-party HVAC vendor, showcasing how third-party entities might lack the security protocols necessary to protect sensitive data.

Industry approaches, such as privacy frameworks, provide essential guidelines and best practices for privacy preservation and risk management, focusing on information, standardisation, and privacy risk identification. These frameworks not only align with privacy regulations but also offer technical advice to help organisations protect personal data effectively. Despite previous studies [5–9] examining major privacy regulations and the need for compliance tools, research on these industrial privacy frameworks, particularly in the context of organisational data sharing, remains limited. This study aims to bridge this gap by comparing how privacy frameworks stand against regulations in promoting legal compliance and a robust approach to data sharing and protection, beneficial for both organisations and individuals. Our analysis focuses on three operational models—business to business (B2B), business to consumer (B2C), and consumer to consumer (C2C), to provide insights into the application of these frameworks in varied organisational contexts.

This study highlights the critical need for organisations to not only adhere to privacy regulations but also develop comprehensive privacy policies that address prevalent
challenges. Our research reveals that a common issue is the creation of privacy policies that aim for regulatory compliance but often lack sufficient technical detail, potentially leading to privacy breaches. In response, we propose that adopting industrial privacy frameworks can be an effective solution. These frameworks provide organisations with essential technical guidance and customisable best practices, addressing shortcomings identified in current privacy strategies. Our findings, also discussed in the literature [10,11], highlight the inadequacies in existing privacy regulations and the general awareness among users, advocating for more complex and technically sound approaches to privacy management. Through a case study, we demonstrate a practical balance between regulatory compliance and effective data privacy management, showing how adaptable solutions based on these frameworks can significantly enhance privacy protections within organisations.

This paper is organised as follows: Section 2 presents the existing challenges and privacy risks associated with organisational data sharing. Section 3 provides an overview of organisational data-sharing models, while Section 4 presents insights into privacy regulations and privacy frameworks. Section 5 conducts an in-depth analysis of the case study, followed by a discussion of the findings in Section 6. Finally, in Section 7, we draw our study to a conclusion.

2. Overview of Privacy Challenges and Disclosure Risks in Organisational Data Sharing

In this section, we will introduce and define the aspects of the data-sharing models, the current problems with privacy policies in organisational data sharing, and an overview of their privacy risks and privacy disclosure.

2.1. Challenges in Organisational Data Sharing

Data sharing is a widely acknowledged practice that enhances organisational efficiency and performance by providing insights into processes and technologies. However, it can present challenges, particularly in relation to privacy concerns [12,13]. The nature of data sharing varies among organisations, depending on their business models, such as B2B, B2C, or C2C, which dictate distinct relationship models and privacy policies [14]. Privacy policies are crucial for organisations as they ensure compliance with privacy regulations and safeguard customer privacy. These policies serve as legal documents, informing individuals about how their personal data are collected, processed, and shared [15,16]. Nevertheless, the implementation of privacy policies can differ between organisations, leading to discrepancies between policy statements and actual practices.

The shift towards cross-organisational data sharing, especially in models like B2B, B2C, and C2C, can enhance organisational performance by exchanging personal data for services or goods [17]. However, there is currently no standardised guidance on disclosing personal data-collection details in privacy policies, resulting in variations between organisations’ policies [14]. This lack of standardisation can confuse consumers, who may not fully grasp how their data is managed. Intra-organisational data sharing, as practiced by Meta (the parent company of Facebook, Instagram, and WhatsApp), is valuable when internal systems and customer demographics align [12,18]. However, compliance with privacy regulations can vary based on the sensitivity of the data collected. For example, healthcare organisations require stricter compliance due to the sensitivity of medical data compared to e-commerce organisations [14].

Privacy policies play a crucial role in protecting customer privacy, but comprehending these documents can be a challenge due to their often lengthy and complex nature [19,20]. Research conducted in the United States revealed that citizens would need to spend an average of 40 min per day just to read all the privacy policies they encounter [21]. Moreover, privacy policies may be influenced by other privacy regulations from various regions worldwide.
One of the significant difficulties organisations encounter when striving for transparency in their privacy policies is in how they use and disclose personal data. Some organisations adopt a permissive approach, sharing personal data with business partners or affiliates, while others primarily use this data internally, as seen with Meta disclosing user information across its subsidiary platforms like Facebook and Instagram [18]. Although these organisations attempt to explain in their privacy policies how personal data are protected, they often fail to provide information about how it is protected or where the data are utilised. While their privacy policies may meet legal requirements from industry to government levels, the vague language employed can increase the privacy risk associated with personal data.

Ensuring the accuracy of information within privacy policies is vital for maintaining customer trust regarding how organisations handle personal data. For instance, Meta, the parent company of Facebook and Instagram, previously provided false information in 2014 regarding automated profile matching between Facebook and WhatsApp. Subsequently, Meta updated its terms of service, requiring users to agree to the new terms. In 2021, Meta modified its privacy policy to allow the sharing of personal information with its affiliates [22,23]. This highlights the evolving nature of privacy policies and their potential impact on users’ data privacy.

Privacy policies serve a critical role in defining an organisation’s procedures for processing and disclosing personal data [16]. These procedures, known as privacy practices, are essential commitments made by organisations. However, they are not always consistently followed, often due to factors like data breaches or unauthorised access by malicious actors. For example, in October 2016, a significant data breach occurred at the well-known ridesharing company Uber, resulting in the exposure of 57 million customer and driver personal records. Shockingly, Uber chose not to inform the affected individuals or regulatory authorities about the breach. Instead, they paid a ransom to the hackers to cover up the incident. This breach only came to light a year later, in November 2017, raising substantial concerns about Uber’s lack of transparency and failure to comply with data breach notification regulations [24].

Privacy policies offer numerous advantages beyond merely collecting personal data. They also provide crucial information about partners and affiliates with whom data is shared. One of the key benefits of privacy policies is their ability to inform end users about the specific personal data collected. However, these policies often fall short of providing detailed information about the types of personal information shared with affiliates or third-party organisations. An illustrative example is the acquisition of the messaging app WhatsApp by Facebook in 2016. At that time, the app’s privacy policies did not explicitly mention that Facebook would collect certain user data, such as phone numbers, for targeted advertising purposes [25]. This situation raised regulatory concerns, suggesting that the information provided to users was not sufficiently clear.

Even when organisations comply with privacy regulations by implementing privacy policies to protect personal data or share data with affiliates or third-party organisations, it still presents privacy risks. These risks can potentially empower malicious actors to identify and exploit the data, thereby increasing the risk of privacy breaches [26]. The interaction between privacy policies, data sharing, and the potential for privacy breaches highlights the current challenges and the need to implement alternative data-protection methods within organisations.

2.2. Organisational Privacy Disclosure Risks

In today’s data-driven world, where organisations rely on exchanging high quantities of data with each other to gain valuable understandings, there are challenges in sharing that data, such as privacy risks of disclosure. Privacy risk refers to the potential threats posed to personal information, which can eventually disclose the information of individuals. In the context of organisational data sharing with third-party entities, the
potential privacy disclosure risks could take two forms, such identity disclosure and attribute disclosure.

Identity disclosure [27] refers to the risk of re-identification of individual’s identities from shared data. The privacy risk arises when personal data are shared with third-party organisations, revealing combinations of different attributes (QID), allowing the adversaries to recognise the data records by profile-mapping the QID together. The attribute disclosure [28] is achieved by exposing specific QIDs of individuals that were supposed to remain confidential. When data are shared, it might contain sensitive attributes such as medical conditions or financial status. These attributes, although may not directly identify the individual’s identities, can still lead to privacy breaches if linked to other publicly available information or combined with other attributes to create a detailed profile.

Two of the main privacy disclosures, identity and attributes, have helped researchers to study many approaches to reduce privacy risks; however, it is important to understand membership disclosure, which could help researchers and regulators to identify privacy risks in organisational data sharing. Membership disclosure [29] occurs when an individual’s affiliation to a particular group is revealed without their consent. Usually, this disclosure occurs from data modelling or analysis when an adversary comes to an understanding of an individual’s presence in a dataset.

3. Organisational Data-Sharing Models

The main value of any organisation is the ability to analyse data based on the information they have. As each organisation has a different type of operation, they could deal with different types of data, and it would suggest what analysis of data they would perform. This analysis is usually conducted on the business side, and the information collected is from their consumers.

A business entity is usually referred to as an organisation that is engaged in commercial, industrial, or professional activities that produce and sell goods or services. The activities of these organisations can define their missions as either for-profit or not-for-profit (non-profit) [30]. There are also organisations that rely on external entities for a specific function or operation. These external entities are called third-party organisations, which are not part of the primary organisation but collaborate together [31]. The consumers, on the other hand, are usually individuals or businesses that purchase and consume the market goods or services of another business [32].

The entities within an organisation are motivated by day-to-day data. These data make up information that is collected from a specific entity, or it is driven data, meaning the data have been populated based on a task or process. There are two types of data that create this different information: first is consumer process data, and the second is business process data. Consumer process data contain personal information about an individual, which describes the identity or the attitude and behaviour of an individual towards a business product or service. Business process data is data about the business. These could include basic information about a business, employee details, and information about the operations, business products/services, and marketing/sales.

As discussed above, most organisations fall into a business model category that defines the operation of their business, their business relationships, and their consumers. The main business models are three kinds: B2B, B2C, and C2C.

Business-to-Business, or B2B, is a form of intercompany transaction between two businesses, such that one is a manufacturer or provider and the other becomes a retailer. The transactions between the businesses include trades, purchases, services, resources, and technologies [33,34]. B2B data sharing is normally data about other businesses or consumers that can be used for marketing activities or to make decisions. The data that businesses usually share can be divided into two categories: business process data and consumer process data.
Business-to-Consumer, or B2C, is a relationship between a business and a consumer or business acting as a consumer who are engaged in transactions, such as data, products, and services. The business is usually the entity providing the products and services, and the consumer entity is usually the end user of the goods. Depending on the type of consumer entity, they also provide data to the businesses. These data can be about themselves, or they could be data about how they interact with the products of the businesses [35].

The data that the businesses collect are based on the consumer (business). The businesses take advantage of this collected data to understand their consumers better and determine what their personalities are based on the products and services they provide. There are generally three types of data that businesses are interested in [36]. The personal data of their consumers, the engagement activities of their consumers associated with their business, and the behavioural data of their consumers when it comes to purchasing and using their products and services [36,37]. These data are personal data, engagement, and behavioural data.

Consumer-to-consumer, or C2C, is a business model that allows the transaction of goods and services between two consumers. This model is also known as peer-to-peer (P2P) in the e-commerce business model. This is very similar to the B2C model; however, the consumers are interacting with one another. The C2C platforms are typically electronic market platforms created by businesses to reach more consumers online.

In a C2C platform, the consumers require basic data about one another to communicate. However, the businesses that are facilitating these platforms will collect more data about the consumers’ activities. In regard to the process of interaction between the consumers, they may only require the personal information of the consumer. However, the businesses may also collect engagement and behavioural data as part of the process.

Each business model delivers a unique strength based on who the targeted audiences are. In the context of privacy, understanding these business models can help authorities regarding the privacy risks involved. By recognising the type of audiences and the type of data that businesses are dealing with, organisations can eliminate the possibilities of privacy risks by introducing privacy regulations. Nonetheless, privacy disclosure still may occur even if legal steps have been taken to be compliant with the privacy regulations [38]. These unforeseen consequences can happen because of a number of reasons, such as unintentional accidents caused by human error, a lack of understanding, or misuse of personal information. These accidents usually occur when incorporating third-party entities that have different policies or lack transparency when it comes to personal data handling.

Organisations have a legal obligation to comply with the privacy regulations as they collect, process, and share personal information [39,40]. In this regard, organisations are trying to minimise any potential privacy risk that threatens their business or the privacy of their information by implementing correct privacy practices. Despite the fulfilment of legal obligations, such as complying with privacy regulations and implementing privacy measures, privacy disclosure still occurs. Privacy disclosure is a major disruption for organisations financially and reputation-wise. Luckily, privacy-protection measures such as privacy frameworks exist to minimise the impact of privacy risk.

A misconception in privacy protections regarding the privacy framework and other measures, such as privacy by design, is the implementation costs and the disruption to the organisation. From an execution perspective, privacy frameworks require planning and a fair amount of consideration in the implementation of the standards. However, compared to privacy by design, the requirement is the implementation of the standards from the foundation level. Simply put, organisations need to re-design their operations for the handling of personal data from a privacy perspective. This means major changes to the collection, processing, and disclosure of the information operations. For simplicity, we will review privacy-protection methods that are efficient and quick in implementation.
4. Overview of the Privacy-Protection Regulations and Frameworks

This section presents an overview of privacy- and data-protection regulations and privacy frameworks in the context of organisational data sharing. It is important to acknowledge there are many other privacy regulations and privacy frameworks; however, after our analysis, we concluded that privacy regulations such as the General Data Protection Regulation (GDPR) are mandatory, and organisations have a legal obligation to comply with the laws. Nevertheless, privacy frameworks are voluntary tools available for organisations. Despite the differences between the privacy framework and regulations, we will analyse the guidelines of NIST and Five Safes with a case study to discuss privacy violations and how these privacy frameworks can provide appropriate guidelines.

4.1. The GDPR in Organisational Data Sharing

In the context of organisational data sharing, the enforcement of privacy regulations in recent years has brought a significant amount of transformation in the data-sharing practices [41]. These legal regulations have been implemented by the governments to protect the privacy of individuals by allowing them to have privacy rights when sharing their information. The most comprehensive privacy regulations, such as the GDPR, have been effective in governance, awareness, and monitoring of the usage of individual data, forcing organisations to protect privacy more proactively [42].

Privacy regulations have introduced a major change in how organisations share data. The requirements for receiving consent prior to data collection, as well as the organisational transparency in data sharing, have encouraged organisations to re-evaluate their data-acquisition and privacy practices, leading to provisioning clear, concise, and easily accessible privacy policies that explain data processing and data sharing [43]. This means organisations must clearly communicate the purposes for which data will be used, which entities will have access to these data, and how these data are protected.

These privacy regulations have also impacted business partners and third-party entities, which also need to show their compliance with the privacy regulations by including appropriate data-protection measures [44]. Any third-party entity that wishes to collaborate with first-party organisations must have due-diligence processes where organisations assess the data-handling processes before sharing any data. For example, if a hospital wishes to share a certain patient’s health data with a research institute, the hospital must ensure the research institute complies with the necessary data-protection standards.

In recent years, many governments have developed privacy regulations to govern and maintain the privacy protection of their citizens around the world. The European Union released their privacy regulation in 2018, setting out strict rules and principles for the processing of personal data to ensure the privacy- and data-protection rights of individuals. The GDPR consists of significant protection of personal data throughout its lifecycle, most notably when sharing data with other organisations. For third-party organisations, they must establish GDPR-compliant data-processing agreements with their clients. Being GDPR-compliant entails the responsibility and the obligations of both parties to guarantee that the data processing is protected and processed in accordance with the GDPR.

The key principles of the GDPR are (1) lawful processing, (2) purpose limitation, (3) data minimisation, (4) accuracy, (5) storage limitation, (6) integrity and confidentiality, and (7) accuracy [45]. These principles define a summary of the GDPR; failure to comply with these rules can result in significant fines and legal consequences.
4.2. The NIST and Five Safes Privacy Framework

The industrial privacy frameworks have provided guidance for organisations to help them with data privacy and ensure the protection of individuals’ personal data. This guidance involves standards, practices, and policies to follow to protect data, but mostly, the guideline’s objectives are enhancing the protection level. These scopes are broad, including various approaches such as data collection, processing, storage, and sharing. The guidelines are designed to be applied to a wide range of organisations, such as non-profit organisations, businesses, or governmental organisations.

This study focuses on the NIST and Five Safes privacy frameworks due to the limited existing literature analysing their principles, particularly in privacy risk-mitigation scenarios. The NIST framework is a recent addition to its security counterpart. The widely used but older Five Safes framework, notably implemented by entities like the Australian Bureau of Statistics (ABS), presents a unique opportunity for exploration. While other frameworks, such as International Organisation for Standardisation/International Electrotechnical Commission (ISO/IEC) 27701 and privacy by design [46], have been extensively studied, our analysis seeks to fill the research gap between these two frameworks, providing new insights into their effectiveness and application.

Privacy frameworks have brought significant change within organisations and other entities, shaping their approach to data privacy and protection techniques, which includes enhancing transparency, increasing individuals’ privacy rights, and mitigating privacy risks. One of the significant changes that influenced organisations was the transparency of their data processing with their users, which ultimately forced them to be compliant with privacy regulations. These include guidelines and practices to inform individuals properly and clearly about how their data will be used and shared. Additionally, these privacy frameworks have helped organisations comply with privacy regulations by implementing mechanisms and practices to be cautious when sharing information with third-party organisations or securing personal data in a manner that minimises privacy disclosure.

In the last couple of decades, many privacy frameworks have been developed to aid organisations with guidance and practices. One of these privacy frameworks is Five Safes, which was developed to help researchers, particularly in academics. However, with its wide recognition, it is also used in businesses and governmental organisations such as ABS [47]. The main objective of the Five Safes is to create a structured approach for these organisations for better data accessibility and usability whilst minimising privacy risks. The key five dimensions of the framework are (1) people, (2) projects, (3) settings, (4) data, and (5) outputs. These independent questions are used to conduct a risk assessment scheme for data accessibility and data.

In recent years, another privacy framework was developed by the National Institute of Standards and Technology (NIST), called the NIST privacy framework, designed to manage and protect individuals’ privacy. Although this framework was developed very recently, it is believed to be widely used across many organisations and businesses of various sizes. This framework provides guidelines and standards for organisations to adopt to their privacy practices or procedures [48]. The scope of this framework covers a wide range of privacy concerns, including identification, governance and controlling privacy risks. The key main functions of the privacy framework are (1) identify, (2) govern, (3) control, (4) communicate, and (5) protect.

Both the NIST and Five Safes privacy frameworks are designed to provide voluntary guidelines and risk assessments to mitigate privacy risks. However, there are slight differences when considering the use cases of data collection, processing, and sharing. While the NIST provides comprehensive and detailed guidance applicable to various organisational contexts [49], the Five Safes framework is specific and mainly used in research settings. It focuses on ensuring responsible data usage for research, balancing data utility and privacy [50].
5. A Case Study of Organisational Data-Sharing Business Model Challenges

In this section, we will discuss privacy violations and any wrongdoing of the organisations that may have put the privacy of individuals at risk. We will also analyse privacy regulation violations as well as the privacy framework principles, such as NIST and Five Safes, for best practices.

In the event of privacy disclosure, a common mistake is made by the primary organisations. The negligence of the employers allowing the adversaries to have unauthorised access to confidential data is a type of human error that leads to a data breach. However, privacy disclosure is not always to be blamed on the primary organisation. Third-party organisations can also lead to privacy disclosure by lack of maintenance or ignoring privacy measures such as privacy regulations and privacy policies. For example, in July 2020, Morgan Stanley, a financial institute, notified its customers about a data breach that involved the disclosure of the customer’s details, including names, addresses, date of birth, and financial status information. This incident occurred while Morgan Stanley hired a moving company to be in charge of the destruction of its information technology (IT) equipment that contained unencrypted data. The moving company was tasked to decommission the hard drives and the servers by partnering with an e-waste management company. Instead, the moving company sold the IT equipment, which had unwiped, unencrypted data, and it ended up on an online auction [51]. Morgan Stanley managed to recover some of its hard drives; however, some are still missing.

In this section, we will study the Facebook–Cambridge Analytica scandal that was caused by a third-party entity. We will focus on the case from different perspectives of business models and the type of data collected, processed, and disclosed, highlighting the privacy violations as well as the privacy disclosure of each model.

The Facebook–Cambridge Analytica data breach incident is a notorious scandal that has impacted the lives of millions of individuals, from the disclosure of Facebook user privacy to involvement in election campaigns in recent years. The scandal occurred around the same time that the EU’s privacy regulation (GDPR) was about to come into effect. Naturally, other privacy regulations, such as the UK’s Information Commissioner’s Office (ICO) and the US’s Federal Trade Commission (FTC), were imposed on this matter for violations of regulations. However, it is in our best interest to explore the implications of this scenario if the privacy regulations had to be enforced by comprehensive privacy regulations such as the GDPR on privacy principle violations.

Previous studies [4,52–55] that examined the Facebook and Cambridge Analytica case study primarily focused their research on two aspects: the implications of privacy regulations and the misconduct of the organisations involved. This research explored the human perception of the Cambridge Analytica impact, reaching into public attitudes and reactions to the scandal’s fallout. Additionally, these studies closely examined the unethical exploitation of personal data by organisations like Cambridge Analytica, uncovering the ethical violations and potential harm caused to individuals through data misuse. Furthermore, the weaknesses in privacy policies received considerable attention, with researchers highlighting how ambiguous or incomplete disclosures contributed to the exposure of individual privacy.

This research distinguishes itself from previous studies on the Facebook and Cambridge Analytica case by emphasising the essential role of industrial privacy frameworks in bridging the gap between legal compliance and technical implementation. By exploring the technical intricacies of data security and providing customisable solutions, this research serves as a valuable resource in data privacy, offering organisations insights to enhance their data-protection strategies.
5.1. Case Study: Facebook and Cambridge Analytica Scandal

In 2014, a researcher created a personality quiz application on Facebook that collected personal data about the users and user’s friends. This created a database of millions of users’ personal information [56,57]. In early 2018, it was reported that a consulting firm, Cambridge Analytica, was involved in obtaining the personal information of millions of Facebook users without their consent. Moreover, they processed the collected data allegedly to target the users with specific marketing campaigns for elections, such as the 2016 U.S. presidential election. An overview of the Facebook and Cambridge Analytica scandal is shown in Figure 1.

![Figure 1](image_url)

**Figure 1.** An overview of Facebook–Cambridge Analytica scandal in organisational data-sharing models (B2B, B2C, and C2C).

5.1.1. C2C: Facebook and User Data Policies

In 2013, Facebook allowed developers to design apps that could interact with the Facebook platform and access user data. This was only achievable if permission was granted by the user. A U.K.-based academic researcher named Aleksandr Kogan and his company, Global Science Research (GSR), developed an application that interacted with Facebook’s platform. More specifically, it was designed to retrieve Facebook user data and friends’ data. After installation of the app, users were presented with the privacy policy of the app, which stated that the app would collect data on the users and the users’ friends, but it did not specify what the app would collect friends’ data beyond what was necessary for the intended purpose. GSR claimed the app was used for academic research. However, it was reported that the data collected were later sold to a third-party organisation [4].

Facebook’s policy back then allowed third-party developers to collect user data and their friends’ data, up to 500,000 friends per user. The policy also had some restrictions in place; for example, Facebook prohibited the usage of user data for political manipulation or spamming. However, these restrictions were not effectively enforced.

In 2014, Facebook updated its privacy policies to limit the amount of data that third-party apps could collect. The updated policy reduced the number of friends’ data that an app could collect from 500,000 to 100. However, Kogan’s app had already collected data on millions of users before this change took effect.
In 2013, when third-party developers were allowed to gain access to the personal data of Facebook users, Kogan and his team, GSR, took this opportunity to collect significant personal data. Their aim was to collect personal data from Facebook users to conduct research experiments. At the time, Facebook’s policies clarified that users must consent prior to any collection of data by third-party developers. Although the data-collection process was legally conducted, there were few misconducts during the data-processing stages.

In the event that took place between Facebook and GSR, both organisations have been deemed to violate privacy regulations of the GDPR based on multiple principles. The initial policies of Facebook explained that third-party developers cannot use the collected Facebook user data for political manipulation or spamming. However, Facebook was not diligent in ensuring the effectiveness of its own policies. Facebook failed to conduct rigorous audits or provide sufficient management, thus allowing developers like Kogan to exploit loopholes and collect data beyond what was necessary. In this regard, Facebook’s accountability and acknowledgement of responsibility allowed developers, such as Kogan, to take advantage of this feature.

Simultaneously, Kogan and his team introduced an application to Facebook users, through which they presented the policies of the data collection and usage of personal data. However, there was an oversight, as they neglected to communicate important information. GSR failed to provide a clear explanation regarding the way collected personal data would be used and the information on the entities who would use the data later. As users opted to install the app to participate in the personality trait quiz experiment, they remained unaware of the usage of their data in the profile-matching. Both Facebook and GSR neglected to clearly communicate to users about the intention of their personal data. The lack of transparency by both entities resulted in unlawfulness with regard to the privacy regulations and fairness with regard to the privacy of Facebook users.

Kogan failed to properly inform the users about the extent of data collection and the full intention of their personal data utilisation. This led to the disclosure of friends’ user information, which they did not know. As Facebook’s policy stated, only shared friends’ User IDs were shared with third-party developers. However, more information was revealed about the friends, such as basic profile information, as well as their Facebook activities, including likes and shares.

Privacy frameworks such as NIST and Five Safes provide guidelines and principles that can help organisations assess and mitigate privacy risks. As such, the biggest privacy risk that concerns Facebook users is the ambiguity of their personal data used for something they did not consent to initially.

NIST Privacy Framework

1. Lack of transparency in organisations such as GSR and Facebook can cause serious privacy issues for their users. In this case, NIST’s framework function, communication, offers developing guidelines and policies that clearly communicate the purpose, practice, roles, and responsibilities of individuals that are involved regarding the data processing. However, the data processing awareness category provides two specific guidelines (CM.AW-P1 and CM.AW-P2) for organisations to create a mechanism to send reports either internally or externally and create mechanisms to receive feedback. These features provide opportunities for organisations to establish communication methods, such as for data-processing purposes, practices, and associated privacy risks, and allow individuals to set their preferences for how their data are processed.

2. Regarding lawfulness and fairness, the NIST framework suggests two categories under governance. The first category (GV.PO-P1 and GV.PO-P5) indicates that organisations must establish privacy values and policies, including conditions on data usage and data-retention periods, and respect individuals’ privacy rights
towards data processing. The other guideline suggests that the organisation must understand and comply with any legal and regulatory obligations. Under governance, it also suggests (GV.MT-P1) monitoring and reviewing the privacy risks associated with data processing that may have been impacted by the business environment, new technologies, or any other legal obligations.

Five Safes Framework

The Five Safes privacy framework provides principles to manage and overcome privacy risks by proposing strategic questions about the usage of the data in different aspects. For instance, in the first scenario, Facebook, as well as the quiz policies, did not explicitly and clearly explain the importance of data collection, processing, and data sharing. However, in this case, the Five Safe’s privacy framework provides two principles that could provide insights into how these risks could be mitigated. The principles are safe people and safe data.

1. The first principle, “Safe People”, can be Kogan’s team (GSR) implementing the quiz app on Facebook’s platform. The primary organisation (Facebook) is required to control access to sensitive information by ensuring that only authorised individuals have permission to use and access such information. This principle allows organisations to have some level of responsibility to protect data from being misused. Typically, when more personal data is collected, responsibility also increases. This involves implementing robust measures such as authentication, authorisation, access control, and audit logs.

2. The principle “Safe Data” ensures that enough protection has been applied to the data. The data custodians (GSR) are responsible for implementing security and privacy measures to protect the data in storage and during transmission. The protective measures involve techniques such as encrypting the data during data transfer when required and usage of anonymisation techniques to remove any identifiers or sensitive information before publishing the data.

5.1.2. B2C: Kogan and Facebook Users’ Profile-Matching

By 2014, GSR developed a personality quiz application on Facebook called “This Is Your Digital Life”. The app asked innocuous questions about personality traits, and this quiz was sent to around 300,000 users in the U.S. The quiz data collected information about the user’s interests, preferences, values, and opinions based on five personality traits: openness, conscientiousness, extroversion, agreeableness, and neuroticism (OCEAN) [58].

At the completion of the quiz, the participants would be paid less than 5 USD; however, the condition of the quiz mandated the users to log in to their Facebook account. By participating in the quiz, the app would request access to the user’s Facebook account data. A consent policy that was presented stated that the app would receive access to certain information, such as birth date, location; and Facebook’s activities, including likes and shares. Although the consent policy stated that the app would collect data about users’ friends lists, due to the vagueness of the language used in the policy, it did not explicitly state what information the app would collect from friends. The information that was collected from friends’ data included their names, email addresses, and their Facebook likes and shares.

Upon the completion of the data collection about the Facebook users and users’ friends’ data, Kogan and his team combined the quiz results with the Facebook data to create a personality trait profile of each user. It was reported that they harvested 50–87 million users’ data [59,60]. His team then used this data to match the Facebook profiles with voter registration records. This was achievable by linking the Facebook data with publicly available voter records using data such as name, age, and other identifiable
information. Kogan then shared these data with a U.K.-based political consultancy firm called Cambridge Analytica (CA).

Following the massive aggregation of millions of users' personal data in 2014, Facebook changed their policies in response to the realisation of the extensive data collection by Kogan. Although Kogan stated that the collection of the data was used for academic research, the collection of data was highly criticised for being unclear and misleading. Firstly, the users were not aware of the type of data that was being collected, how it would be used, or who would access it. According to a privacy policy set in 2013, Facebook would share basic information or users' “public profile” as well as friends' User IDs with applications. However, it was discovered that friends' information (public profile) was also collected from the users. The app requested permission to access friends' information from the users, which is a violation of receiving acknowledgement or individual consent on behalf of the individual friends.

When Kogan combined the quiz data with the acquired Facebook data, such as likes and shares, they were able to ascertain characteristics and behaviours about the users by creating a personality profile. Based on this profile, some correlations were made that helped Kogan and his team to better understand the users' personalities. For example, from thousands of data points combined, they discerned the sexual orientation of certain men based on their “Liked” cosmetic brand, were able to distinguish some users' form of sociality (introvert and extrovert), and whether they liked a singer such as Lady Gaga or certain subjects such as Philosophy. It was also proved by the team that other preferences and affiliations could be predicted, such as political beliefs, religion, or even someone's skin colour. This was the second criticism: the app personalised each individual's political view based on their Facebook profile activities as well as their voter registration list. At this point, the approach undertaken was beyond what the app was intended to achieve. The collection of millions of US Facebook users to seek out psychological patterns is a violation of data minimisation as well as purpose limitation. As privacy regulations state, the data controllers must collect and process personal data that is specific, explicit, and necessary to the purpose that has been communicated to the users prior to the collection of the data.

From a privacy risk perspective, although Kogan integrated the personality profile data with voter registration information, there was a huge potential risk for identity disclosure. However, the exploitation of users' behaviours, as well as characteristics, is considered attributed disclosure. Analysis and understanding of user attributes are privacy concerns, even much riskier when users are not aware of it. In the context of the attribute disclosure, the User IDs, as well as basic information of the Facebook users, were available. While these data may not directly reveal an individual’s identity, the linkage of these data with secondary data that contain non-identifiable information—in this case, quiz results—can lead to the identification of personal characteristics and behaviour. In this scenario, certain characteristics and behaviours of individuals were revealed to Kogan. Typically, skin colour and sexual orientation are considered sensitive information that individuals are entitled to have as private information, along with religious beliefs, ethnicity; and personal preferences, such as political beliefs. Although these data may not directly identify the individuals, the combination of such data with an external source may eventually reveal their identity.

Later, Kogan combined the personality profile with the voter’s registration records to attain a better understanding of the users’ political beliefs. Disclosure of such sensitive attributes not only violates the privacy rights of individuals, but it can also disclose their beliefs in politics. As mentioned before, beliefs such as politics are sensitive information because they can be exposed as a vulnerability in an individual by creating targeted advertising or propaganda, which can manipulate the individual’s personal beliefs.
NIST Privacy Framework

The main issue in the scenario that could be mitigated using the NIST privacy framework is understanding the characteristics and behaviours of the users. This issue revolves around the process of combining different sources to disclose sensitive attributes. For this, in NIST’s privacy framework, the protect and communicate function can be used for the primary organisation (Facebook) and the third-party organisation (Kogan and GSR), respectively.

1. For the primary organisations, the category identity management, authentication, and access control (PR.AC-P1-P6) provides practical practices and exercises to control and authenticate the usage of the data by third-party organisations. The aim of this category is to reduce the limit of the data to only those which are authorised and are authenticated with proof of credentials. For example, the credentials, authority, access control, and privileges of everyone are audited to uphold security and privacy.

2. Data processing awareness (CM.AW-P1-P5) and (CM.AW-P7-P8), when achieved by third-party organisations, can be a good privacy practice for effective awareness of data processing. Organisations such as GSR will have to adopt practices to promptly inform users about their data usage and analysis. This can be achieved by featuring mechanisms to send and receive reports between the primary organisation as well as the users. Other ways to achieve this are to ensure the records of the data are available and accessible to be reviewed, corrected, or deleted. Finally, there are mechanisms in place for the users to freely oppose the data processing by withdrawing or altering their data.

Five Safes Framework

The further usage of the data processing without any consent was a breach of privacy rights. As the intended purpose of the quiz app extended far beyond the scope, it led to the discovery of various personal attributes and behaviours. The Five Safes principles include the “Safe Project” and “Safe Settings”. Both principles are to be implemented and determined by the primary organisation (Facebook).

1. The Safe Project principle aims to focus on the purpose of the project. Whether the obtained data are appropriate to be used in the project would be the question for the primary organisations. By limiting the amount of data analysis to what is required, it ensures that data are used only for legitimate and well-defined purposes. For example, Kogan and his team had to explain to Facebook and its users the purpose of their research project, even if it meant explaining that they would need to analyse the behaviours and characteristics of the users and combine them with voter registration to create a personality profile. Clearly defining the objectives and scope of the research project can minimise the risk of privacy disclosure.

2. The other principle, Safe Settings, questions the safety of the environment in which data is processed. GSR should use measures like anonymisation to protect the data. Although for public information such as User ID and some other publicly available profile information, Safe Settings is not required, for data that are collected and processed with other external data, there must be privacy measures to protect the data. GSR was able to analyse the characteristics of Facebook users by identifying their sensitive attributes, such as their religion and skin colour. Additionally, by combining the data analysed with voter registration, they were able to identify the users with specific political beliefs.

5.1.3. C2C: Cambridge Analytica and Facebook User Friends’ Data Analysis

Just before the 2016 U.S. presidential election, Kogan’s company (GSR) collaborated with CA. This company had created a computer algorithm that could predict the outcomes of elections based on social media data. As part of the collaboration, GSR shared
the profiles with the CA. The main purpose of CA was to use the data provided by the GSR company to help political campaigns and organisations better understand and engage with their target audiences. Instead, they used the data to create targeted political advertisements and propaganda during the 2016 U.S. presidential election.

CA was able to create a psychometric model of individual voters. These profiles contained information about their interest in politics, their behaviours, and the demographics [60]. These data were useful to create personalised and persuasive political messaging and target specific groups of voters. By leveraging these insights, CA was able to sway voters towards specific candidates.

The collected data from Facebook users were used as a significant approach to persuade individuals to overturn the US presidential election in 2016. It is reported that CA was hired by the Trump campaign to run data algorithms in which CA had created a psychometric profile model based on each user. The aim was to identify the voters and make specific ads that can help the campaign’s strategic communications. One of the strategies of CA was to disregard persuading millions of voters and instead, using their data analysis, focus only on vulnerable voters who they believed to be hesitant, neurotic, or worried. Characteristics of such individuals were valuable to CA as they knew, with proper micro-targeting ads, they could swing the results in Trump’s favour. An example of a personalised ad on social media would be focused on individuals with firearms. The targeted ad would carry messages such as “Did you know Hillary Clinton wants to take your gun away?”, which only featured in the social media posts for a few hours to be visible to the targeted individual and eventually disappear off the social media.

The collection and processing of these data for such utilisation is a demonstration of privacy violations of the GDPR and APP. CA’s approach to targeting and creating personalised ads is a violation of privacy principles. Although the usage of the data for such an approach mainly violates principles, including consent and transparency, significant issues in this case would be accountability, source, and accuracy. CA’s data-driven approaches and strategies should have been compliant with the privacy regulations. Ensuring data disclosure protection and acknowledgement should have been practised before the usage of the data. Moreover, the source of the data is important in the data-sharing process. Organisations such as CA should have obtained the data legally from GSR by informing the users about the details of the data’s processing. The accuracy of the data is also important in the analysis of information. If CA had obtained the Facebook data in collaboration with the GSR, it would have ensured the data were validated and accurate. Any data that is not correct can produce misleading information.

Privacy regulation violations can pose privacy risks, too. From data analysis to psychometric profiling, targeted advertising based on personal characteristics has privacy consequences, which reveal information about certain individuals or groups. In this scenario, CA raised privacy risks when identifying individuals as well as micro-targeting for ads. Such risks can be prone to membership disclosure. As CA refers to specific individuals that are affiliated to a specific group or category for their work, it can be said that the individual’s information regarding their affiliation towards certain beliefs, in this case political, was revealed and misused by the organisation.

In the US presidential election context, CA used their data to analyse users’ psychometric profiles to identify the most vulnerable individuals. Their aim was to influence the individuals’ political beliefs, so rather than focusing on the majority of the voters in the election, they focused on minorities who shared common attributes or characteristics. For example, CA identifies users who are described as “hesitant or worried”. Another way CA micro-targeted political ads was to identify the groups of users with specific conditions—for example, running political ads appealing to groups who own firearms. Identified users with similar attributes were effectively categorised as members of a specific psychological or behavioural group. Identification and revelation grouping of users based on shared characteristics, conditions, or interests indicates a form of membership disclosure.
In the context of privacy disclosure from third-party organisations, the main issue is related to the primary organisation’s management of the data. As CA and Kogan collected and processed data in such ways that led to privacy disclosure, Facebook’s management of the data was poor. It was only after the privacy breach that Facebook updated their policies and tightened the security of its user’s data. Privacy frameworks such as NIST and Five Safes introduce practices that can overcome privacy issues, including membership disclosure.

NIST Privacy Framework

To ensure the security and privacy of individuals’ data, the NIST privacy framework provides the control function. This function contains three categories that provide data procedures, data management, and data authority. All the sub-categories are inclusive and applicable to resolve the privacy disclosure risk in B2B.

1. The initial sub-categories (CT.PO-P1-P4) discuss the importance of developing procedures and policies to keep an authority on data processing. The significance of these procedures and policies is to empower the primary organisations to exercise their control of the data by maintaining and establishing practices that ensure the respect of the individual’s privacy rights and stay aligned with privacy regulations.

2. The sub-categories of data processing management (CT.DM-P1-P10) provide valuable measures for organisations to effectively manage data while upholding privacy regulations. These measures provide management and control to the primary organisation for accessibility, data transmission, data alteration, data deletion, data destruction, standardisation, and audit practices that respect the privacy preferences of the individual’s data.

3. The last category, disassociated processing, contains five sub-categories (CT.DP-P1-P5) that focus on creating data-processing solutions to increase the disassociability of data with the individual’s identity. The goal of this category is to develop processes that can limit the processing of data or events to associate with an individual—for example, by using privacy-preserving models such as differential privacy [61] to de-identify individuals or limiting the likability and attributes referencing an individual’s behaviour or activities.

Five Safes Framework

One privacy risk is membership disclosure, where an individual’s affiliation with certain groups is revealed through data processing. Specifically, this issue resolves around the targeted manipulation of vulnerable users who have particular characteristics or conditions and are associated with specific groups. The Five Safes privacy framework provides a guideline to mitigate the risks associated with membership disclosure. The “Safe Outputs” is a principle that provides an approach to ensure that data processing and analysis are conducted in a manner that respects the individual’s privacy rights and minimises the privacy risks.

1. Before the data analysis is published, the final stages, according to the Five Safes privacy frameworks, ensure there are strict privacy controls implemented in the outputs of data analysis, so the statistical results are non-disclosive. For example, instead of directly targeting users with certain affiliations with specific characteristics or behaviours, the principle could control the third-party organisation by targeting a broader audience. By reducing the control of the targeted audiences, this principle can minimise the effect of political ads based on only a significant portion of the users interested in obtaining and keeping firearms. This principle can also help third parties to create generalised ads that are specifically targeted at users affiliated with certain groups that are prone to be vulnerable.
6. Discussion

Data-sharing models typically involve three primary categories: B2B, B2C, and C2C. Organisations tend to align with one or more of these models based on their objectives and operational strategies. Consequently, the purpose behind collecting and sharing data varies among organisations and users. In each of these models, data exchange occurs between two organisations. Typically, one organisation serves as the data supplier, sharing data, while the other organisation acts as the data user, responsible for collecting and processing the shared data.

In each of these models, the data-sharing methods and the types of data exchanged between the two entities are distinct. Moreover, there are inherent risks of privacy disclosures during the data-sharing processes. Given that the shared data in these models in the case study were often poorly managed, it is reasonable to anticipate various types of privacy risks, as each entity has unique requirements and intentions for using the data.

6.1. Ethical and Legal Implications of The Data Breach

For the Facebook and Cambridge Analytica scenario, we divided the cases into business data-sharing models that demonstrate the dependency of users, organisations, and third-party organisations for data sharing. We discussed the reasons for the data sharing and analysed the privacy violations and implications. As discussed before, privacy regulations are legal obligations for each organisation to comply with when they request permission to access personal data. This legal requirement mandates that organisations must be transparent, trustworthy, and responsible for the security and privacy of the users. However, third-party organisations may not always feel the same way as primary organisations.

The Facebook–Cambridge Analytica data breach incident stands out as a significant and far-reaching scandal that left a profound impact on the lives of millions of individuals. This incident brought to light a series of grave consequences, ranging from the compromised privacy of Facebook users, the unsettling involvement in election campaigns in recent years, and increased public awareness and concern over personal data security. Users are now more cautious about the information they share online. This scandal influenced the tech industry, and many organisations have revised their privacy policies and practices, emphasising user privacy and consent more than ever before [62,63].

These privacy violations raised several ethical concerns and violated many core principles of the GDPR. A survey shows that 44% of participants think organisations have become more concerned about their privacy following the implementation of the GDPR [64], indicating that organisations have taken their customers’ privacy more seriously, as they could be accountable for any wrongdoings. The Facebook–Cambridge Analytica incident raised serious concerns related to transparency, as users were left in the dark about how their data were being used and shared. Additionally, the breach highlighted weaknesses in communication, as users were not adequately informed or given a choice regarding their data usage. The incident also raised issues concerning data minimisation, as excessive amounts of personal data were collected without a genuine need [62]. Furthermore, fairness in data processing was undermined as user data was exploited for purposes that they had not consented to or were unaware of. This breach demonstrated a significant disconnect between user expectations and corporate practices, highlighting the moral imperative for companies to handle user data with greater care and honesty.

The scandal had substantial legal consequences. Initially, it led to intense scrutiny of Facebook’s data practices, resulting in various legal challenges and fines. For example, Facebook faced a record-breaking 5 billion USD fine by the U.S. Federal Trade Commission for privacy violations [65]. Secondly, this incident forced governments to create stronger data protection laws worldwide. It reinforced the importance of the GDPR...
in the EU and inspired similar legislative efforts in other countries, aiming to empower users and ensure that organisations are held accountable for data privacy breaches [4].

6.2. Role of Industrial Privacy Frameworks in Mitigating Risks

In essence, this high-profile data breach highlights the critical importance of clear and transparent communication with users about how their data are handled. It also serves as a stark reminder of the need for robust governance within organisations and strict adherence to legal requirements, particularly in the realm of data privacy. The Facebook–Cambridge Analytica incident has left an indelible mark on the discourse surrounding data privacy, emphasising the vital role that user awareness, consent, and adherence to privacy regulations play in safeguarding individuals’ personal information in the digital age.

Given the NIST and Five Safes privacy frameworks are used in different types of organisations, both deliver valuable guidance for addressing the privacy risks in the context of the Facebook–Cambridge Analytica scandal. The NIST privacy framework analysis [49] offers a wide range of procedures and technical control mechanisms, allowing organisations to make a robust privacy practice. The strongest guidelines (governance and communicate) allow organisations to make clear communications, governance, and legal compliance. Governance ensures that organisations establish clear policies and accountability structures for data privacy, which is critical in preventing incidents like the Facebook–Cambridge Analytica case, where unclear data-handling policies led to significant breaches. Communication, on the other hand, emphasises the importance of transparency with users regarding data collection, usage, and sharing practices. This aligns with the ethical need for consent and understanding, as users must be fully aware of how their data are being utilised. When organisations adhere to these guidelines, they can enhance their privacy practices, ensuring not only legal compliance but also fostering trust with their users. Table 1 illustrates a summary of the principles of the NIST privacy framework aligned with the principles of GDPR.

Table 1. Summary of NIST privacy framework principle of protection against privacy violations.

<table>
<thead>
<tr>
<th>Scope</th>
<th>Breach Notification</th>
<th>Consent</th>
<th>Fairness</th>
<th>Lawfulness</th>
<th>Translucency</th>
<th>Minimisation</th>
<th>Purpose Limitation</th>
<th>Accountability</th>
<th>Confidentiality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communicate</td>
<td>CM.AW-P1-2, CM.AW-P1-P5, CM.AW-P7-P8</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Governance</td>
<td>GV.PO-P1, GV.PO-P5, GV.MT-P1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Protect</td>
<td>PR.AC-P1-P6</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Control</td>
<td>CT.PO-P1-4, CT.DM-P1-10, CT.DP-PI-P5</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
</tr>
</tbody>
</table>

Meanwhile, the Five Safes framework provides guidance addressing privacy risks associated with targeted advertising and membership disclosure. The “Safe Outputs” principle provides a practical method to control data outputs and protect individual privacy rights [50]. This principle is vital in organisations to carefully evaluate the nature and extent of data being shared. By focusing on project-specific applications, the Five Safes framework assists organisations in clarifying the purpose and scope of data usage, which is essential in minimising unnecessary data collection and processing, which is a key issue in the Facebook–Cambridge Analytica incident. A summary of Five Safes principles aligned with the principle of GDPR is demonstrated in Table 2.
6.3. Implications of the Study

In the broader context, this research highlights the critical importance of organisations adhering to privacy regulations and developing comprehensive privacy policies. This study shows the prevalent challenges within privacy policies, where the absence of technical guidance can inadvertently lead to privacy breaches. To address this pressing issue, this research studied the concept of industrial privacy frameworks, which offer organisations invaluable technical guidelines and best practices that can be customised to their specific needs. These frameworks not only ensure compliance with legal mandates but also effectively mitigate the risk of unintentional privacy breaches. However, a notable shortcoming of these frameworks is their lack of specificity in recommending particular privacy-protection methods. For example, methods like differential privacy, a standard privacy preservation method used by tech giants such as Google [66] and Apple [67] to anonymise data before it reaches their servers, are not explicitly discussed. Differential privacy is a crucial technology in the current data-centric environment, providing a mathematical guarantee of individual privacy while allowing for the collection of useful aggregation of data. Its absence in the guidance provided by frameworks like NIST points to a gap in addressing the practical implementation of advanced privacy-preserving techniques.

This study highlights the need for organisations to go beyond legal compliance with privacy regulations and to develop comprehensive privacy policies addressing prevalent challenges. It reveals that privacy policies often focus on regulatory compliance but lack technical depth, leading to potential breaches. Adopting industrial privacy frameworks is proposed in this study because it offers crucial technical guidance and adaptable best practices to rectify existing strategy limitations. Moreover, this study emphasises the inadequacies of current privacy regulations and user awareness, advocating for more sophisticated, technically grounded privacy management. A case study demonstrates achieving a balance between regulatory compliance and effective data privacy management, showing how these frameworks’ adaptable solutions can enhance organisational privacy protection and serve as a model for effective data privacy governance.

This research serves as a pivotal link between regulatory compliance and pragmatic data privacy management, providing a tangible and adaptable solution to enhance privacy protection within organisations. In the context of the Facebook and Cambridge Analytica case, these findings align with the NIST privacy framework’s emphasis on transparency, clear communication with users, and accountability, highlighting the framework’s potential to address the privacy violations that occurred. An evaluation of the NIST and Five Safes privacy framework is demonstrated in Table 3. In our study, we conducted an analysis of the NIST and Five Safes privacy frameworks against the GDPR’s key privacy regulation principles based on a thorough examination of official documents, articles and industry reports. The tabular formats in our paper are a synthesis of these findings, where the presence of a tick mark signifies that the framework addresses a specific principle. This approach was chosen to provide a clear, comparative overview and is reflective of the extensive review and discussion presented in our study.

Table 2. Summary of Five Safes framework principle protection against privacy violations.

<table>
<thead>
<tr>
<th>Scope</th>
<th>Breach Notification</th>
<th>Consent</th>
<th>Fairness</th>
<th>Lawfulness</th>
<th>Transparency</th>
<th>Data Minimisation</th>
<th>Purpose Limitation</th>
<th>Accountability</th>
<th>Confidentiality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safe People</td>
<td>-</td>
<td>-</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Safe Data</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>Safe Project</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
</tr>
<tr>
<td>Safe Settings</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
</tr>
<tr>
<td>Safe Outputs</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>-</td>
<td>-</td>
<td>✓</td>
<td>-</td>
</tr>
</tbody>
</table>

6.3. Implications of the Study

In the broader context, this research highlights the critical importance of organisations adhering to privacy regulations and developing comprehensive privacy policies. This study shows the prevalent challenges within privacy policies, where the absence of technical guidance can inadvertently lead to privacy breaches. To address this pressing issue, this research studied the concept of industrial privacy frameworks, which offer organisations invaluable technical guidelines and best practices that can be customised to their specific needs. These frameworks not only ensure compliance with legal mandates but also effectively mitigate the risk of unintentional privacy breaches. However, a notable shortcoming of these frameworks is their lack of specificity in recommending particular privacy-protection methods. For example, methods like differential privacy, a standard privacy preservation method used by tech giants such as Google [66] and Apple [67] to anonymise data before it reaches their servers, are not explicitly discussed. Differential privacy is a crucial technology in the current data-centric environment, providing a mathematical guarantee of individual privacy while allowing for the collection of useful aggregation of data. Its absence in the guidance provided by frameworks like NIST points to a gap in addressing the practical implementation of advanced privacy-preserving techniques.

This study highlights the need for organisations to go beyond legal compliance with privacy regulations and to develop comprehensive privacy policies addressing prevalent challenges. It reveals that privacy policies often focus on regulatory compliance but lack technical depth, leading to potential breaches. Adopting industrial privacy frameworks is proposed in this study because it offers crucial technical guidance and adaptable best practices to rectify existing strategy limitations. Moreover, this study emphasises the inadequacies of current privacy regulations and user awareness, advocating for more sophisticated, technically grounded privacy management. A case study demonstrates achieving a balance between regulatory compliance and effective data privacy management, showing how these frameworks’ adaptable solutions can enhance organisational privacy protection and serve as a model for effective data privacy governance.

This research serves as a pivotal link between regulatory compliance and pragmatic data privacy management, providing a tangible and adaptable solution to enhance privacy protection within organisations. In the context of the Facebook and Cambridge Analytica case, these findings align with the NIST privacy framework’s emphasis on transparency, clear communication with users, and accountability, highlighting the framework’s potential to address the privacy violations that occurred. An evaluation of the NIST and Five Safes privacy framework is demonstrated in Table 3. In our study, we conducted an analysis of the NIST and Five Safes privacy frameworks against the GDPR’s key privacy regulation principles based on a thorough examination of official documents, articles and industry reports. The tabular formats in our paper are a synthesis of these findings, where the presence of a tick mark signifies that the framework addresses a specific principle. This approach was chosen to provide a clear, comparative overview and is reflective of the extensive review and discussion presented in our study.
Table 3. Evaluation of NIST and Five Safes privacy framework.

<table>
<thead>
<tr>
<th>Category</th>
<th>NIST Privacy Framework</th>
<th>Five Safes Privacy Framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breach notification</td>
<td>Governance, Control</td>
<td>Safe Output</td>
</tr>
<tr>
<td>Consent</td>
<td>Communicate, Governance</td>
<td>Safe Project, Safe Outputs</td>
</tr>
<tr>
<td>Fairness</td>
<td>Communicate, Control</td>
<td>Safe Data, Safe Project, Safe Outputs</td>
</tr>
<tr>
<td>Lawfulness</td>
<td>Communicate, Governance, Protect, Control</td>
<td>Safe People, Safe Data, Safe Project, Safe Settings</td>
</tr>
<tr>
<td>Transparency</td>
<td>Communicate, Control</td>
<td>Safe Project</td>
</tr>
<tr>
<td>Data minimisation</td>
<td>Communicate, Protect, Control</td>
<td>Safe People, Safe Data</td>
</tr>
<tr>
<td>Purpose limitation</td>
<td>Communicate, Governance, Protect, Control</td>
<td>Safe People, Safe Project</td>
</tr>
<tr>
<td>Accountability</td>
<td>Governance, Protect</td>
<td>Safe People, Safe Project, Safe Outputs</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>Governance, Protect, Control</td>
<td>Safe People, Safe Data, Safe Settings</td>
</tr>
</tbody>
</table>

7. Conclusions

In conclusion, the growing trend of organisational collaboration with third-party entities for data acquisition, while enhancing decision-making and operational efficiency, also introduces significant privacy concerns. These external partners often engage in the collection and utilisation of personal and sensitive data, necessitating compliance with government privacy regulations to protect user privacy through robust privacy measures. However, third-party organisations may have varying policies, emphasising the need for comprehensive privacy frameworks that, in conjunction with legal regulations, emphasise standardisation, privacy management, and risk assessment. Such frameworks offer holistic approaches to address the challenges arising in data-sharing partnerships.

In this study, we conducted an analysis of privacy breaches in the Facebook and Cambridge Analytica case with a specific focus on issues related to data collection, transparency, and accountability. We compared the NIST and Five Safes privacy frameworks to assess their potential to mitigate these privacy violations. Our analysis reveals that these frameworks serve distinct but complementary purposes, both offering valuable guidance in addressing the complexities of this scenario.

Therefore, this study urges organisations, policymakers, and individuals to actively engage in dialogues and initiatives that promote a culture of privacy that is deeply rooted in ethical practices and informed by robust frameworks like NIST and Five Safes.

In future work, there are several research directions to be explored in the practical implementation and adoption of privacy frameworks like NIST and Five Safes in organisations, which focuses on the real-world challenges and solutions in integrating these frameworks into data-sharing practices. Furthermore, the exploration of emerging technologies such as federated learning, implementation of differential privacy, and homomorphic encryption, and their impact on data privacy could present rich knowledge for future studies. These areas of research are crucial for advancing our understanding of how to use these cutting-edge technologies with robust privacy measures, thus developing a more secure and privacy-aware digital environment.
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