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Abstract: Due to the challenge of limited line of sight in the perception system of intelligent driving
vehicles (cameras, radar, body sensors, etc.), which can only perceive threats within a limited range,
potential threats outside the line of sight cannot be fed back to the driver. Therefore, this article
proposes a safety perception detection method for beyond the line of sight for intelligent driving.
This method can improve driving safety, enabling drivers to perceive potential threats to vehicles in
the rear areas beyond the line of sight earlier and make decisions in advance. Firstly, the electronic
toll collection (ETC) transaction data are preprocessed to construct the vehicle trajectory speed
dataset; then, wavelet transform (WT) is used to decompose and reconstruct the speed dataset, and
lightweight gradient noosting machine learning (LightGBM) is adopted to train and learn the features
of the vehicle section speed. On this basis, we also consider the features of vehicle type, traffic flow,
and other characteristics, and construct a quantitative method to identify potential threat vehicles
(PTVs) based on a fuzzy set to realize the dynamic safety assessment of vehicles, so as to effectively
detect PTVs within the over-the-horizon range behind the driver. We simulated an expressway
scenario using an ETC simulation platform to evaluate the detection of over-the-horizon PTVs. The
simulation results indicate that the method can accurately detect PTVs of different types and under
different road scenarios with an identification accuracy of 97.66%, which verifies the effectiveness
of the method in this study. This result provides important theoretical and practical support for
intelligent driving safety assistance in vehicle–road collaboration scenarios.

Keywords: expressway; ETC data; over-the-horizon; vehicle detection of potential threats; intelligent
driving

1. Introduction

At the end of 2022, the total mileage of China’s expressways ranked first in the world,
exceeding 170,000 km. Due to expressway fast travel speed and good road conditions,
driving has become the first choice of transportation for people. However, expressways
have brought people fast and efficient transportation [1], but also brought new challenges
to expressway management department, such as serious traffic accidents, which have
caused huge economic losses and casualties. According to the annual report of traffic
accident statistics, the road traffic accidents that occurred nationwide in 2022 resulted in
83,085 unfortunate deaths, which is enough to raise our attention toward traffic safety.
However, what is even more thought-provoking is that the number of fatalities in accidents
on the expressway reached 6235, accounting for 7.5% of the total number of road traffic
accidents, which is relatively high [2]. This further demonstrates the greater risks and
more complex challenges inherent in expressway accidents and serves as a warning of the
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harm of expressway accidents. Compared to general road accidents, expressway accidents
have the characteristics of heavy casualties and large losses, which can affect the normal
driving of surrounding vehicles, cause traffic congestion and accidents, seriously affect the
safety of expressway, and cause huge losses to society. Therefore, it is necessary to explore
possible prevention and improvement measures in order to attract deeper social attention
to highway traffic safety and enhance the safety of expressway [3]. This is not only related
to preserving lives, but also closely related to social stability and economic development.
Through in-depth research and effective safety management, we are expected to reduce the
occurrence of expressway traffic accidents and ultimately make a positive contribution to
building a safe and efficient transportation system [4]. On the expressway, the overall speed
of vehicles is usually high, and if the gap between the vehicle speed and the surrounding
vehicle speed is too large, it may have a certain impact on the driving of the surrounding
vehicles, which may lead to traffic accidents [5]. When driving on expressways, drivers
can only observe the situation of vehicles behind them through their rear-view mirrors
and cannot perceive danger beyond their sight range, resulting in the vehicle being unable
to react in a timely manner and causing accidents. However, the construction cost of
new expressway infrastructure is high, and there are many difficulties and challenges
with regard to technology, capital, system, mode, and so on. Therefore, it is important to
enhance the intelligent construction of expressways [6], utilizing advanced information
and intelligent technologies to comprehensively, quickly, and accurately collect and process
expressway information, transmit it to corresponding drivers, reduce traffic accidents, and
improve the operational efficiency of expressways [7].

At present, electronic toll collection (ETC) is one of the effective methods to improve
the service level of expressways [8]. With the large-scale popularization of ETC terminals
and the massive deployment and application of ETC gantry systems, as of the end of June
2022, a total of 28,318 ETC gantries and 85,277 toll lanes have been built in 29 provinces
across the country, including 37,947 ETC-dedicated lanes. The number of ETC users has
risen to over 260 million, providing strong data support for expressway over-the-horizon
safety detection. At present, many scholars have developed research on intelligent driving
based on ETC data, including dynamic speed limit recognition on expressways [9], traffic
flow prediction on expressways [10,11], and vehicle speed prediction [12], among other
related research [13]. Through the exchange of information between vehicles, roads, and
the cloud [14], the ETC gantry of highways is used to collect vehicle traffic information, and
the intervention of cloud platforms can process and analyze large-scale vehicle data and
road condition information, thereby detecting potential threat factors outside the driver’s
line-of-sight range and transmitting this warning information to corresponding vehicles
subscribing to beyond-line-of-sight services. This enables drivers to comprehensively
assess the surrounding environment, perceive potential hazards in advance, and minimize
the potential risk of traffic accidents [15]. For example, if the vehicle behind approaches the
intersection quickly, the system can alert drivers who have subscribed to the beyond-line-
of-sight service in advance to avoid potential intersection accidents. This not only helps
to improve the decision-making level of drivers, but also lays a solid foundation for the
development of future intelligent driving assistance systems.

The structure of this article is as follows. The second section summarizes the current
domestic and international research status. The third section introduces the description of
the problem and provides relevant definitions. The fourth section constructs an expressway
over-the-horizon PTV detection algorithm. The fifth section provides the results and
analysis of the experiments. The sixth section summarizes the entire text.

2. Related Work

When driving on an expressway, it is crucial to perceive the road conditions behind
you for driving safety. PTV detection in the over-the-horizon range not only plays a
significant role in driving safety, but also in avoiding traffic accidents. At present, vehicle
safety detection for the over-the-horizon range is a challenging emerging research field,
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and research related to the over-the-horizon range mainly focuses on the air and sea. For
example, Xu et al. [16] proposed an over-the-horizon air combat situation assessment
method that combines air-to-air missile tactical attack areas, reflecting the true situation
characteristics of over-the-horizon air combat; Merz et al. [17] proposed a perception and
guidance system based on LiDAR, which enables unmanned helicopters to independently
complete obstacle detection and avoidance, terrain tracking, and close-range inspection
tasks beyond the line of sight; Guo et al. [18] proposed a clutter cancellation method based
on FFT phase analysis using over-the-horizon radar to detect ships under the condition
of short accumulation. However, there is relatively little research on the detection of
threatening vehicles on expressways.

At present, there are many related studies on abnormal driving detection, which
mainly use video surveillance data, which is data collected by sensors and communication
devices at vehicle terminals. For example, Wang et al. [19] used a lightweight gradient
elevator algorithm based on video taken by UAV to detect abnormal driving. However, in
the case of imperfect video monitoring or bad weather on the expressway, video data is dif-
ficult to accurately detect driving, and detection of PTVs on the expressway is proportional
to hardware requirements. Therefore, it is difficult to achieve the expected detection out-
come. Zhou et al. [20] used the kernel method and an extreme learning machine to detect
the abnormal driving of vehicles by acquiring acceleration sensor data, gyroscope sensor
data, and magnetic field sensor data in the vehicle’s associated smart phone. However,
it only detects abnormal driving of individual vehicles and does not upload information
to the cloud, making it impossible to transmit information to other vehicles around the
road network and achieve information sharing. Hui et al. [21] used the extended neural
network detection model of bidirectional long short-term memory network (BiLSTM) and
fully connected neural network (FC) to detect abnormal driving using vehicle driving data
collected from vehicle terminals. However, the operation of sensors and communication
devices will be affected by various factors, which leads to various problems in the quality
of data. Moreover, there are also disadvantages such as incomplete sample data and high
sparsity in this method. ETC data, on the other hand, has the advantages of full samples,
accuracy, time series, and good data quality. The use of ETC data to detect PTVs is of great
significance for future expressway research.

In order to enhance the precision of PTV detection and provide more accurate traffic
information, it is important to predict the speed of vehicles on the road in real time. At
present, many domestic and international researchers have conducted research in the field
of traffic prediction. The main traffic prediction methods include statistical models, deep
learning models, and traditional machine learning models. Statistical learning models
predict future values based on historical data by analyzing historical time series. Liu
et al. [22] used the autoregressive integrated moving average model to predict railway
passenger flow. The statistical model is suitable for simple and stable data, while the
changes in expressway traffic conditions are significant and require too much calculation.
In addition, it can only capture linear relationships, while traffic speed data has nonlinear
characteristics. The deep learning model demonstrates its high prediction accuracy and
extensive prediction ability. The deep learning model has strong learning ability and can
automatically extract features and capture data correlations. Zhao et al. [23] proposed
a temporal graph convolutional network (T-GCN) for traffic prediction, in which GCN
and GRU are combined to capture the spatiotemporal characteristics of traffic flow, which
conforms to the spatiotemporal correlation of expressway networks and the time series
of ETC transaction data. Huang et al. [24] proposed long-term and short-term graph
convolution network (LSGCN), which can simultaneously meet long-term and short-term
prediction tasks. This framework proposed a new graph attention network, called cosAtt,
and integrated cosAtt and GCN into a spatial gating block. Through spatial gated blocks
and gated linear unit (GLU) convolution, LSGCN can effectively capture complicated
spatiotemporal characteristics and obtain steady forecast results. Han et al. [25] propose
a dynamic graph construction method to learn the temporal and spatial dependencies of
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road segments. Then, a dynamic graph convolution module is proposed, which aggregates
the hidden states of adjacent nodes to the focus node through message passing on the
dynamic adjacency matrix. In addition, multiple fusion modules are provided to combine
the auxiliary hidden states learned from traffic volume with the main hidden states learned
from traffic speed. The experiments have shown relatively advanced effects. Although
deep learning models have been widely applied in the field of traffic prediction, they still
face some limitations, such as a large number of hyper-parameters leading to complex
models, high computational costs, and the need for a large number of datasets during the
training process. Compared to machine learning, it has better explanatory power, but it is
not effective when dealing with large amount of data. Tong et al. [26] proposed a model
of particle swarm optimization (PSO) combined with support vector regression (SVR) to
predict traffic flow. The SVM model has high requirements for data pre-processing and
parameter adjustment and cannot perform well for prediction tasks with complex regularity
and complex factors. Yang et al. [27] used the k-nearest neighbor (KNN) algorithm to predict
short-term traffic flow, which has a large computational load for datasets with large sample
sizes. At the same time, when the samples are imbalanced, the prediction deviation is
relatively large, and other algorithms need to be used to balance the dataset.

However, Microsoft Research has proposed a framework, LightGBM [28], to imple-
ment the gradient lifting decision tree algorithm, which is fast in operation, low in memory
consumption, and high in model accuracy; supports parallel training; can process massive
data; and is widely used in traffic prediction. Xia et al. [29] proposed a new traffic predic-
tion model based on an integrated framework of bagging and LightGBM. Wang et al. [30]
proposed a short-term driving time prediction model based on LightGBM. The experiment
showed good advantages in prediction accuracy and training speed compared with a KNN
model and gradient boosting decision tree (GBDT) model.

The use of speed prediction models to predict the speed of vehicles in transit as a
feature of PTV detection has been incorporated into PTV evaluation algorithms. In driving
threat assessment, some researchers have begun to apply improved mathematical models
in this field. Representative analysis methods include Gaussian mixture model (GMM),
analytic hierarchy process (AHP), and principal component analysis (PCA). Yang et al. [31]
uses the steering wheel angle and deviation from the lane centerline distance in the normal
state to construct a Gaussian hybrid model, find the threshold of the maximum likelihood
function in the normal state, and divide it into normal driving and fatigue driving, which
can have a high recognition rate for fatigue state. He et al. [32] combined expert consultation
method and AHP to establish an evaluation model of expressway risky driving elements,
and systematically analyzed risky expressway driving behavior. Zhang et al. [33] used
the entropy weight principal component analysis method to establish a driving safety
evaluation model, and the experimental results have good reference value for expressway
safety management.

3. Problem Description

There are four core questions that must be addressed to achieve over-the-horizon PTV
detection on the expressway:

• Question 1: How do we process the transaction data generated by the ETC gantry?

An ETC gantry can generate a large amount of data in a short period of time. However,
due to equipment failures, network issues, and other reasons, the generated data may have
errors. How to effectively process this data to ensure its accuracy and reliability is one
of the challenges we currently face. In addition, we also need to address the challenge
of converting ETC transaction data into data suitable for PTV detection. This conversion
process involves multiple technical challenges such as data format, accuracy, and timeliness,
which require in-depth research and resolution.
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• Question 2: How do we obtain the speed of vehicles traveling in transit?

In the ETC system, vehicles only generate transaction records when passing through
the ETC gantry, so we cannot calculate the vehicle’s speed between the entrance gantry of a
certain section and an exit gantry they did not pass. However, as one of the core features
of PTV detection, vehicle speed is crucial for accurately evaluating the safety of vehicles.
Therefore, we need to study how to obtain speed information of vehicles traveling on the
road to elevate the precision of the evaluation.

• Question 3: How do we effectively evaluate the positions of vehicles in transit?

Due to the deployment intervals of ETC gantry, ranging from a few kilometers to
more than ten kilometers, and the fact that these gantries only collect data when the vehicle
passes through them, they cannot continuously track the vehicle’s position throughout the
entire driving process. Therefore, in some cases, it is difficult to accurately evaluate the
position of the vehicle.

• Question 4: How do we effectively detect PTVs beyond the line-of-sight range?

Effectively detecting PTVs beyond visual range helps drivers take timely preventive
measures to avoid traffic accidents. However, when vehicles are traveling at high speeds,
it is difficult to accurately detect them in a short period of time. In particular, complex
road environments such as bends and obstacles may also interfere with the accuracy of the
detection system.

4. Expressway PTV Detection Algorithm for Over-the-Horizon
4.1. Overview of the Overall Framework of the Algorithm

This article uses the transaction data collected by ETC gantries for PTV detection
beyond the line of sight in the rear. The algorithm is mainly divided into four modules:
data preprocessing module, vehicle speed prediction module, vehicle positioning module,
and PTV evaluation module. Figure 1 shows the overall framework structure of over-the-
horizon detection.

1. Data preprocessing module: First, clean the abnormal data, and then check the
integrity of the data. Construct the driving trajectory of each vehicle, and then use
equivalent conversion to calculate the traffic flow of each section at a certain time.

2. Vehicle speed prediction module: Due to the inability to calculate the current driving
speed of the vehicle, we use a machine model to predict the driving speed of the
vehicle in the current section. The algorithm first applies WT to the speed data of the
vehicle’s historical section for noise reduction. Then, the LightGBM model is used to
train and learn the speed characteristics of historical vehicle sections, and the final
output is the predicted speed of the vehicle in the current section.

3. Vehicle positioning module: Set the gantry spacing through the ETC simulation
system and use this spacing as the distance for over-line-of-sight detection. Through
a comprehensive analysis of the characteristics of roads and vehicles, the rationality
of the distribution of gantry structures is demonstrated, the detection range of over-
the-line-of-sight is divided, and the position of vehicles in transit is refreshed through
the transaction data time and location collected by ETC gantry structures.

4. PTV evaluation module: By extracting vehicle and road features from ETC data, the
evaluation factors of the PTV are constructed. Finally, fuzzy set theory is used to detect
the threat of a single vehicle driving, improving the accuracy of model judgment.
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4.2. Related Definitions

To complete our method, the relevant definitions are given below:

1. ETC transaction data (EData): The EData of the expressway mainly comprises three
fields: SID, VID, and TTime, which refer to toll station or gantry ID, vehicle ID, and
transaction time, respectively. According to the SID field, the longitude (LNG) and
latitude (LAT) of ETC toll station or gantry can be further determined. Based on the
VID field, the type of the vehicle and MAC address of the vehicle’s OBU device in
the ETC transaction data can be further determined. In this paper, the toll station is
regarded as a particular portal.

2. Expressway network (LW): All sections within the scope of this expressway research
constitute the expressway network, abbreviated as the road network. The expressway
network is shown in Figure 2, where blue indicates the expressway toll station and
red indicates the expressway ETC gantry, and the blue line indicates the expressway
network.

3. Expressway section (QD): Each gantry and toll station entrance and exit (including
inter-provincial entrances and exits) of the expressway is called Node, and two con-
tiguous Nodes constitute a section QD, referred to as a section: QD = <Node1,Node2>,
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where Node1 represents the beginning of the section and Node2 represents the end of
the section.
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4. Travelling trajectory (Traj): The sequence of nodes formed by a particular vehicle on
an expressway gantry is called Traj: Traj = <Node1, . . ., . . .Noden>, where Node1 is
called the starting point of the trajectory and Noden is called the end point.

5. Vehicle speed (Vcar): The average speed of a single vehicle passing through sections.

Vcar =
L
∆t

(1)

where L represents the actual length of the section and ∆t represents the time difference
between vehicles passing through a certain section.

4.3. Data Preprocessing
4.3.1. Cleaning of Abnormal Data

When a vehicle passes through the ETC gantry, a transaction record will be generated.
Therefore, the ETC gantry system can generate a large amount of transaction data in a short
period of time. However, due to various reasons, such as equipment failures, network
issues, and so on, the transaction data may appear abnormal, which affects the accuracy of
data analysis and decision-making results. In order to reduce the impact of abnormal data,
the following situations need to be addressed:
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1. Missing data: Vehicle transaction data is not captured effectively. For example, fields
such as entry and exit station, transaction time, and vehicle model are missing.

2. Data redundancy: Multiple sets of data duplicate each other. For example, there are
multiple sets of records of the same vehicle passing through the same ETC gantry.

3. Data Error: Data records that do not match the normal rules of the road, such as ETC
gantries in different directions of travel, while capturing the crossing records of the
same vehicle.

Therefore, in order to mine the effective information implied in the transaction data, it
is necessary to carry out data cleansing, solve the outlier in the data, ensure the accuracy of
the data, and support subsequent decision making and PTV detection.

4.3.2. Vehicle Speed Dataset Construction

After the preliminary cleaning of the vehicle transaction data collected by the ETC gantry
system, construct the driving trajectory for each vehicle according to the chronological order;
use the road section collection of the expressway network to conduct a road section search for
the driving trajectory of each vehicle, traverse the two adjacent ETC gantries in the driving
trajectory one by one, check whether the two adjacent gantries exist in the road section
collection of the expressway network, and if they exist, calculate the vehicle travelling time ∆t
through the two gantries by the difference between the collected transaction times.

Then, based on the distance between the two neighboring gantries, calculate the speed
of the vehicle passing through the road section Vcar; if it does not exist, perform a path search
based on these two ETC gantries to fill in the vehicle’s travelling track, calculate the average
speed of the vehicle through the path based on the results of the search path, and take this
average speed as the speed of the vehicle through all the sections between the two ETC gantries,
thus obtaining the speed of the sections of the expressway network that each vehicle passes
through in the process of travelling. In turn, the interval speed dataset of all vehicles passing
through the road section is obtained. The specific construction method is shown in Algorithm 1.

Algorithm 1: Construction of the vehicle speed dataset

Input: Real-time vehicle trajectory data: Traj; expressway network topology dataset: LW.
Output: Vehicle travel speed

1. Traj = {Node1, · · · · · · · · · , Noden}, LW = {QD1, · · · · · · · · · , QDn}, QD = {Q, Distance};
2. FOR i = 0 to i = n − 1
3. Nodei, Timei, Nodei+1, Timei+1 #Extract information from adjacent nodes;
4. ∆ti = Timei+1 − Timei #Calculate the time difference between adjacent nodes;
5. Q = (Nodei,Timei, Nodei+1, Timei+1) #Save the information of adjacent nodes;
6. ∆t = (Q, ∆ti) # Save vehicle travel time data;
7. IF Nodei and Nodei+1 in LW # If adjacent nodes are in the topology data;
8. ∆t = ∆t(Q,∆ti) #Vehicle travelling time t data remains unchanged;
9. ELSE Nodei and Nodei+1 not in LW;
10. distance = { };
11. {Nodei, · · · · · · · · · , Noden}← shortest path LW #Search for the shortest path;
12. {distancei, · · · · · · · · · distancen}← LW # Extract the shortest distance between

gantries;
13. v = Distance/v # Calculate the passing speed of the front and rear gantries;
14. {Nodei, · · · · · · · · · , Noden} = v #Add speed attribute to adjacent gantries;
15. ∆tj = distance/v #Calculate the time difference between adjacent nodes;
16. Nodej, Nodej+1, Timej, Timej+1, ∆tj #Extract information about adjacent nodes in

shortest paths;
17. ∆t = (Q, ∆tj) #Replace the original passage time and generate a new passage time;
18. END IF
19. Vcar = Speed acquisition(Q, ∆tj); #Calculate vehicle passing speed
20. END FOR
21. RETURN Vcar
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4.3.3. Construction of Section Traffic Flow Dataset

Section traffic flow refers to the number of vehicles passing through the same road
section (in the same direction) within a certain period of time. In the statistics of traffic flow
in the expressway sections, we use the converted coefficient traffic flow for subsequent
dynamic PTV detection. Due to significant differences in the performance and space
occupied by vehicles of different models on the road, their level of danger may also vary.
When analyzing and comparing complex traffic flows, it is necessary to perform equivalent
conversions for different vehicle models. The introduction of the equivalent conversion
coefficient can enable vehicles of different vehicle types to be compared and counted in the
same “unit”, making it easier to calculate traffic flow in sections.

According to the latest standard vehicle classification for expressway tolls in 2019,
vehicles can be divided into three categories: passenger car, truck, and special operation
vehicle, of which passenger cars can be divided into 4 subcategories, and trucks and
special operation vehicles can each be divided into 6 subcategories, for a total of 16 models,
which correspond one-to-one with the code names of the charging models in the ETC
transaction flow data. Among these, codes 1–4 indicate four categories of passenger cars,
11–16 indicate six categories of trucks, and 21–26 indicate six categories of special operation
vehicles. In order to carry out the conversion, it is necessary to determine the conversion
coefficients for other vehicles based on the JTG B01-2014 Technical Standard of Expressway
Engineering and the data provided by Fujian Expressway Information Technology Co., Ltd.
(Fuzhou, China), with small passenger cars as the standard cars [34]. It should be noted
that the calculation method of the equivalent conversion factor may be slightly different
due to factors such as region and industry, which need to be based on local standards and
the actual situation. Table 1 shows the conversion factors for different vehicle types for
comparison and analysis.

Table 1. Expressway vehicle conversion factors table.

Fee Code Vehicle Description Category Subcategory Conversion
Factor

1 H ≤ 9 persons, L < 6000 mm
passenger car

passenger
car

Class I 1

2 H = 10–19 persons and L <6000 mm
passenger car Class II 1

3 H ≤ 39 persons and L ≥ 6000 mm
passenger car Class III 1.5

4 H ≥ 40 persons and L ≥ 6000 mm
passenger car Class IV 1.5

11 Z = 2, L < 6000 mm
and M < 4.5 t

truck

Class I 1

12 Z = 2, L ≥ 6000 mm
or M ≥ 4.5 t Class II 1.5

13 Z = 3 Class III 3
14 Z = 4 Class IV 3
15 Z = 5 Class V 4
16 Z = 6 Class VI 4

21 Z = 2, L < 6000 mm
and M < 4.5 t

Special
operation

vehicle

Class I 1

22 Z = 2, L ≥ 6000 mm
or M ≥ 4.5 t Class II 1.5

23 Z = 3 Class III 3
24 Z = 4 Class IV 3
25 Z = 5 Class V 4
26 Z = 6 Class VI 4

H represents the authorized number of passengers, L represents the length of the vehicle, M represents the
maximum allowable total mass, and Z represents the total number of axles.
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4.4. Section Vehicle Speed Prediction Algorithm

In order to more accurately evaluate the safety of vehicles in transit and improve the
traffic safety of travelers, it is necessary to predict the traffic speed of vehicles. Due to the
use of a formula to calculate the vehicle speed, it is necessary for the vehicle to pass through
the front and rear gantries of the section. However, when the vehicle passes through
QD and does not arrive, the platform cannot calculate the speed of the vehicle section.
Therefore, it is necessary to predict the interval speed of all vehicles on the expressway.
This article uses a lightweight gradient boosting machine (LightGBM) model based on WT
to denoise the historical traffic speed of vehicles, and then combines it with the LightGBM
model to predict the speed of the current section of the vehicle.

4.4.1. Wavelet Transform

The application of the ETC gantry on expressways provides convenience for predicting
vehicle speed. However, due to various environmental and device-specific reasons, the
collected data often contain a large amount of noise, which poses a great threat to speed
prediction. In the process of analyzing real traffic flow, it was found that real speed signals
often appear as low-frequency or stationary speed signals, while noise signals are more
reflected in the high-frequency part [35]. Therefore, we use WT to filter the noise signal
in the original data, so as to obtain more accurate section speed data. In order to separate
the low-frequency and high-frequency parts from the original signal, Mallat proposed
the concept of multi-resolution analysis in 1989, and based on this, he proposed a fast
algorithm of discrete wavelet transform. The principle of the Mallat algorithm for wavelet
decomposition and synthesis at a certain scale is shown in Figure 4.
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This algorithm can more accurately separate high-frequency noise and low-frequency
signal components from the signal by analyzing it at different scale levels. By utilizing
this algorithm, we can effectively filter out high-frequency noise signals while retaining
low-frequency signals and obtain relatively accurate section speeds. The decomposition
expression is as follows:

cAj,k = ∑
n

h(n− 2k)cAj−1,n (2)

cDj,k = ∑
n

g(n− 2k)cAj−1,n (3)

where cAj,k is the wavelet coefficient of the low-frequency part of signal f(t) in layer j; cDj,k
is the wavelet coefficient of the high-frequency part of signal f(t) in layer j; and h and
g are both filter coefficients, usually low-pass and high-pass filters. The original signal
is decomposed into a series of wavelet bands. This process is accomplished by multiple
layers of low-pass and high-pass filters, where the low-pass filter is used to extract the
low-frequency components of the signal and the high-pass filter is used to extract the
high-frequency components of the signal. In each layer of the decomposition process, the
low-frequency portion is progressed and the high-frequency portion is used as the input for
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the next layer of decomposition. This results in a series of wavelet coefficients in different
frequency bands, representing local features of the original signal.

Reconstruction of the expression is seen as:

cAj−1,k = ∑
n

h(k− 2n)cAj,n + ∑
n

g(k− 2n)cDj,n (4)

Reconstruct the obtained wavelet coefficients into the original signal. This process
is completed by multiple inverse filters and inverse upsampling operations. The inverse
filter is used to transform the wavelet coefficients, while the inverse upsampling operation
restores the splitting rate to its original size. In this way, similar results to the original signal
can be reconstructed from the decomposed wavelet coefficients.

In the process of expressway speed prediction, we need to process a set of raw section
speed sequence data with non-stationary characteristics. In this context, we chose the sym5
wavelet as the basis function mainly to balance the selection of data decomposition levels, as
the decomposition levels are crucial for grasping the changes and trends of data. Specifically,
an excessive number of decomposition layers may disrupt the inherent dynamic changes
and development trends of the section speed sequence, while an insufficient number of
decomposition layers may prevent the effective separation of different frequency features
in the original section speed signal. Therefore, based on the current research results of
wavelet transform sequence denoising [36], we set the number of decomposition layers
to 3 to achieve the best signal extraction effect. Then, we apply a threshold function to
process the high-frequency signal portion of each decomposition layer to reduce its impact
on speed prediction. Finally, we reconstruct the low-frequency velocity signals from the
bottom layer (third layer) and the high-frequency velocity signals from each layer after
threshold processing to obtain the denoised section speed data.

Please refer to Algorithm 2 for specific implementation steps.

Algorithm 2: WT for noise reduction processing

Input: Raw section speed sequence data(input_data), decomposition levels, base Function
(here ‘sym5’)
Output: Section speed sequence data after noise reduction(output_Data)
1: wavelet = Wavelet(base_function) # Initialize WT
2: decomposition = wavedec(input_data, wavelet, level = levels) # Using wavelet to perform
levels wavelet decomposition on input_data and obtain the decomposition result
3: for i in range(1, len(decomposition)):
4: decomposition[i] = threshold_function(decomposition[i]) # Traverse the decomposition
and apply threshold functions to the high-frequency parts of each layer
5: output_data = waverec(decomposition, wavelet) # Reconstruct the processed wavelet
decomposition results into a signal (output_data)

4.4.2. Lightweight Gradient Boosting Machine Learning Model (LightGBM)

LightGBM is a GBDT algorithm developed by Microsoft, which is a variant of GBDT
and is mainly used to solve problems encountered by GBDT when processing large amounts
of data. LightGBM adopts a leaf-wise leaf growth strategy with depth constraints, which
has low computational cost. By controlling the depth of the tree and the minimum amount
of data for each leaf node, overfitting is avoided. As shown in Figure 5, select the leaf
with the highest gain from all the current leaves each time for splitting until the gain is
less than the given threshold or reaches the depth limit. This strategy can focus more on
areas with large errors and improve the accuracy of the model but may lead to overfitting.
In order to prevent overfitting, LightGBM has added depth restrictions to the leaf-wise
growth strategy, allowing it to better prevent overfitting while maintaining the accuracy of
the model.
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At the same time, LightGBM has chosen a decision tree algorithm based on histogram,
which can reduce storage and computing costs. The decision tree algorithm based on
histogram is an effective method to reduce data storage and accelerate model calculations.
That is, the continuous floating-point eigenvalues are discretization into k integers and
a histogram with a width of k. When traversing feature data, the discretization value is
used as an index and as the cumulative statistics of the histogram. After traversing once,
the histogram can accumulate corresponding statistics, and then search for the optimal
splitting point based on the histogram. Through feature discretization, LightGBM can not
only reduce storage consumption, but also reduce computing costs, and speed up training
through cache hit rate optimization.

Therefore, for ETC with a large amount of data and many features, LightGBM has
good processing ability. It can be well applied to predict continuous target variables, such
as the predicted section vehicle speed in this article. When dealing with this problem, we
take the vehicle speed and type in the historical section as the features, and the vehicle
speed in the current section as the target variable, and then use the LightGBM model for
training and prediction. In addition, the “vehicle type” and section features in the data
belong to category features, and since LightGBM can directly process these features, this
processing ability may bring significant performance improvements on ETC data. The
advantage of LightGBM is particularly evident in cases where the category features in
the ETC dataset are rich and have a significant impact on model performance. This not
only simplifies the workflow of data preprocessing, but also improves the accuracy and
efficiency of the model to a certain extent.

LightGBM uses a tree-based learning algorithm to form a powerful model by integrat-
ing the results of multiple weak learners. These weak learners are usually decision trees. In
each iterative learning process, the model seeks a decision tree structure that minimizes the
objective function. The objective function is composed of a loss function and regularization
term. The loss function measures the gap between the predicted value and the true value of
the model. For regression problems, the loss function is usually selected as mean squared
error, and the formula is as follows:

L(y, y_v) = (y i − y_vi)
2 (5)

where y is the true value and y_v is the predicted value. The regularization term prevents
the model from overfitting. For a tree model, the number of leaf nodes and the square sum
of leaf node values are often used. The formula is as follows:

Ω(f) = γT +
1
2
λ||ω||2 (6)

where f is the tree model; T is the number of leaf nodes;ω is the value of leaf nodes; and γ
and λ are the regularization parameters, which can affect the fitting degree of the model.
Therefore, the objective function can be written as:

Obj(f) = ∑
i

L(yi, y_vi) + ∑
k

Ω(fk) (7)
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Finally, in order to optimize the performance of the model, we used a Python-based
Hyperopt module to perform Bayesian optimization. This method gradually adjusts and
narrows the parameter space based on the feedback information of the objective function,
thereby efficiently searching and optimizing multiple parameters globally. In this way, we
can determine a set of optimization parameters that can maximize overall performance.
This method elevates the optimization process of traditional grid search and random search
to a new level, making parameter adjustment more intelligent and efficient, thus enabling
the optimal model configuration to be found in complex parameter spaces. The overall
section vehicle speed prediction algorithm is implemented as follows (Algorithm 3):

Algorithm 3: Speed prediction algorithm for section vehicles

Input: vehicle history section travel time: T [], vehicle travel speed: Vcar [], vehicle type: veh [],
section distance: Dis [];
Output: Vehicles in transit section travelling speed: Vpre;

1. data = load_data(filepath) //import data;
2. denoised_data = wavelet_denoise(data) #Noise the data using the WT;
3. X_train, X_test, y_train, y_test = train_test_split(denoised_data) #Split the test set and the

training set for the denoised data;
4. PARA= hyperopt(parameters) #Bayesian optimisation of parameters using hyperopt

module;
5. model = lgb.LGBMRegressor() # Logic to build the LightGBM model;
6. train_model(model, X_train, y_train) # train the model;
7. predictions = predict(model, X_test) # predict data;
8. print(predictions) # Output predictions

The main objective of the algorithm is to predict the traffic speed of vehicles within
a section, based on information including the traffic speed of vehicles on the historical
road section, vehicle type, and road distance. First, in order to accurately capture the
change of vehicle speed and eliminate the impact of noise, we use WT to denoise the
original data. Next, we divided the processed data into a training set and a test set in an
8:2 ratio, and the training set data was used to train the LightGBM model. During the
model training process, in order to find the optimal model parameter configuration, we
adopted a Bayesian optimization strategy based on the hyperopt module. Through this
adaptive parameter search strategy, the model can find the optimal parameter combination
in a multi-dimensional parameter space, thereby improving the prediction accuracy of the
model. Finally, the optimized model is used to predict the traffic speed of vehicles in the
test set within the section. Our method realizes accurate prediction of vehicle speed by
comprehensively using historical driving data, vehicle types, and road distance information,
and provides an important decision-making basis for vehicle scheduling and management
in intelligent transportation systems.

4.5. PTV Quantitative Evaluation Algorithm

In this section, we first define PTV, and then propose a PTV quantification method
based on a fuzzy set to find PTVs from massive ETC data and rate the threat of each PTV.

4.5.1. Definition of PTV

The preprocessed ETC data can show information about the vehicles travelling in
expressways. Therefore, in this work, the PTV is extracted from ETC data. In this paper,
four typical metrics are defined based on ETC data.

Definition 1. (Over Speed (OS)) OS is one of the key factors leading to traffic accidents, indicating
that if the current vehicle speed exceeds the speed of over-the-horizon vehicles, that is, if the speed is
greater than V (for example, V = 100 km/h), it is considered as OS.
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Definition 2. (Vehicle Type (VT)) VT represents the type of vehicle in transit. Different types of
vehicles driving at the same speed on the expressway have different levels of danger. Therefore, it is
necessary to determine the type of vehicle and conduct dynamic hazard ratings based on different
vehicle types.

Definition 3. (Longtime Driving (LD)) LD represents the cumulative driving time of a vehicle
on an expressway section. If the cumulative driving time of a vehicle is too long, it will lead to
sleep-deprived driving of the driver, which will lead to traffic accidents. If the cumulative driving
time exceeds a certain threshold, it is considered as LD. According to Chinese traffic regulations,
this threshold is usually set to 4 h.

Definition 4. (Traffic Flow (TF)) TF represents the number of vehicles passing through the same
road section (in the same direction) within a certain period of time. When the traffic flow in a section
exceeds a certain threshold, it is considered more dangerous, such as TF > 1500.

Based on the above four indicators, if a vehicle has a large traffic volume, is of a type
that is prone to accidents, has traveled for a long time on that road section, and is fast,
then the vehicle may be considered a PTV. Of course, this also requires a comprehensive
judgment based on other actual situations and data and cannot rely solely on a single
indicator for evaluation. Although more indicators may improve the accuracy of detection,
this will increase the difficulty of data collection and the cost of deploying and maintaining
new equipment. For example, if a truck or specialized work vehicle is driving in a fast lane
or frequently changing lanes, it will be detected as a PTV, but it is difficult to extract vehicle
lane data from ETC data.

4.5.2. Determination of Membership Function

The evaluation of PTVs is subjective and ambiguous and cannot objectively measure
whether vehicles are dangerous while in transit. In this paper, a quantitative method of
PTV evaluation based on a fuzzy set is designed to accurately evaluate the vehicle hazard.
The core idea of the evaluation model is to use fuzzy mathematics to make an overall
evaluation of things or objects constrained by multiple factors. Fuzzy set theory was put
forward as a classical concept of set theory [37] as early as 1965. The fuzzy set is an abstract
concept, whose elements are uncertain and can only be determined by the membership
function.

Firstly, the traffic state in the section is defined as a fuzzy set µA(x)→[0,1], and the
representation of the degree of affiliation adopts the vector representation. Then, determine
the membership function and use the assignment method to determine the membership
function. There is a positive correlation between OS, VT, LD, TF, and expressway accident
rate. Based on the consensus that the faster the speed, the larger the vehicle type, the longer
the cumulative driving time, the greater the traffic flow, and the higher the degree of threat,
an S-type membership function was selected for the four indicators. Its calculation is shown
in Formula 8, and its function diagram is shown in Figure 6.

S-type membership function:

µA(x) =



0, x ≤ a

2
(

x−a
b−a

)2
, a < x ≤ m

1− 2
(

x−b
b−a

)2
, m < x ≤ b

1, x > b

(8)

where x is a measurement parameter of element A, such as vehicle traffic speed, section
traffic flow, and so on, and element A represents OS, VT, LD, and TF. The closer the value
of µA(x) is to 1, the higher the affiliation of x to the fuzzy set A, and the higher the vehicle
danger. On the contrary, the closer the value of µA(x) is to 0, the lower the affiliation of x to



Appl. Sci. 2023, 13, 12899 15 of 37

the fuzzy set A, and the lower the vehicle danger. If µA(x) = 1, it means that x belongs to A
completely, and if µA(x) = 0, it means that x does not belong to A at all.
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4.5.3. Construction of PTV Evaluation Algorithm

In order to better evaluate the PTV of expressway sections, a comprehensive com-
parative analysis was conducted on PTVs, and their severity ratings were evaluated. It
is necessary to further determine the weight impact of different indicators on PTV threat
assessment, that is, the degree to which different indicators have an impact on the results.
The core of AHP is to apply a hierarchy to the problem to be analyzed. Based on the nature
of the problem and the overall goal to be achieved, the problem is decomposed into differ-
ent factors, and the factors are aggregated and combined at different levels according to
their correlation, influence, and membership relationships, forming a multi-level analytical
structural model. This method is applied to the multi-objective comprehensive evaluation
method for hierarchical weight decision analysis.

In the field of intelligent driving, PTV threat assessment is regarded as a multi-objective
comprehensive evaluation, and it is difficult to quantitatively describe what threat is. AHP
is very suitable for this type of problem. Therefore, this article uses the structure of AHP to
describe the modeling of threat assessment levels. Figure 7 is the analytic hierarchy process
structure diagram.
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Due to the consideration of multiple characteristic indicators in PTV evaluation, it is
not possible to accurately calculate the degree of influence of each factor. When assigning
weights to obtain weight vectors, subjective factors account for a large proportion and can
select the factors that have the greatest impact on danger. Corresponding weights can be
given based on the importance of the indicators. Therefore, it is necessary to establish a
judgment matrix to compare the importance of any two factors, avoiding the computational
difficulty of comparing all factors together. Table 2 represents the quantitative criteria
for the importance between elements, which divides the importance scale of elements
into 1–9. The larger the importance scale, the more important the element is relative to
another element.

Table 2. Proportional scale table.

Scale Meaning

1 Equally important
3 One factor is slightly more important than the other
5 One factor is obviously more important than the other
7 One factor is strongly more important than the other
9 One factor is extremely more important than the other

2, 4, 6, 8 Intermediate value of two adjacent judgments
Reciprocal A is compared with B; if the scale is 3, then B compared with A is 1/3

The judgement matrix R= rij(n× n) is constructed by filling in the values comparing
the importance of two elements, as shown in Table 3.

Table 3. Judgment matrix.

Element f1 f2 f3 . . . fn

f1 r1/r1 r1/r2 r1/r3 . . . r1/rn

f2 r2/r1 r2/r2 r2/r3 . . . r2/rn

f3 r3/r1 r3/r2 r3/r3 . . . r3/rn

. . . . . . . . . . . . . . . . . .

fn rn/r1 rn/r2 rn/r3 . . . rn/rn

Note: f1, f2, f3, . . ., fn represent the various types of indicators for evaluating PTVs after classification, and the
elements rij of the matrix values are determined by the scale of the proportionality table.

After the construction of the judgement matrix is completed, the matrix needs to be
tested for consistency, which refers to the permissible range of inconsistency determined by
pairwise comparison of the matrices. The final weights can be obtained only after passing
the consistency test of the judgement matrix. Calculate the consistency index (CI) with
Formula (9), as shown below:

CI =
λmax − n

n− 1
(9)

where λmax is the maximum eigenvalue of the matrix. When CI = 0, there is complete
consistency; when CI approaches 0, there is satisfactory consistency. The larger the CI, the
more severe the inconsistency. In order to measure the size of CI, a random consistency
indicator RI was introduced, and the statistical data of RI is shown in Table 4. Finally, the
consistency ratio CR is obtained and calculated as shown in Formula (10).

CR =
CI
RI

(10)
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Table 4. Random consistency index RI.

Matrix Order n 1 2 3 4 5 6 7 8 9

RI Value 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45

If the result of CR calculation is less than 0.1, the consistency verification is passed; if
the contrary is true, consistency verification is not passed.

After determining the elements of the judgment matrix, in order to further determine
the indicator weights of PTVs and facilitate calculation, the column vectors of matrix R are
normalized to obtain the normalized matrix R̂. The results are shown in Table 5. Finally,
calculate the mean of the row vector in matrix R̂ to obtain the row vectorω, as shown in
Formula (11), as the weight vector of the element.

ω = [
∑n

i=1 R̂1i

n
, ∑n

i=1 R̂2i

n
, ..., ∑n

i=1 R̂ni

n
] (11)

Table 5. Normalized judgment matrix.

Element f1 f2 f3 . . . fn

f1
R11

∑n
i=1 Ri1

R12
∑n

i=1 Ri2

R13
∑n

i=1 Ri3
. . . R1n

∑n
i=1 Rin

f2
R21

∑n
i=1 Ri1

R22
∑n

i=1 Ri2

R23
∑n

i=1 Ri3
. . . R2n

∑n
i=1 Rin

f3
R31

∑n
i=1 Ri1

R32
∑n

i=1 Ri2

R33
∑n

i=1 Ri3
. . . R3n

∑n
i=1 Rin

. . . . . . . . . . . . . . . . . .

fn
Rn1

∑n
i=1 Ri1

Rn2
∑n

i=1 Ri2

Rn3
∑n

i=1 Ri3
. . . Rnn

∑n
i=1 Rin

Finally, after determining the weights of PTV evaluation indicators, it is necessary to
calculate the threat of a single vehicle based on the obtained weights. This paper proposes
a scoring model to evaluate the driving threat score (DTS) of vehicles driving on the road,
as shown in Formula (12).

DTS = (∑iεA µ(i)ωi)× 100 (12)

where A is the PTV indicator of each item, µ(i) is the membership degree of the current
indicator, andωi is the exercise weight of the indicator in Formula (11).

4.6. Over-the-Horizon PTV Perception Algorithm Construction

PTV information can be obtained by evaluating the threat of vehicles in transit through
DTS. In the field of intelligent driving, for over-the-horizon vehicles, it is necessary to timely
obtain PTV information within the rear over-the-horizon detection range. Therefore, it
is necessary to update the position of vehicles in transit in real time and provide the
information to the driver in a timely manner. However, due to the limitations of data
collection conditions, we are unable to accurately locate the vehicle position in seconds.
Only when the vehicle passes through the ETC gantry and generates transaction data can
we obtain the current vehicle position information through the longitude and latitude of
the gantry.

When the vehicle and the ETC gantry generate a transaction record, the transaction
time of the vehicle can be obtained; then, the approximate travelling time of the vehicle in
this section and the average speed of the vehicle can be calculated, so as to calculate the
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distance ∆S between the over-the-horizon vehicle and the PTV, and the specific location of
the vehicle can be further estimated. The calculation is shown in Formula (13).

∆S =|T2 − T1|×|V2 −V1| (13)

where T1 and V1 are the transaction time and average section speed of the PTV, while T2
and V2 are the transaction time and average section speed of the over-the-horizon vehicle.
Providing PTV information within the over-the-horizon range to the vehicle ahead can
enable the driver to make decisions in advance. The division of the perception of the
over-the-horizon range will be elaborated in detail in the experimental section. Algorithm
4 shows the process of the over-the-horizon PTV perception algorithm.

Algorithm 4: Over-the-horizon PTV perception algorithm

Inputs: information on all vehicles in transit and DTS, constraints C, section transaction time
DATA;
output: PTV in over-the-horizon range;

1. Known beyond line of sight detection range BVR (e.g., 2 km) # Define PTV evaluation
indicators

2. OS_car = [...] #Section travel speed of vehicles in transit;
3. VT_car = [...] #Vehicle type of the vehicle in transit;
4. LD_car = [...] #Accumulated travelling time for vehicles in transit;
5. TF_car = [...] #Section traffic flow at the current moment
6. PTVInfo[] #initialise the PTV list
7. EvaluationInfo[] = DTS(OS_car, VT_car, LD_car, TF_car) #Evaluate the vehicle in transit,

return the vehicle evaluation score
8. FOR EACH car IN EvaluationInfo[] #Get PTV information
9. IF car do not meet the constraints C then
10. Do nothing
11. ELSE
12. PTVInfo.add(car)
13. END IF
14. END FOR
15. RETURN PTVInfo[]
16. Def AbIdentification(car[], PTVInfo[]){ #Identify PTVs in over-the-horizon range;
17. FOR EACH car IN car[]
18. AbCars[] = getEachCarBVR(car, PTVInfo[]) #Get PTV within over-the-horizon detection

range
19. AbnormalInfo.add(car, makeAlertInfo(T1,T2))
20. END FOR
21. FOR each ti in EvaluationInfo[]
22. car = ti.getCar #Get information about the vehicle in transit;
23. alertInfo = ti.getAlertInfo #Get information about the PTV message
24. SendAlertInfoToCar(car, alertInfo) #send alert info to a vehicle in transit
25. END FOR
26. RETURN AbnormalInfo

5. Experimental Results and Analysis

The experimental platform is the Centos Linux 7.9.2009 (Core) operating system based
on Intel(R) Core (TM) i9-10900K CPU @ 3.70 GHz and 64 GB RAM. All experiments are
implemented on open-source web applications using the Python 3.8.8 version of Jupyter
Notebook.

5.1. Data Source and Preprocessing

The data for this experiment are mainly divided into two categories. Firstly, they
were collected by an expressway information technology company in a certain province
through the ETC gantry system, with a total of 1581 and 2289 pieces of ETC transaction
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data on 1 May and 1 June 2021, respectively. The original transaction data table contains
103 fields, recording information about various parts of the vehicle and gantry, including
multiple information fields such as license plate number, gantry ID, transaction data, time,
and gantry longitude and latitude. The parts are shown in Table 6. The * in the table was
desensitized due to the privacy concerns of the data used in our experiment.

Table 6. Attribute table of ETC transaction data.

No. Field Name Description Example

1 TRADEID Vehicle identification S0***1
2 TRADETIME Transaction time 1 May 2021 20:00:01
3 FLAGID Gantry ID 3502**
4 OBUID Device MAC 66AD40**
5 ENTIME Entrance time 3 September 2020 7:48:39
6 ENSTATION Entrance toll station 46**
7 VEHCLASS Vehicle type 1

Secondly, the Gaode Map API was used to crawl the distance of sections and generate
topology relationship data of expressway ETC gantries, which included ETC gantries of
different sections and the actual section distance. Some attributes are shown in Table 7.

Table 7. Gantry Distance Data attributes.

No. Attribute Name Description Example

1 EnNodeID Previous gantry no. G001535*******10010
2 ExNodeID Next gantry no. G001535*******10011

3 Distance Distance between
gantries 5236 m

4 LNG Longitude 118.56**
5 LAT Latitude 24.85***

5.1.1. Vehicle Speed Dataset

After preliminary cleaning of the original ETC transaction data, the abnormal data
caused by external factors is removed, and then the ETC data and topology data are
combined to calculate the average speed of each vehicle segment, thereby constructing
a expressway vehicle speed dataset. As shown in Figure 8, the dataset for the section
of Fu-xia on 1 May 2021 is presented. Taking Figure 8a as an example, it represents the
24 h section speed data of QD340257−340259, where the horizontal axis corresponds to every
hour, the vertical axis represents the size of the interval speed, each box represents the
overall distribution of vehicle speed within QD340257−340259 an hour, and the small black
dots represent outlier speed data.

5.1.2. Section Traffic Flow Dataset

Calculate the section traffic flow based on the ETC data after initial cleaning, dividing
time slices into 1 h intervals. One time slice includes the entire time process from start time
to end time. Calculate the number of vehicles passing through the ETC gantry, which is
the original traffic flow. Use the vehicle conversion coefficient to calculate the converted
number of vehicles and record it as the converted traffic flow. The comparison of traffic
flow before and after conversion is shown in Figure 9, where QD1–4 refers to different
sections in the Fu-xia section of the expressway.
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5.2. Experimental Study on Speed Prediction of Section Vehicles Based on WT-LightGBM
5.2.1. Evaluation Indicators and Parameter Settings

The experiment uses preprocessed data for in transit vehicle speed prediction. Firstly,
WT is used to decompose and reconstruct the speed data of each section of the vehicle, and
noise reduction is performed. Then, put it into the LightGBM model for training and learn-
ing. In order to evaluate the predictive performance of the model, the experiment uses root
mean squared error (RMSE), mean absolute error (MAE), and coefficient of determination
(R2) as evaluation indicators. The metrics are defined as follows:

RMSE =

√
1
N ∑N

i=1(yi − ŷ)2 (14)

MAE =
1
N ∑N

i=1|yi − ŷ| (15)

R2 = 1− ∑i=1(yi − ŷ)2

∑i=1(yi − y)2 (16)

where yi is the actual vehicle speed, ŷ is the predicted vehicle speed, and N is the sample
size. RMSE and MAE reflect the degree of deviation between the real value and the
predicted value. The smaller the value, the better the quality of the model and the more
accurate the prediction. R2 is used to observe whether the forecast error is greater than or
less than the mean reference error, and the larger the value, the better the forecast effect.

In this experiment, when using WT for data denoising processing, sym5 wavelet
was used, with three decomposition layers. At the same time, the LightGBM model used
the hyperopt module to perform Bayesian optimization on the parameters. The final
determined model parameters are shown in Table 8.
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Table 8. Model parameter values.

Parameter Name Value

learning_rate (step size per iteration) 0.1
n_estimators (number of iterations) 470
num_leaves (number of leaf nodes) 31

max_depth (the maximum depth of the tree) 7
Subsample (random sampling rate of samples per tree) 0.79

subsample_freq (sampling frequency) 8

5.2.2. Result Analysis

In order to verify the effectiveness and superiority of our proposed WT-LightGBM
model in predicting the speed of vehicle sections, the experiment selected transaction data
generated by ETC frames of three sections (LD) of Fujian Province’s expressway on 1 May
2021 and 1 June 2021, for speed prediction experiments. Among them, LD1 is the section
with no service area for normal traffic flow on weekdays, LD2 is the section with service
area for normal traffic flow on weekdays, and LD3 is the section with more traffic flow on
holidays, and for sections with service areas, each section includes five sections.

The experimental results are shown in Figure 10. It can be clearly seen from the figure
that the prediction results of the WT-LightGBM model are significantly better than those of
the LightGBM model in any road segment. Among them, under the normal traffic flow and
service area of LD2, the RMSE and MAE of model WT-LightGBM are 12.46% and 17.63%
lower than LightGBM, respectively, and the R2 of model WT-LightGBM is 3.98% higher
than LightGBM. This is because the LightGBM model did not consider the noise of the data,
resulting in low prediction accuracy. It also proves that it is feasible to use WT-LightGBM
to improve the accuracy of the prediction.
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In order to verify the reliability of model WT-LightGBM, this paper also applies
several different machine learning and deep learning models to test the data of these three
road sections, including support vector regression (SVR), k-nearest neighbor (KNN), gate
recurrent unit (GRU), random forest (RF), and XGBoost. Analyze the difference between
the predicted value and the actual value, and calculate the RMSE, MAE, and R2 of the
prediction model. The prediction performance evaluation is shown in Tables 9–11.

Table 9. Comparison of LD1 prediction performance evaluation.

Model RMSE MAE R2

SVR 6.1504 4.7862 0.8561
KNN 5.1107 3.842 0.9
GRU 5.2293 4.0131 0.8156
RF 4.3362 3.1638 0.9276

Xgboost 4.9316 3.9715 0.9075
WT-LightGBM 3.6233 2.7256 0.95

Table 10. Comparison of LD2 prediction performance evaluation.

Model RMSE MAE R2

SVR 9.3619 7.423 0.6751
KNN 7.7573 5.4283 0.7769
GRU 5.8393 4.4038 0.7837
RF 6.9826 4.9885 0.8215

Xgboost 6.6867 5.2048 0.8342
WT-LightGBM 5.4668 3.9739 0.8892

Table 11. Comparison of LD3 prediction performance evaluation.

Model RMSE MAE R2

SVR 8.2056 6.58 0.573
KNN 6.751 5.1302 0.7109
GRU 6.3946 4.4773 0.7244
RF 5.3202 4.0131 0.8092

Xgboost 6.2162 4.9936 0.7549
WT-LightGBM 4.8155 3.6436 0.8529

Observing the data in Table 9, it can be seen that model WT-LightGBM performs
better than other models in the experiment, with the R2 score of 0.95, and RMSE and
MAE of 3.6233 and 2.7256, respectively. Model WT-LightGBM can effectively handle
large-scale high-dimensional data and maintain high robustness in the presence of noise or
large fluctuations in the data. These characteristics make the WT-LightGBM model highly
practical and widely adaptable in predicting vehicle traffic speeds. The SVR model may
have poor performance in processing big datasets or multi-feature datasets, while ETC
data has more features. Although the KNN model is simple and easy to use, it has high
computational complexity on the big dataset. Although GRU can process sequence data,
there may be overfitting issues for this problem, with the R2 score of 0.8156. RF exhibits
strong generalization ability, with the R2 score of 0.9276, and has lower RMSE and MAE.
The advantage of RF is that it can handle high-dimensional data, but its training time
is relatively long. XGBoost and LightGBM are both GBDT models that perform well on
many problems. The R2 score of XGBoost reached 0.9075, but in comparison, LightGBM
performed even better. LightGBM has the characteristics of fast speed and efficient memory
utilization, which are especially suitable for processing large-scale data. The WT-LightGBM
model we propose is an optimized model for LightGBM, which uses wavelet denoising
before data processing to eliminate section speed noise and preserve original data features,
improving prediction accuracy and reducing errors.
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In the experiment LD2, the data environment is more complex because there are
service areas and noisy data on the road section. Nevertheless, the WT-LightGBM model
still performs better than other models, with the R2 score of 0.8892, and RMSE and MAE of
5.4668 and 3.9739, respectively. This indicates that the WT-LightGBM model has excellent
robustness when dealing with noisy data.

In the experiment LD3, it was considered that there is a high traffic volume during
holidays, and there is a service area, resulting in high data volatility. In this more complex
situation, the WT-LightGBM model still achieved the best results, with the R2 score of
0.8529, and RMSE and MAE of 4.8155 and 3.6436, respectively. This proves that the WT-
LightGBM model can maintain high prediction accuracy when dealing with data with a
large amount of volatility.

To better observe the experimental effect of the model, this article selects LD1 and
uses the WT-LightGBM model to predict the visualization of the current vehicle traffic
speed. The results are shown in Figure 11, where blue represents the actual vehicle speed
and yellow represents the predicted vehicle speed. From the figure, it can be seen that the
predicted vehicle speed has a similar trend to the actual vehicle speed, indicating that the
model can accurately predict vehicle speed.
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5.3. PTV Quantitative Evaluation Algorithm
5.3.1. Determination of Characteristic Parameters

The PTV evaluation of the expressway comprehensively considers several evaluation
indexes, among which the membership function based on a fuzzy set is used to quantita-
tively evaluate different PTVs. To ensure the rationality of the evaluation, it is necessary to
determine the segmented value interval of the membership function, which has a direct im-
pact on the accuracy of PTV evaluation. Therefore, in order to scientifically and reasonably
set these parameters, we have comprehensively considered the following two factors.

Firstly, feature analysis of evaluation indicators is crucial. The evaluation indicator
characteristics of PTV are usually contained in a large amount of data, so we adopt ef-
fective data mining methods to analyze the distribution of indicators from a statistical
perspective. Through in-depth mining and analysis of data, we can better understand
the essential characteristics of indicators and determine the corresponding interval of
segmented function values.
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Secondly, we combine the limitations of traffic laws and regulations. The main purpose
of traffic regulations is to regulate driving behavior, reduce economic losses caused by
traffic accidents, and improve the safety level of roads. Therefore, when setting the value
range of the membership function, we must comply with relevant traffic regulations and
ensure that the set parameters not only accurately reflect the performance of PTV, but
are also consistent with traffic regulations to ensure the legality and operability of the
evaluation results.

By comprehensively considering the above two factors, we can set reasonable seg-
mented value intervals for the membership function on a scientific basis, thereby ensuring
the accuracy and reliability of expressway PTV evaluation. The adoption of this method
will make the evaluation results more credible and provide a useful decision-making basis
for the management and planning of expressway.

The experiment selected data from the Fu-xia section for statistical analysis, and the
results are shown in Figure 12.
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The probability curve of vehicle speed distribution shown in Figure 12a shows proper
normal distribution characteristics and reaches the highest point at 90 km/h, providing a
reference for OS feature threshold setting. Due to the dynamic nature of PTV evaluation,
which is relative to over-the-horizon vehicles, the degree of danger of its OS characteristics
needs to be compared with the speed of over-the-horizon vehicles. If there is a significant
difference in speed between vehicles traveling on the road and over-the-horizon vehicles,
it will have a certain impact on driving safety. The speed difference between vehicles can
easily lead to lateral accidents and rear-end collisions. Some scholars have studied accident
data, and Zhong L et al. [38] used statistical regression methods to study the relationship
between the speed difference between large and small vehicles and the accident rate. They
concluded that there is a positive correlation between the speed difference and the accident
rate, that is, as the average speed difference increases, the accident rate gradually increases,
and accidents caused by the speed difference together account for one-third of the total
number of accidents. Therefore, the threshold is set for vehicle speeds greater than those of
over-the-horizon vehicles.

The probability curve of vehicle driving duration distribution shown in Figure 12b
shows that by referring to the definition of sleep-deprived driving duration in China
(driving duration is more than 4 consecutive hours, and rest time is less than 20 min, or
driving duration in a working day is more than 8 h), combined with the distribution curve,
the driving duration drops sharply after more than 4 h. Therefore, it can be inferred that
the driving duration of most drivers is usually less than 4 h, which is also the most suitable
time parameter. To sum up, we set the time threshold of sleep-deprived driving as 4 h.

Figure 12c shows the probability curve of traffic flow distribution, with a threshold
set to 750 based on the curve distribution. The size of road traffic flow directly affects the
saturation of road traffic, and the saturation of roads directly affects the occurrence and
development of traffic accidents.
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Finally, for different types of vehicles traveling on the expressway at the same speed,
the level of danger varies. It is necessary to determine the type of vehicle and conduct a
hazard assessment based on different vehicle types. In order to observe the proportion of
various types of vehicles driving on the expressway, this article uses data from a province’s
road network of 6.826061 million sections to statistically analyze the number of different
types of vehicles. The results are shown in Table 12. It can be seen that Class 1 passenger
cars account for a relatively large proportion, accounting for 82.93% of the total number of
vehicles, followed by Class 6 trucks, accounting for 7.02% of the total number. The majority
of overall vehicle types are passenger cars and trucks, accounting for 84.33% and 15.52%,
respectively, while special operation vehicles only account for 0.13%. Therefore, the larger
the number of vehicle types, the greater their danger.

Table 12. Statistics of the number of different types of vehicles.

Vehicle Type Code Name Class Number Percentage

Passenger car

1 Class I 5,660,545 82.93%
2 Class II 19,434 0.28%
3 Class III 33,503 0.49%
4 Class IV 43,130 0.63%

Truck

11 Class I 300,813 4.40%
12 Class II 104,710 1.53%
13 Class III 45,950 0.67%
14 Class IV 87,488 1.28%
15 Class V 42,095 0.62%
16 Class VI 479,562 7.02%

Special operation
vehicle

21 Class I 4201 0.06%
22 Class II 4175 0.06%
23 Class III 210 0.003%
24 Class IV 139 0.002%
25 Class V 3 0.00004%
26 Class VI 103 0.001%

5.3.2. Modeling of PTV Hazard Rating

Based on ETC data, we conducted in-depth mining and analysis of the PTV and
proposed four membership functions to quantify it to evaluate its threat. Based on the
analysis results of expressway vehicle driving and traffic characteristics mentioned above,
we have determined the specific membership functions as follows. The design of these
membership functions is based on the results of specific parameters and data analysis,
aiming to provide an accurate and reliable numerical basis for evaluating the threat of PTV.

• Membership function of OS:

µOS(v) =



0, v ≤ VBVR

2
(

v−VBVR
1.5VBVR−VBVR

)2
, VBVR < v ≤ 1.2VBVR

1− 2
(

v−1.5VBVR
1.5VBVR−VBVR

)2
, 1.2VBVR < v ≤ 1.5VBVR

1, v > 1.5VBVR

(17)

• Membership function of VT:

µVT(m) =


0, m ≤ 0

2
(m−0

6−0
)2

, 0 < m ≤ 1

1− 2
(m−6

6−0
)2

, 1 < m ≤ 6
1, m > 6

(18)

• Membership function of LD:
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µLD(t) =



0, t ≤ 4

2
(

t−4
10−4

)2
, 4 < t ≤ 8

1− 2
(

t−10
10−4

)2
, 8 < t ≤ 10

1, t > 10

(19)

• Membership function of VF:

µVF(f) =



0, f ≤ 750

2
(

f−750
1500−750

)2
, 750 < f ≤ 1000

1− 2
(

f−1500
1500−750

)2
, 1000 < f ≤ 1500

1, f > 1500

(20)

Formula (17): Note that VBVR is the speed of over-the-horizon vehicles. According to
research findings, there is a positive correlation between the speed difference between two
vehicles and the accident rate. The greater the difference in vehicle speed, the lower the
level of driving safety. Specifically, in the first case, when the vehicle speed does not exceed
over-the-horizon vehicle speed, it is considered a normal level. In the second case, when
the vehicle’s speed exceeds the speed of over-the-horizon vehicles and is less than 120% of
the speed of over-the-horizon vehicles, calculate the corresponding membership degree. In
the third case, when the speed of vehicles exceeds 120% of the speed of over-the-horizon
vehicles and is less than 150% of the speed of over-the-horizon vehicles, calculate the
corresponding membership degree. When the speed of vehicles exceeds 150% of the speed
of over-the-horizon vehicles in the fourth case, the membership degree is 1.

Formula (18): The degree of danger varies for different types of vehicles, and there
is a positive correlation between vehicle type and accident rate. In the first case, the
membership level without vehicle type is set to 0. In the second case, compared to other
types of vehicles, Class I passenger cars have a smaller volume and a lower level of danger.
Calculate the corresponding membership degree. In the third case, Class II passenger cars
refer to vehicles with 8 or more seats but less than 19 seats, Class III passenger cars refer
to vehicles with 20 or more seats but less than 39 seats, Class IV passenger cars refer to
vehicles with 40 or more seats, and the risk level of vehicles with 40 or more seats gradually
increases. The corresponding membership degrees are calculated separately. In the fourth
case, trucks and special operation vehicles have a relatively large weight and are prone
to rollover. If a traffic accident is caused, the damage is generally more severe. Therefore,
these two types of vehicles are considered equally dangerous and have a membership
degree of 1.

Formula (19): According to the limitations of reference traffic regulations, in the first
case, when the driving time is less than or equal to 4 h, the membership degree is 0. In the
second case, if the driving time is less than or equal to 4 h and less than or equal to 8 h,
calculate the corresponding membership degree. In the third case, if the driving time is
greater than 8 h and less than or equal to 10 h, calculate the corresponding membership
degree. In the fourth case, when the driving time is greater than 10 h, the membership
degree is 1.

Formula (20): This is based on the analysis of characteristic indicators of section traffic
flow, as well as previous researchers’ analysis of the relationship between traffic flow
and accident rate. In the first case, when the traffic flow is less than or equal to 750, the
membership degree is 0. In the second case, when the traffic flow is greater than 750 and
less than 1000, calculate the corresponding membership degree. In the third case, when the
traffic flow is greater than 1000 and less than 1500, calculate the corresponding membership
degree. In the fourth paragraph, when the traffic flow exceeds 1500, the membership degree
is 1.
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Based on the measurement results of PTV indicators using various membership func-
tions and corresponding weights, we use Formula (12) to calculate the comprehensive score
of vehicles traveling on the road. To achieve this, we need to follow the AHP calculation
criteria, compare the importance of each indicator in pairs, and construct a judgment matrix
as shown below (Table 13):

Table 13. PTV indicators judgment matrix.

Element f1 f2 f3 f4

f1 1 3 4 3

f2 1/3 1 1
2 2

f3
1
4 2 1 2

f4 1/3 1
2

1
2 1

Among them, f1, f2, f3, and f4 represent OS, VT, LD, and VF, respectively. The ele-
ments in the matrix are obtained by experienced experts by pairwise comparison of their
importance based on the scale table, which is the key to the analytic hierarchy process.

After constructing the judgment matrix, it is necessary to perform consistency verifica-
tion on the matrix according to Formula (10), and the verification result CR = 0.0679 < 0.1,
which passes the consistency verification. The final calculated indicator weights are
as follows:

ω = [0.506, 0.165, 0.214, 0.115]

Among them, each value ofω corresponds to the weight of PTV evaluation indicators
f1, f2, f3, and f4. Through the operation of the AHP method, we will obtain the relative
weights of each indicator, enabling accurate and reliable comprehensive evaluation of the
PTV threat score. This comprehensive evaluation process will help to better understand
and grasp the comprehensive threat level of PTVs and provide a scientific basis for relevant
decision-making.

5.3.3. Result Analysis

PTV detection is a multi-dimensional evaluation process that not only considers
the risk level of individual indicators, but also comprehensively considers the impact of
each indicator on the overall driving process. To verify the effectiveness of the model,
experimental data was obtained from 12,274 vehicles during the busy holiday season in Fu-
xia, Fujian Province, in 2021. The historical traffic speeds of 12,274 vehicles were calculated,
and the WT-lightGBM model was used to predict the driving speed of the next section (as
the driving section). Then, the PTV evaluation algorithm was used to assess the threat of
the vehicles. Based on the above data, the experiment used accuracy and recall to evaluate
the effectiveness of the model, and the calculation formula is as follows.

• Accuracy

ACC =
TP + TN

TF + TN + FP + FN
(21)

• Recall

Recall =
TP

TP + FN
(22)

where TP indicates that the prediction is positive and correct; TN indicates that the pre-
diction is negative and correct; FP indicates that the actual negative class is classified into
the positive class; FN indicates that the actual positive class is classified into the negative
class. The accuracy rate reflects the ratio of the number of samples correctly classified by
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the classifier to the total number of samples for a given test dataset. The results are shown
in Table 14, and it can be seen from the table that the accuracy and recall of this model
are 98.03% and 99.55%, respectively. The results indicate that the proposed algorithm can
effectively detect vehicles with potential hazards.

Table 14. Algorithm result display.

Model Index Result

Accuracy 98.03%
Recall 99.55%

In addition, due to the inevitable subjectivity and uncertainty in PTV assessment, we
converted the assessment results from qualitative classification to threat level classification
to more effectively measure the threat degree of PTVs. To illustrate our research findings,
this article proposes a potential threat index for quantitative evaluation of PTVs, which
distinguishes potential PTVs based on information from a large amount of ETC data. In
order to clearly express the characteristics of high-risk vehicles, we determined three refer-
ence values for describing PTVs with different threat levels by calculating the membership
values of all vehicles, namely no threat, low threat, moderate threat, and high threat. The
classification criteria for threat levels are based on the calculation results of membership
values, which is also an innovative method proposed in this article for quantifying PTV
threat levels. The specific results are shown in Table 15 below:

Table 15. PTV threat classification.

Range [0,µ) [µ,µ+σ) [µ+σ,µ+2σ) [µ+2σ,1)

Threat classification No threat Low threat Moderate threat high threat

By using this novel PTV threat level quantification method, we can more accurately
assess the potential threat of vehicles in transit and provide an important reference for
traffic management and safety decision making, which has certain application prospects.
In order to better validate the effectiveness and reliability of this method, a comparative
analysis was conducted on the PTVs detected by this method. Some PTVs are shown in
Table 16. The * in the table was desensitized due to the privacy concerns of the data used in
our experiment.

Table 16. PTV example.

License Plate OS µOS VT µVT LD µLD VF µTF DTS

HuangHu*****7 82.12 km/h 0.39 16 1 5.42 h 0.11 1798 1 50.2
HuangWan*****0 96.65 km/h 0.63 14 1 4.65 h 0.023 1798 1 60.29

LvMin*****6 144.17 km/h 0.99 1 0.056 5.1 h 0.067 1761 1 63.84
LanMin*****V 139.84 km/h 1 1 0.056 6.9 h 0.47 1761 1 73.01

HuangJin*****3 137.75 km/h 1 15 1 4.21 h 0.0024 1673 1 78.65

5.4. Over-the-Horizon PTV Perception Algorithm
5.4.1. Over-the-Horizon Perception Range Division

In order to provide more timely road information and improve the traffic safety of
travelers, it is necessary to provide timely information about road conditions and PTV
driving on the road. The traffic speed of the vehicle is calculated by the vehicle information
obtained from the ETC gantry, so as to determine the section where the vehicle is located.
After determining the section where the vehicle is located, the PTV over-the-horizon
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distance (safety distance) can be further detected. The selection of safe distance must meet
the best safe time and space for warning the driver to avoid danger, so as to remind the
driver to control their speed at the first opportunity and in a timely manner. Therefore,
the early and late warning of PTVs beyond the sight distance is not conducive to the
coordinated response of drivers, and the effectiveness of the safety warning is lost. The
statistical analysis of all vehicle speeds in some sections is carried out by using a box
diagram, and the summary of data results is shown in Table 17.

Table 17. Vehicle speed distribution table.

Data Distribution Traffic Speed (km/h)

Maximum 136.21
75th percentile 102.71

Average 95.68
25th percentile 84.23

Minimum 60.63

Observing Table 17, it is found that the maximum speed of the vehicle reaches
136.21 km/h, while the minimum speed of the section is only 60.63 km/h; the speed
difference between the two is 75.49 km/h. Because of this, we analyze the speed difference
from 10 km/h to 80 km/h, and the time when they can meet at different vehicle distances.
The results are shown in Table 18.

Table 18. Schedule of two vehicles meeting.

1 km 2 km 3 km 4 km 5 km 6 km

10 km/h 6 m 12 m 18 m 24 m 30 m 38 m

30 km/h 2 m 4 m 6 m 8 m 10 m 12 m

50 km/h 1.2 m 2.4 m 3.6 m 4.8 m 6 m 7.2 m

60 km/h 1 m 2 m 3 m 4 m 5 m 6 m

80 km/h 0.75 m 1.5 m 2.25 m 3 m 3.75 m 4.5 m

Take the maximum speed difference as an example. When the speed difference is
80 km/h, and the distance between the two vehicles is 1 km, it only takes 45 s for the two
vehicles to meet. If the warning time is too late, the driver will not be able to respond in
time, and the 1 km warning distance is too short. If driving in a straight road section, the
driver can observe the road conditions well and make cooperative responses. When the
distance is 6 km, it takes 4.5 min for two cars to meet, which is enough time for travelers to
make decisions in advance. Therefore, we select 2 km as the safety warning distance, and
use 4 km and 6 km as the auxiliary safety warning distance to allow drivers to perceive the
over-the-horizon road conditions in advance.

However, different vehicle types have different traffic speeds on the same road, and
this paper selects the vehicle traffic data of the section from gantry 340241 to 340243 on
1 May 2021, and analyzes the average traffic speed of different types of vehicles. The results
are shown in Figure 13, which shows that there are certain differences in the average traffic
speed of different vehicle types. Among them, the average traffic speed of Class I passenger
cars is significantly greater than other types of vehicles, reaching about 110 km/h. The
average speed of other types of passenger cars is about 90 km/h. The average speed of
trucks and special operation vehicles is generally about 80 km/h. Therefore, through the
fine division of vehicle types, the potential dangerous vehicles can be effectively evaluated.
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After detecting a PTV, it is necessary to update the vehicle location information in
real time and provide the information to the driver in time. However, only when the
vehicle passes through the ETC gantry and generates transaction data can the location
information of the vehicle be obtained at the current moment. When the vehicle is passing
through QD’s Node1 before reaching Node2, the platform is unable to accurately monitor
the location of the vehicle. Therefore, the distribution interval of ETC gantries directly
affects the vehicle location refresh, and if the ETC gantries’ distribution interval is too
large, the vehicle location refresh is not timely. Therefore, it is necessary to analyze the
impact of ETC gantry distribution interval on the provision of potentially dangerous vehicle
information. Table 19 analyzes the refreshing time of different types of vehicle positions at
different gantry intervals, and the refreshing time of vehicle positions is expressed as the
time of a vehicle passing the section.

Table 19. Traffic schedule of different types of vehicles at different gantry intervals.

Class I Passenger Car Other Passenger Car Truck and Special
Operation Vehicle

1 km 32.723 s 40 s 45.004 s

2 km 65.445 s 80 s 90.009 s

3 km 98.167 s 120 s 135.013 s

4 km 130.89 s 160 s 180.018 s

6 km 196.335 s 240 s 270.027 s

According to the data in Table 19, if the gantry distribution interval is 1 km, the time
for Class I passenger cars to pass through a section is 32.723 s, which means that the
position of Class I passenger cars will be refreshed every 32.723 s. Similarly, the positions
of other passenger cars, trucks, and special operation vehicles will be refreshed at 40 s and
45.004 s, respectively. According to the analyzed meeting schedule of two vehicles, it can
be observed that the maximum speed difference is 80 km/h, and the safe distance is 1 km,
so it takes 45 s for two vehicles to meet. Therefore, the driver has enough time to make
countermeasures after obtaining the position of the PTV. Then, the gantry distribution
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interval of 1 km is within the feasible range. By the same token, 2 km is also within the
feasible range.

If the gantry distribution interval is 4 km, the time for Class I passenger cars to pass
through a section is 130.89 s, and other passenger cars, freight cars, and special work
vehicles are refreshed in 160 s and 180.018 s, respectively. According to the schedule of
meeting two vehicles, the maximum speed difference is 80 km/h, and the safety distance
is 4 km; then, it takes 180 s for two vehicles to meet, so the gantry distribution interval is
4 km in the feasible range. However, as for Gaode Map, the most professional Internet map
maker in China, its car version displays the current real-time traffic condition information
at a refresh frequency of once every 2 min. Therefore, compared with the data refresh
frequency of Gaode Map, the frequency of refreshing data is 60.191 s more when the gantry
distribution interval is 4 km. Therefore, the gantry distribution interval should be less than
4 km to be close to the refresh frequency of Gaode Map (13.06.1.2061).

5.4.2. Result Analysis

In order to analyze the influence of the ETC gantry distribution interval on the de-
tection of PTVs, the experiment uses an ETC simulation platform to select a part of the
expressway section test area and set different ETC gantry distribution intervals, such as
1 km, 2 km, 3 km, and so on [39]. In the ETC simulation application system function, the
platform can simulate the actual situation of multiple concurrent expressways, providing
micro-level multitask debugging technical support for traffic flow and single vehicles in
transit supervision. The random number generator is used to simulate the driving of three
types of Class I passenger cars, as well as other passenger cars and trucks in the test area.
At the same time, the ETC gantries are used to collect information on the passage time and
speed of the vehicles, and to record the PTVs that are monitored. It should be noted that in
order to facilitate the use of data collected by ETC gantry for PTV detection, we represent
the distance distributed by the gantry as the distance for over-line-of-sight detection.

After data preprocessing, the ETC transaction data of some sections are randomly
extracted, the time series of vehicle traffic speed is generated, and 1000 groups of PTVs are
selected for testing and evaluation. In order to analyze the rationality of gantry distribution,
this article used 11 sets of data collected at different gantry intervals for comparison and
analyzed the impact of gantry density in different kilometers on PTV detection. The results
are shown in Figure 14.
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It can be seen from Figure 14 that the recognition accuracy of PTVs gradually decreases
with the increase of the distribution interval of the gantry, especially at 6 km, which may be
due to the fact that PTVs exceed the over-the-horizon vehicles during the refresh interval.
Take the Class I passenger car and truck with the highest and lowest average speed as an
example: the average speed difference is 30–40 km/h. If the safety distance is 2 km, it takes
3–4 min for the Class I passenger car to catch up with the truck. If the speed of the Class I
passenger car is 100–120 km/h, the three-minute driving distance is 5–6 km. Therefore, if
the gantry is not deployed within 6 km, it will largely lead to the Class I passenger car in
the rear having exceeded the truck before refreshing the location information of the Class I
passenger car, which will greatly reduce the accuracy of recognition. However, from an
economic perspective, if the construction cost of ETC gantries is high and the distribution
is too dense, this will cause pressure on the economy. If the distribution is too sparse, it will
affect the real-time road condition refresh frequency, resulting in the delay of road condition
information updates and misleading the driver. Therefore, according to the analysis of the
gantry refresh frequency and the consideration of the actual construction cost, the gantry
distribution interval of 2 km is the best.

The experiment also tracked and counted different types of over-the-horizon PTVs
with 600 s (10 min) slices. A statistical analysis of PTVs at different safety distances of 2 km,
4 km, and 6 km was conducted. Due to the lack of transaction data of special operation
vehicles, the experiment only analyzes two types of vehicles, such as passenger cars and
trucks. The experimental results are shown in Figure 15. The model indicated in orange is
trucks, and the model indicated in blue is passenger cars.
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The safety distance in Figure 15a is 2 km. Since the speed of the trucks fluctuates less
throughout the whole process, the surrounding PTVs are more stable than passenger cars,
generally around 2. These PTVs may be caused by other trucks in order to ensure timeliness,
leading to relative speeding. At 9:00 for the passenger car, there were approximately
two PTVs around, and in the next half hour, the number of PTVs within 2 km reached
approximately six. Since the vehicle speed characteristics will be affected by the traffic
flow in the section and the geographical environment, half an hour later, when the vehicle
passes through a road section with expressway toll booths, especially the ETC channel, the
owner tends to forget to reduce the speed to a reasonable range. The speed of the vehicle
is within 30 km/h or 20 km/h, which is potentially threatening compared with normal
driving vehicles. However, the traffic flow from the ramp to the main road is generally
relatively small, and many car owners will involuntarily speed up. Therefore, on ramps
and toll stations, a small number of passenger cars will appear to be relatively speeding.

The safety distance in Figure 15b is 4 km. Due to the increase of the safety distance,
the number of PTVs around the truck has increased, and the number of PTVs tracked and
counted every 600 s is about four; while the speed of passenger cars fluctuates greatly, in
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the first half hour, there were approximately four PTVs around, and after half an hour, due
to the influence of the geographical environment, the number of PTVs reached nine.

The safety distance in Figure 15c is 6 km, and the PTVs around the truck have also
increased due to the increase in the safety distance. The number of PTVs tracked every 600
s is approximately 8; while the bus has approximately 5 PTVs around the first half hour,
half an hour later, the PTVs reach 14 due to the influence of the geographical environment.

In order to capture the changing characteristics of PTV on the expressway in the
dimension of safety distance, and to analyze the distribution law of PTV, the experiment
conducts statistical analysis on trucks and passenger vehicles according to different safety
distances in the current time. The experimental results are shown in Figure 16. Observing
the experimental results, it can be seen that the safety distance dimension of PTV around
passenger cars and trucks is an overall growth curve. With the increase of the safety distance,
the PTV also increases to varying degrees, showing the objective law of expressway vehicle
driving.
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6. Conclusions and Future Work Outlook

The safety issue of driving on expressway is a crucial challenge in the field of trans-
portation. Its importance lies not only in ensuring the safety of individual travel, but also
in the stability and efficiency of the entire transportation system. With the acceleration
of urbanization and the continuous growth of vehicle numbers, traffic safety issues on
expressway have gradually become a common focus of attention in both industry and
academia. We are committed to proposing an innovative method for detecting poten-
tial threat vehicles beyond the line of sight based on ETC data by deeply mining a large
amount of ETC transaction data. In this study, we adopted a series of comprehensive
measures aimed at contributing to improving the supervision effect of traffic management,
strengthening road safety, and improving traffic efficiency.

Firstly, we have carefully cleaned and organized the massive collection of ETC trans-
action data and constructed vehicle trajectories and segment traffic flow, laying a solid
foundation for subsequent experiments and analysis. In addition, WT combined with
LightGBM was used to predict the current driving speed of the vehicle, and its predicted
RMSE, MAE, and R2 reached 3.623, 2.725, and 0.95, respectively, which was better than
traditional models. This improved the accuracy of predicting the current driving speed
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of the vehicle, thereby enhancing the effectiveness of PTV detection. On this basis, we
innovatively adopted the spacing of ETC gantry distribution as the range of over-the-
line-of-sight detection, thereby significantly improving the accuracy of vehicle position
estimation. This method not only helps to detect potential threats in a timely manner, but
also provides a more comprehensive guarantee for road safety. Finally, based on the PTV
features extracted from ETC data, a fuzzy method based on a membership function was
constructed to quantitatively measure the threat of PTVs. The detection accuracy and recall
were 98.03% and 99.55%, respectively, proving the effectiveness of our proposed method.

Although various factors need to be comprehensively considered in different applica-
tion scenarios, our proposed method is an overall framework with the ability to explore and
quantify the different factors that may have an impact. This framework provides feasibility
for further improving the supervision effect of traffic management and improving road
safety and traffic efficiency.

In the future, we will be committed to in-depth research on methods of transmitting
warning information to drivers, especially in emergency situations, such as warning that
there is an ambulance, fire truck, and other emergency vehicle within a few kilometers
behind the driver or in front of them, so that drivers can take avoidance measures in
advance. In addition, we plan to introduce more datasets to more comprehensively support
PTV detection research, in order to adapt the work to more application scenarios and
achieve greater application value of this research.
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