A Vision-Based Micro-Manipulation System
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Abstract: This research article outlines the design and methodology employed in the development of a vision-based micro-manipulation system, emphasizing its constituent components. While the system is initially tailored for applications involving living cells, its adaptability to other objects is highlighted. The integral components include an image enhancement module for data preparation, an object detector trained on the pre-processed data, and a precision micro-manipulator for actuating towards detected objects. Each component undergoes rigorous precision testing, revealing that the proposed image enhancement, when combined with the object detector, outperforms conventional methods. Additionally, the micro-manipulator shows excellent results for working with living cells the size of yeast. In the end, the components are also tested in a combined system as a proof-of-concept.
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1. Introduction

Micro-manipulation systems play a critical role in various scientific and industrial applications, enabling precise handling and control of microscopic objects. These systems have gained increasing importance in diverse fields such as biotechnology, materials science, and microelectronics, where the need for manipulating microscopic objects is constantly growing [1–3]. Precise micro-manipulation is essential, whether it involves the assembly of microelectronic components, the handling of biological samples, or the fabrication of micro-scale structures. However, achieving accurate manipulation at the micro-scale poses unique challenges, primarily due to the minuscule size of the objects involved.

In recent years, the integration of vision-based technologies into micro-manipulation systems has opened new paths for enhancing their capabilities, enabling more efficient and versatile manipulation of micro-scale objects. While micro-manipulation has traditionally relied on manual control or open-loop control systems, these methods are limited in their precision and adaptability. In particular, when dealing with living cells, a key challenge arises in their detection and recognition. Living cells are often immersed in non-transparent growth media, making visual recognition and precise manipulation a difficult task. Additionally, variations in image quality can be influenced by factors such as the nature of the object material, calibration parameters, and ambient light conditions.

Existing systems for biological object manipulation are frequently manually controlled, and many of these systems are tested not with biological specimens, but with polymer or metal micro-objects [4]. User participation is currently required to determine the position...
of the object and the distance to the object being manipulated. This limitation not only hampers efficiency, but also introduces potential inaccuracies in the manipulation process.

Recognizing the growing demand for automated living cell manipulation, this research article focuses on different components that could complement a robotic micro-manipulation system, such as object detection, recognition, and precise positioning using visual recognition and machine learning techniques. By integrating advanced image enhancement [5], state-of-the-art visual recognition using YOLOv7 [6], and a purpose-built micro-manipulator, our system aims to address the challenges associated with micro-scale object manipulation, particularly in the context of living cell manipulation. The following sections provide an in-depth exploration of the key components of our Vision-based Micro-Manipulation System, its operational details, and the results obtained through rigorous testing and experimentation, as well as a brief look into a functional, complete system. Additionally, we discuss the implications of this research and its potential applications in various fields, including biotechnology, healthcare, and materials science.

2. Related Work

2.1. Micro-Manipulation Systems

In the field of micro-manipulation, recent developments have contributed to the refinement and advancement of techniques for handling microscopic objects. These developments reflect the ongoing efforts to improve precision, adaptability, and automation in micro-manipulation systems. For example, Riegel et al. explored the possibilities of vision-based manipulation of micro-parts through simulation-based experiments. The study resulted in successful grasp, hold, and release manipulations of micro-parts (400–600 µm size) with a force-sensing resolution of less than 6 µN, even when softness variation was introduced on the micro-object (±20% around the average value) [7]. Chen et al. mechanically stimulated muscle cell structures using a vision-based micro-robotic manipulation system, emphasizing the importance of vision-based force measurement and correction techniques to enhance precision [8]. In the domain of biomedical microelectrode implantation, Qin et al. automated the hooking of flexible microelectrode probes with micro-needles, employing visual guidance and a robotic hooking control system that operated under varying microscope magnifications [9]. Another contribution came from a robotic framework for obtaining single cells from tissue sections, incorporating an attention mechanism improved (AMI) tip localization neural network, a transformation matrix for camera-to-robot coordination, and model predictive control (MPC) to enable precise single-cell dissection from tissues, with the error of autonomous single-cell dissection being no more than 0.61 µm [10]. Additionally, a 3D-printed soft robotic hand with computer-vision-based feedback control provided a novel approach to micro-manipulation, offering a remarkable degree of accuracy and precision in micro-scale object manipulation [11].

2.2. Positioning Accuracy of Micro-Manipulators

In response to the escalating demand for advanced positioning systems, ball screw-based mechanisms, driven by either servo drives or stepper motors, have emerged as an important choice, due to their capacity to deliver exceptional levels of positioning accuracy and repeatability. A pivotal approach to mitigating the transient effects associated with these systems is the formulation of mathematical models, as emphasized in prior works [12,13]. Mathematical modeling encompasses the empirical characterization of the system behavior across a diverse spectrum of operational scenarios, thereby streamlining development efforts and facilitating the integration of contemporary control methodologies.

Leveraging the potency of machine learning techniques is recognized as a way to attain the utmost precision in system positioning. Bejar et al. discuss the development of a deep reinforcement learning-based neuro-control system for magnetic positioning system applications. Two neuro-controllers were trained to control the X and Y-axis motions of the positioning system. The training was based on the Q-learning method with an actor-critic architecture, and the parameters were updated using gradient descent techniques to maxi-
mize a reward function defined in terms of positioning accuracy. The performance of the control system was verified for different setpoints and working conditions, demonstrating the effectiveness of the proposed method [14]. Another paper addresses the issue of hysteresis nonlinearity in a piezoelectric micro-positioning platform (PMP), which limits its positioning accuracy. It introduces a Krasnosel’skii–Pokrovskii (KP) model to describe the hysteresis behavior, and involves an adaptive linear neural network for real-time model identification. To compensate for hysteresis, the paper presents a feed-forward control method and a hybrid approach combining iterative learning control and fractional order Proportional–Integral–Derivative (PID) control, which is validated through experiments and significantly enhances control accuracy [15].

Xu et al. introduce a method that combines machine vision and machine learning to determine the correctness of reed positioning and estimate adjusting displacements. The back propagation neural network (BPNN) achieved 100% accuracy in assessing correctness and a measuring precision of ±0.025 mm for displacement estimation, providing an effective solution for improving the manufacturing process of aerophones [16]. Leroux et al. explore the challenge of manually controlling manipulator robots with more degrees of freedom than can be managed through traditional input methods. They propose a solution that combines eye tracking and computer vision to automate robot positioning toward a 3D target point. This approach significantly improves precision, reducing the average error and making it a valuable tool for robot control and rehabilitation engineering [17]. Contemporary scanning probe microscopes, including scanning and tunneling electron microscopes, have increasingly incorporated visual recognition and machine learning techniques for the extraction of intricate data from acquired images [18]. However, the utilization of these data has hitherto not extended to the autonomous localization of target locations, precise selection of measurement positions, and the rectification of inherent inaccuracies.

2.3. Image Enhancement

In the process of capturing microbial cell images, the quality of these images can be influenced by various factors, including fluctuations in illumination [19]. Moreover, microbial images may also be susceptible to distortions arising from camera lenses and exposure time settings. To address the illumination issue, image enhancement techniques are employed as a preprocessing step. Numerous methods for enhancing illumination and contrast have been explored in the literature [20–22]. Contrast enhancement is a technique used to improve image quality and reveal subtle details in low-contrast areas. Various intensity adjustments, often determined by users, are used to enhance visual contrast. However, the effectiveness of these adjustments depends on user-defined function coefficients, and different transformations can produce distinct patterns.

In the realm of biomedical image enhancement, various techniques have been explored. Shirazi et al. harnessed Wiener filtering and Curvelet transforms to enhance red blood cell images and reduce noise [23]. Plissiti et al. [24] introduced Contrast-Limited Adaptive Histogram Equalization (CLAHE) for detecting cell nuclei boundaries in Pap smear images, optimizing image backgrounds and regions of interest through CLAHE and global thresholding in preprocessing. Rejintal et al. [25] opted for histogram equalization in the preprocessing stage, aiming to enrich contrast in leukemia microscopic images to facilitate cell segmentation and cancer detection. Tyagi et al. [26] turned to histogram equalization for image enhancement, striving to classify normal RBC and poikilocyte cells using Artificial Neural Networks, fueled by a dataset of 100 images from diverse blood samples. Somasekar et al. [27] uncovered the potential of Gamma Equalization (GE) to enhance images. Additionally, Sparavigana [28] highlighted the versatile use of the Retinex filter in GIMP for enhancing both panoramic radiographic and microscopy images, offering valuable applications in medical, biological, and other scientific imaging. Bhatheja et al. [29] proposed an enhanced Multi-scale Retinex (MSR) technique with chromaticity preservation (MSRCP) for enhancing bacterial microscopy images, leading to improved contrast and visibility of bacterial cells, as confirmed by Image Quality Assessment (IQA) parameters.
Lin et al. [5] presented a Fuzzy Automatic Contrast Enhancement (FACE) method that utilizes fuzzy clustering to improve image contrast automatically, avoiding visual artifacts and retaining original colors.

2.4. Visual Recognition at Microscopic Level

Machine-learning- and deep-learning-based computer-assisted solutions offer significant improvements in clinical microbiology research, particularly in image analysis and bacterial species recognition [30]. Ronneberger et al. [31] present a U-Net: Convolutional Networks approach, leveraging data augmentation and a contracting–expanding architecture, showcasing remarkable performance in neuronal structure segmentation and cell tracking tasks, all while maintaining high-speed processing on modern GPUs. Hollandi et al. [32] present nucleAIzer, a deep learning approach that adapts its nucleus-style model through image style transfer, enabling efficient, annotation-free cell nucleus localization across diverse microscopy experiments and providing a user-friendly solution for biological light microscopy.

Greenwald et al. [33] present TissueNet, a dataset for segmentation model training, and Mesmer, a deep learning-based algorithm that outperforms previous methods in cell boundary identification, demonstrating adaptability, human-level performance, and application to cell feature extraction and lineage analysis during human gestation. Haberl et al. [34] introduced CDeep3M, a cloud-based deep convolutional neural network solution designed for biomedical image segmentation. The system has been successfully benchmarked on various imaging datasets, demonstrating its accessibility benefits. Lalit et al. [35] introduce EmbedSeg, a method for precise instance segmentation in 2D and 3D biomedical images, offering top-tier performance, open-source availability, and user-friendly tools for broad accessibility. Nitta et al. [36] introduce a groundbreaking technology, intelligent image-activated cell sorting, enabling real-time, automated sorting of cells by combining high-throughput microscopy, data processing, and decision-making for various biological studies.

Fujita et al. [37] present an innovative approach for simultaneous cell detection and segmentation using Mask R-CNN, enhancing detection performance by incorporating focal loss and achieving promising results on benchmark datasets, particularly DSB2018. Whipp et al. [38] present a study in which deep learning models for automated microbial colony counting are developed and evaluated, utilizing the You Only Look Once (YOLO) framework. Sebastián et al. [39] introduced a YOLOv5-based model for automating cell recognition and counting, and compared it to the current segmentation-based U-Net and OpenCV model, achieving high accuracy, precision, recall, and F1 scores. Huang et al. [40] introduce a novel approach that combines contrast enhancement and the YOLOv5 framework for automated yeast cell detection, achieving exceptional accuracy and performance in contrast to conventional methods, with additional precision through OpenCV for cell contour delineation. While conventional algorithms have been historically employed in cell shape recognition [41], and the authors acknowledge that conventional methods can also outperform DL-based methods [42], further investigation was not performed in this area, as it is outside of the scope of this article. Even though it is typically very case-specific, several articles have performed such comparisons [43,44]. However, taking into account the need for versatility within the proposed system, availability of the training data, and computation resources in corresponding application scenarios, DL-based recognition algorithms are incorporated into the proposed system.

3. System Overview

The proposed micro-manipulation system, illustrated in Figure 1, consists of multiple modules, each responsible for a different functionality. The object detection module consists of the object detector, responsible for the localization of objects of interest, and a server for outside access. When detecting, the detector takes as input a capture of the environment.
It finds the object’s bounding boxes and center coordinates, which can then be sent to the robot control module via the server when called for.

The training of the object detector model includes the image enhancement module, which enhances images of the environment, to highlight the details from otherwise very homogeneous images. This enhanced data set is used for training the object detector.

The robot control module includes a client, connected to the server in the object detection module, a LabView control application and a LinuxCNC-based robot control sub-module. The control application receives the object coordinates via the client and sends them as control commands to the micro-robot via the robot control sub-module. The micro-robot can then act upon received coordinates to locate the object of interest. Captures of the success of the movement and new environment can be made with the camera mounted upon the micro-manipulator. The main functionalities are further described in the following subsections.

Figure 1. Architecture of the proposed micro-manipulation system.

3.1. Image Enhancement

Image enhancement plays a vital role in improving the image quality of living cells acquired from the microscope by emphasizing key features, reducing secondary characteristics, enriching information, and enhancing details. Fuzzy Automatic Contrast Enhancement (FACE) [5] is applied as a contrast enhancement technique for microscopic images of living cells. FACE changes the original pixel distribution to a less congested one while maintaining smoothness in the color distribution to prevent artifacts in living cell images. This approach utilizes a universal contrast enhancement variable (UCEV) to achieve better contrast enhancement automatically, without manually feeding parameters. The FACE technique utilizes a Fuzzy C-Means (FCM) method to classify pixels with similar colors together using clustering. The maximization of image entropy was automatically achieved through the use of UCEV. By utilizing FCM and UCEV, the image contrast was enhanced with good accuracy, without any artifacts or noise. The schematic diagram for FACE image enhancement is illustrated in Figure 2.
In this method, it is assumed that there is an ‘n’ set of image pixels \( x_i \) for \( i = 1 \ldots n \). These image pixels are arranged into \( k \) groups, whose centers are described by \( j = 1 \ldots k \). The presence of a \( i \)th pixel in \( j \)th cluster is indicated by \( u_{ij} \). When using K-means as an exact clustering method [45,46], the value of \( u_{ij} \) can be either 0 or 1, where 0 represents inclusion and 1 represents exclusion. In contrast, FCM permits the representation of partial pixel inclusion within each cluster. According to FCM, \( u_{ij} \) will be a real number within a certain range of values from \([0, 1]\). The definition of total in-group variance is shown in Equation (1).

\[
J = \sum_{j=1}^{k} \sum_{i=1}^{n} \left( u_{ij}^m \| x_i - c_j \|^2 \right)
\]  

(1)

The inclusion parameters suggested by different studies can range from 1 to 5. For this method, it is considered to be 5. To achieve optimal image segmentation, it is crucial to minimize the inclusion of \( J \) pixels, as this reduces in-group variations, leading to larger ones. We can formulate the Lagrangian Equation stated in Equation (2), where \( \lambda_i \) represents a Lagrangian multiplier determined by the minimization problem \( L \).

\[
L = \sum_{j=1}^{k} \sum_{i=1}^{n} \left( u_{ij}^m \| x_i - c_j \|^2 + \lambda_i u_{ij} \right) - \sum_{i=1}^{n} \lambda_i
\]  

(2)

After solving the above equation to obtain the optimal fuzzy inclusiveness, the ideal parameter can be obtained as shown by Equations (3) and (4).

\[
c_j = \frac{\sum_{i=1}^{n} u_{ij}^m x_i}{\sum_{i=1}^{n} u_{ij}^m}
\]  

(3)

\[
u_{ij} = \frac{1}{\sum_{l=1}^{k} \left( \frac{\| x_i - c_l \|^2}{\| x_i - c_j \|^2} \right)^{m-1}}
\]  

(4)

Equation (3) defines the center of the \( j \)th cluster, based on provided inclusiveness values, while Equation (4) determines the inclusiveness parameter \( u_{ij} \) based on the given cluster center points. The convergence of the value \( L \) persists as the parameterized process continues. In our approach, the parameterized technique is initiated with arbitrary assumptions denoted as \( u_{ij} \), and this approach consistently yields reliable results across multiple trials. It is noteworthy that the FCM typically delivers the most accurate identification outcomes when operating within the CIELAB color space, established by the Commission International d’Eclairage, where \( \text{L} \) signifies lightness, and \( \text{AB} \) represents the dimensions of color components.

3.2. Entropy Maximization concerning the UCEV

The UCEV is a key concept in contrast enhancement. It acts as a dynamic control parameter that adjusts pixel values in images to enhance contrast and improve visual perception. UCEV adaptively broadens or narrows pixel value distributions, intensifying the contrast between features and addressing issues like overly bright regions. This approach dynamically manipulates pixel distributions while preserving image integrity, offering adaptability across different image types. UCEV’s automated approach eliminates the need for manual parameter adjustments, optimizing image quality by balancing contrast enhancement and image detail preservation through entropy maximization. This results in improved visual interpretation and image quality. The relationship of the UCEV adaptive
mechanism influencing every new pixel and harmonizing the pixel colors is expressed by Equation (5).

\[ x'_i = x_i + \alpha \sum_{j=1}^{k} u_{ij} (x_i - c_j) \quad \forall i = 1 \ldots n \]  

(5)

where \( \alpha \) symbolizes the step size used in a line search that diverges from central cluster points through a fusion of fuzzy directions. A positive value of \( \alpha \) increases image dispersion, enhancing contrast, while a negative \( \alpha \) contracts pixel dispersion, potentially improving overly bright pictures. In the final contrast enhancement step, Equation (6) maximizes the global measurement, entropy \( J \).

\[ \max_{\alpha} J(\alpha) = -\sum_{x \in \Omega} \left[ p(x'(\alpha)) \log_2 p(x'(\alpha)) \right] \]  

(6)

where \( p \) represents probability density, and \( x' \) is a set of image pixels obtained from Equation (5). This measurement assesses the unpredictability of pixel distribution. The analysis employs a grid set \( \Omega \) for computing image entropy. A higher entropy value signifies greater randomness in pixel distribution, indicating significant pixel variance. This optimization process, as expressed in Equation (6), leads to an improved image contrast. An illustration of the proposed FACE image enhancement method is depicted in Figure 3.

Figure 3. Image enhancement process of proposed FACE method.

3.3. Visual Recognition

Individual living cell image recognition and localization is determined by finding the outline and coordinates of a cell. A state-of-the-art deep learning algorithm YOLOv7 [6] is used, which performs the real-time process of recognition and localization of cell contours and centers. Its architecture, as illustrated in Figure 4, consists of a backbone network, neck network, and head network. The backbone network extracts features from the input image, while the neck and head networks refine the feature maps to generate object recognition of living cells. The algorithm utilizes anchor-based object detection, where anchors are predefined bounding boxes of various sizes and shapes. This enables the network to detect living cells of different shapes and sizes accurately. YOLOv7 also uses a feature pyramid network (FPN) that extracts multi-scale features from the input image. The FPN combines feature maps of different resolutions to generate a feature pyramid, which enables the network to detect living cells at different scales. The network detects living cells in two stages using anchor boxes and the predicted objectness score. YOLOv7 learns to predict the bounding boxes and class labels of living cells from ground truth annotations during training, making it highly advanced and efficient for detecting living cells.
Utilizing the Contrast Enhancement (FACE) method for image enhancement notably elevates the quality of microscopic images by focusing on contrast improvement. When employed on microscopic images, these enhancement techniques serve as a pivotal element in augmenting object detection accuracy, especially when utilizing YOLOv7. This results in a more resilient and trustworthy detection process. To enhance the precision and robustness of automated yeast cell detection, the system employs a dual dataset approach. One dataset comprises yeast cell images that have undergone contrast enhancement using the FACE method, while the other dataset consists of the original, unaltered cell images. These two datasets are simultaneously integrated into the YOLOv7 model. The FACE-enhanced dataset is utilized for model training, where these images are fed into the model’s architectural components, including the backbone, neck, and head, to generate the necessary output. This process also results in the acquisition of training weights and model information. Conversely, the original dataset is deployed for predictive purposes. Leveraging the unaltered dataset reduces prediction time, as there is no need for contrast enhancement. This approach enables real-time detection of yeast cell contours and precise positioning. The complete process of the FACE–YOLO detection mechanism is illustrated in Figure 5.

**Figure 4.** Yolov7 architecture.

**Figure 5.** FACE–YOLO hybrid enhancement detection model.
Initially, the original yeast cell images undergo enhancement using the FACE image enhancement method to improve the clarity of cell contours, making them more suitable for recognition. Subsequently, YOLOv7 is employed for training on these enhanced yeast cell images. Following the training process, the original yeast cell images are fed into the model, which produces images containing YOLO-detected results. The post-processed images obtained from YOLO detection are used to create masks for each cell, and individual cells are then extracted. Through binary processing, OpenCV is employed to identify the contours and centroids of the cells. Finally, these contours and centroids are superimposed onto the original images, displaying the contours and centroids of all yeast cells in the images, thereby facilitating subsequent cell manipulation with a gripper. The complete step-by-step image transformation and cell detection process is illustrated in Figure 6.

![Figure 6](image-url)

**Figure 6.** Steps of cell detection and image transformation using the FACE–YOLO model.

### 3.4. Micro-Manipulator

An original four-axis micro-robot with scanning electrochemical microscope capabilities is developed and used for experiments. It consists of mechanical manipulation and optical systems, a motion controller and a main control unit. The main controller, implemented on a PC, controls the system, runs the user interface, and generates robot movement trajectories and measurements (Figure 7). Lower-level controllers and devices handle specific tasks. Driver control is realized using LinuxCNC V. 2.8.4 software, enabling compensation of backslashes and synchronized motion of all drives, which is required for tool manipulation in complex trajectories. The mechanical system of the microscope has four degrees of freedom, based on the kinematic scheme of an orthogonal manipulator with an additional Z-axis to separate tool movement from optical camera movement. The
micro-manipulator housing, made of cast iron, provides thermal stability and high stiffness. Precisely controlled drives are installed for high accuracy and resolution. All implemented drives use a micrometric accuracy ball-screw motion translation mechanism controlled by stepper motors operating in 1/256 micro-step mode. The system consists of X-Y axes for table movement, one Z-axis for focal distance control, and another Z-axis for electrode, sensor, or micro-manipulation tool movement.

Figure 7. Micro-positioning system. 1—PC; 2—micro computer (motion controller); 3—antivibration table; 4—laser distance sensors LAT 61 K 30/8 IUPN; 5—objective; 6—camera; 7—micro-manipulation tool drive; 8—camera drive; 9—stage with X and Y drives.

The X and Y axes are controlled by an 8MTF-102LS05 (Standa, Vilnius, Lithuania) drive. It is a two-axis, mutually perpendicular drive with a housing for universal mounting. Each axis has a travel of at least 102 mm and the carriages are mounted on rolling bearings. The displacement control has a resolution of at least 2.5 µm and a maximum speed of at least 10 mm/s. The Z-axis, used for focal distance control, is driven by 8MT30-50 (Standa, Vilnius, Lithuania) drive. It has a displacement control resolution of at least 0.2 µm, and a maximum speed of at least 2 mm/s. The Z-axis for a micro-manipulation tool movement is driven by the 8MT175-100 (Standa, Vilnius Lithuania) drive, with displacement control resolution of at least 0.31 µm and a maximum speed of at least 10 mm/s. The micro-manipulation system is mounted on a pneumatic vibration isolation workstation 1VIS10W-075-09-77 (Standa, Vilnius, Lithuania) with a protective armrest, which guards the table from any outside impact.

4. Tests and Results

For developing a highly capable micro-manipulation system, a critical task at hand involves the systematic testing and validation of each constituent element. The effectiveness of the entire system depends on the precise functionality exhibited by its individual components. A focal point of this article revolves around the rigorous verification and testing procedures applied to the diverse modules constituting the micro-manipulation system. Each module undergoes an examination, first in isolation to gauge its intrinsic attributes and, subsequently, the functionality is validated as an integral part of the collective whole. The aim is to discern how these modules, when harmoniously orchestrated, perform in the specific context of examining yeast cells. This approach ensures that the system’s capabilities are not merely confined to individual prowess, but extend to a synergistic collaboration that addresses the unique challenges posed by yeast cell manipulation. A visualization of the complete setup can be seen in Figure 8.
4.1. Image Enhancement

This study specifically addresses the assessment of fuzzy clustering performance in the context of yeast cell microscopic images. The dataset comprises 1000 raw images generated utilizing a camera equipped with the SONY IMX334 (Sony, Minato, Tokyo, Japan) sensor, which has a size of 1/1.8”, 2.0 × 2.0 µm pixel size and a maximum resolution of 3840 × 2160, which was set to 1920 × 1080 during testing. This camera was coupled with a 14X–90X optical zoom achromatic field objective, seamlessly integrated into a custom positioning system. Post-capture, a detailed post-processing routine, including resizing to 500 × 500 pixels, was applied. For a comprehensive analysis, five distinct images were selected from the database, and three different techniques, such as Fuzzy Automatic Contrast Enhancement (FACE), Single Scale Retinex (SSR), and Histogram Equalization (HE) were applied. The outcomes of the contrast enhancement applied to each image, employing the designated FACE, SSR, and HE methods, are meticulously detailed in Table 1. Furthermore, to facilitate a comprehensive accuracy comparison, Table 1 also shows the 10-fold accuracy.

Table 1. Image enhancement comparison results.

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>RAW</th>
<th>FACE</th>
<th>SSR</th>
<th>HE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td><img src="image1.jpg" alt="Image 1 RAW" /></td>
<td><img src="image2.jpg" alt="Image 1 FACE" /></td>
<td><img src="image3.jpg" alt="Image 1 SSR" /></td>
<td><img src="image4.jpg" alt="Image 1 HE" /></td>
</tr>
<tr>
<td>Image 2</td>
<td><img src="image5.jpg" alt="Image 2 RAW" /></td>
<td><img src="image6.jpg" alt="Image 2 FACE" /></td>
<td><img src="image7.jpg" alt="Image 2 SSR" /></td>
<td><img src="image8.jpg" alt="Image 2 HE" /></td>
</tr>
<tr>
<td>Image 3</td>
<td><img src="image9.jpg" alt="Image 3 RAW" /></td>
<td><img src="image10.jpg" alt="Image 3 FACE" /></td>
<td><img src="image11.jpg" alt="Image 3 SSR" /></td>
<td><img src="image12.jpg" alt="Image 3 HE" /></td>
</tr>
</tbody>
</table>
Table 1. Cont.

<table>
<thead>
<tr>
<th></th>
<th>RAW</th>
<th>FACE</th>
<th>SSR</th>
<th>HE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Image 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2. Image Recognition

As a visual recognition tool, YOLOv7 was utilized to detect yeast cells and their coordinates for images received from a camera, installed in the micro-manipulation system. This study involved creating two training datasets containing yeast cell image patterns to assess the impact of image enhancement on YOLOv7 object detection. The first model utilized the training dataset with original raw yeast cell images, while the second model used the training dataset with images enhanced by FACE. This dual dataset, encompassing both original raw images and their FACE-enhanced counterparts, formed the basis for the subsequent development and validation of the YOLOv7 cell detection model. The 10-fold accuracy comparison between the FACE-enhanced training dataset and the dataset without enhancement for the two YOLOv7 cell detection models, as depicted in Table 2, demonstrates that the FACE model yields favorable results. It achieves higher accuracy in yeast cell detection, even with original raw input images featuring low-contrast features.

Table 2. 10-fold accuracy comparison for with and without enhanced image.

<table>
<thead>
<tr>
<th>Fold</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>With FACE Enhancement</td>
<td>0.98</td>
<td>0.99</td>
<td>0.95</td>
<td>0.92</td>
<td>0.97</td>
<td>0.91</td>
<td>0.96</td>
<td>0.88</td>
<td>0.93</td>
<td>0.98</td>
<td>0.947</td>
</tr>
<tr>
<td>Without Enhancement</td>
<td>0.98</td>
<td>0.95</td>
<td>0.92</td>
<td>0.90</td>
<td>0.95</td>
<td>0.90</td>
<td>0.85</td>
<td>0.92</td>
<td>0.98</td>
<td>0.99</td>
<td>0.934</td>
</tr>
</tbody>
</table>

To conduct a comprehensive evaluation of various object detection models and assess the congruence of their recognition outcomes with subsequent image processing, three distinct models were engaged—Mask R-CNN, YOLOv5, and YOLOv7—while maintaining a uniform label numbering system with a designated detection label number of 5. The findings from this comparative analysis unveiled that Mask R-CNN successfully identified three cells, YOLOv5 detected two cells and, impressively, YOLOv7 exhibited exemplary performance by accurately recognizing all five cells in the image. It is noteworthy that the superior accuracy demonstrated by YOLOv7, showcasing its ability to make highly precise predictions for each cell, outperformed the other models tested. A detailed breakdown of these comparative results is presented in Table 3.

Table 4 shows the accuracy results for the Mask R-CNN, YOLOv5, and YOLOv7 models based on 10-fold accuracy analysis. It is clear from Table 4 that YOLOv7 performs better than both Mask R-CNN and YOLOv5 in terms of overall accuracy.
Table 3. Comparison of different object detection models.

<table>
<thead>
<tr>
<th>Type</th>
<th>Label</th>
<th>Mask R-CNN</th>
<th>Yolov5</th>
<th>Yolov7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of Detections</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 4. 10-fold accuracy comparison.

<table>
<thead>
<tr>
<th>Fold</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask R-CNN</td>
<td>0.89</td>
<td>0.93</td>
<td>0.92</td>
<td>0.90</td>
<td>0.89</td>
<td>0.91</td>
<td>0.81</td>
<td>0.92</td>
<td>0.91</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>YOLOv5</td>
<td>0.84</td>
<td>0.92</td>
<td>0.90</td>
<td>0.94</td>
<td>0.91</td>
<td>0.95</td>
<td>0.98</td>
<td>0.97</td>
<td>0.95</td>
<td>0.94</td>
<td>0.94</td>
</tr>
<tr>
<td>YOLOV7</td>
<td>0.86</td>
<td>0.92</td>
<td>0.95</td>
<td>0.94</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.96</td>
<td>0.99</td>
<td>0.97</td>
<td>0.95</td>
</tr>
</tbody>
</table>

4.3. Micro-Manipulation Precision

Experimental measurements of the micro-robot were carried out to verify its accuracy. The measurements were made for each axis separately, according to a measurement methodology based on the ISO 230-2 [47] standard. The experimental accuracy measurements were carried out using the Laser Distance Sensor LAT 61 K 30/8 IUPN (Di-soric GmbH. & Co, Urbach, Germany). The obtained results showed that the value of the kinematic error decreases as the actuator warms up and that the influence on the actuator’s travel is not clearly defined. The results of the accuracy measures are presented in Table 5.

The average error in the Y-axis is influenced by the amount of forward travel, which is influenced by the accumulated pitch error and is proportional to the measured travel of the gear. The average errors of the X and Y axes have the same characteristics.

Roll friction is more influenced by small travel errors, whereas large travel errors have the effects of accumulated pitch errors. Research of the micro-manipulator’s positioning errors has shown that the errors in the actuators do not exceed the threshold for correct positioning of the tool concerning the test cell and the accuracy of the micro-manipulator is sufficient to achieve the desired goals.

Table 5. Micro-manipulator test results.

<table>
<thead>
<tr>
<th>Axes</th>
<th>Motor Temperature, °C</th>
<th>Drive Temperature, °C</th>
<th>Start Point</th>
<th>Average Error, mm</th>
<th>Standard Deviation, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>42</td>
<td>28</td>
<td>1.3935</td>
<td>0.0001</td>
<td>0.000539</td>
</tr>
<tr>
<td>Y</td>
<td>59</td>
<td>34</td>
<td>1.2520</td>
<td>0.0012</td>
<td>0.000872</td>
</tr>
<tr>
<td>Z</td>
<td>44</td>
<td>28</td>
<td>1.7297</td>
<td>0.0003</td>
<td>0.000458</td>
</tr>
</tbody>
</table>

4.4. Overall System

The combined system was tested to prove the feasibility of the concept, so practically no fine-tuning was performed for improved precision. It was set up and tested according to the inference module in the architecture shown in Figure 1. The micro-manipulation system, already described in Section 3.4, was combined with a separate computer running the object detection. It was running on Ubuntu Linux 22.04 with an Intel i7 12 core 2.60 GHz CPU and 16 GB of RAM.
To bridge the gap between camera and robot coordinates, a micro-scale grid with known grid size was used, visible in Figure 9 [48]. With a known mapping from the camera to the robot, the detected object coordinates could be transformed into movements for the robot. In our approach, the center of the camera’s vision was set as the goal for movement. After moving the micro-manipulator, the center of the cell of interest should coincide with the goal. The sample size does not permit a situation where the microscope is placed with the whole sample in the FOV, so a single home pose, from which the whole workspace could be seen, is not viable. For this reason, it was chosen to send relative movement coordinates to the manipulator. Whenever a cell was chosen for inspection, the system would transform the center of the detected cell as an X and Y distance for the micro-manipulator to move, relative to its current position. An example of moving to a detected cell can be seen in Figure 10.

![Figure 9. Micro-scale grid used for calibrating.](image1)

![Figure 10. Example of moving the micro-manipulator to a detected cell. Light blue—center of vision; green and dark blue—center and bounding box of chosen cell.](image2)

No specific description for choosing the cell to inspect was posed, which means that they could vary in sizes significantly. Five cell center movements, of which all cells were certainly similar sizes, around 3 µm, can be seen visualized in Figure 11. These examples show an average offset of 0.5862 µm, which is deemed precise enough to allow the tool to land in the area of the cell for further inspection or manipulation.
Figure 11. Movement comparisons. Represented with blue—center of vision; red—cell movement endpoints; green—average size (3 µm) of a yeast cell.

5. Discussion

5.1. Image Enhancement

The adoption of Fuzzy Automatic Contrast Enhancement (FACE) as an image enhancement technique in this study has demonstrated remarkable effectiveness in refining microscopic images of yeast cells. FACE, incorporating fuzzy clustering and optimizing entropy through a UCEV, autonomously improves image quality without the need for human-defined parameters. This automated enhancement yields a more refined pixel distribution, significantly enhancing image contrast while avoiding common issues such as color changes and visual artifacts. Comparative analyses underscore FACE’s superiority in terms of enhancement quality compared to other methods.

5.2. Visual Recognition

Moving forward, the application of YOLOv7 for yeast cell recognition in original microscopic images is a pivotal aspect of our investigation. Developing two distinct models using separate training datasets of yeast cell image patterns, we sought to explore the impact of image enhancement on YOLOv7 object detection. The initial model, trained with the original raw yeast cell image dataset, struggling to identify numerous small or blurred cells, revealed its limitations. In contrast, the second model, utilizing the dataset enhanced by FACE, showcased a significant improvement in visual quality and a substantial enhancement in object detection accuracy. This comparative analysis consistently highlights the superior performance of the FACE model, achieving higher accuracy in yeast cell detection with original raw images.

5.3. Micro-Manipulator

The developed micro-manipulator stands out as a precision instrument with notable experimental accuracy, showcasing its potential for biomedical applications. Its kinematic error reduction over time, influenced by warming up, underscores the need for optimal operating conditions. The micro-manipulator’s performance in adhering to ISO standards and maintaining accuracy within desirable ranges positions it as a reliable tool for intricate movements at the micrometer-size scale. In future micro-manipulator development, emphasis will be placed on compensating for accumulated errors through machine learning technology. A correlation exists between the number of move commands, their distances, and accelerations, facilitating the generation of an accurate error map for positioning error compensation. While the dynamic features of the micro-manipulator will remain unchanged for the existing structure, considerations will be given to the control of motors,
path generation, and reactions to applied workload. Additional issues for manipulator improvement lie in the feedback reaction enhancement, therefore some additional sensors are planned to be installed. Such improvement will require establishing sensor data fusion in the new artificial intelligence hub within the existing controller.

5.4. Overall System

The whole system was successfully tested as a combination of multiple modules, with little to no manual labor involved, suggesting that such a system, when optimized, could duly improve working with living cells, especially in the form of automating precision-requiring processes, otherwise performed by hand. The tests also made it clear that some key factors were not amply addressed in this research; for example, the manipulator-camera calibration, which can be named as one of the main pillars on which the system functionality precision is based upon.

Another important aspect is the test sample itself. To be able to manipulate a cell after detection, it would need to be in an open sample, but as such a sample is no longer a flat surface, it raises the issue of getting the cells into focus. For the purpose of this research, the sample was kept under a cover glass, but this is one of the main points future research in this field should address.

6. Conclusions

The developed system, combining image enhancement, visual recognition, and a precision micro-manipulator, presents a promising direction for advancing microbiological research. The success of Fuzzy Automatic Contrast Enhancement (FACE) in refining microscopic images, coupled with YOLOv7’s efficacy in yeast cell detection, forms a robust foundation for automated and accurate analyses. The micro-manipulator’s high precision, validated through experimental measurements, positions it as a reliable tool for intricate movements at the micro-scale.

The integration of these components into a cohesive system demonstrates feasibility and potential in automating complex microbiological processes. Successful testing showcases the system’s adaptability in autonomously moving the micro-manipulator to detected cells, contributing to streamlined laboratory workflows. While manipulator-camera calibration remains an area for refinement, the system’s overall performance presents a significant stride towards efficient and precise microbiological experimentation.

As we look to the future, addressing calibration intricacies and challenges associated with open sample examinations will be paramount. Further refinements in automated cell selection criteria and the integration of additional functionalities can enhance the system’s versatility. Ultimately, this research lays the groundwork for transformative advancements in microbiological automation, fostering innovation in laboratory practices and contributing to the broader landscape of biomedical research.
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