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Abstract: This paper explores the synchronization and implementation of a novel hyperchaotic system using an adaptive observer. Hyperchaotic systems, known for possessing a greater number of positive Lyapunov exponents compared to chaotic systems, present unique challenges and opportunities in control and synchronization. In this study, we introduce a novel hyperchaotic system, thoroughly examining its dynamic properties and conducting a comprehensive phase space analysis. The proposed hyperchaotic system undergoes validation through circuit simulation to confirm its behavior. Introducing an adaptive observer synchronization technique, we successfully synchronize the dynamics of the novel hyperchaotic system with an identical counterpart. Importantly, we extend the application of this synchronization method to the domain of secure communication, showcasing its practical usage. Simulation outcomes validate the effectiveness of our methodology, demonstrating favorable results in the realm of adaptive observer-based synchronization. This research contributes significantly to the understanding and application of hyperchaotic systems, offering insights into both the theoretical aspects and practical implementation. Our findings suggest potential advancements in the field of chaotic systems, particularly in their applications within secure communication systems. By presenting motivations, methods, results, conclusions and the significance of our work in a more appealing manner, we aim to engage readers and highlight the innovative contributions of this study.
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1. Introduction

The understanding of chaotic behavior was greatly advanced in the 1960s when Edward Lorenz developed a computer program to simulate airflow, which is when chaos theory first emerged [1]. Extensive study was conducted in the 1970s when Lorenz discovered that even minimal changes in the initial circumstances might have a significant influence on weather forecasts. According to this study, system states varied significantly based on the basic characteristic of chaotic systems, which is the smallest deviation between two beginning circumstances [2].

The study of hyperchaotic systems was further developed in 1979 when Rössler discovered a four-dimensional hyperchaotic system [3]. Multidimensional chaotic and hyperchaotic systems became more well-known in the following years, providing useful applications in science and engineering [4]. Recently, there are many studies to be found in the literature on the dynamic analysis of chaotic systems [5–7].

In contrast to chaotic systems, hyperchaotic systems, which have multiple positive Lyapunov exponents, are more unpredictable and resistant to control. This property has drawn interest from the encryption and communication industries [8]. Multiple attractors improve security by making it more difficult for an attacker to determine the precise state of the system, which makes hyperchaotic systems more resistant to disruptions [9]. Secure applications of hyperchaotic systems have been a topic of great interest recently [10,11].
Circuit simulations of hyperchaotic systems facilitate real-world exploration and analysis of their dynamics, validating theoretical models and providing insights into system behavior under different conditions [12,13]. The implementation of hyperchaotic systems in circuits offers practical applications in secure communications, random number generation and nonlinear dynamics research [14,15].

Synchronization has gained attention in the context of hyperchaotic systems, especially with the growing focus on secure communication applications [16]. In order to attain coherence, synchronization entails changing the dynamic behaviors of two systems, referred to as the driver and reaction [17]. In an effort to compel the response system to synchronize with the driving system, the notion of synchronization in chaotic systems was first presented in 1990 [18]. To this end, a number of approaches have been put forth, such as adaptive design techniques and sampled data feedback synchronization [19,20].

Observer-based hyperchaotic system synchronization involves designing an observer (state estimator) and control strategy to achieve synchronization between two or more hyperchaotic systems [21]. Observers play a crucial role in estimating unmeasurable states, overcoming challenges posed by limited sensors or measurements, especially in hyperchaotic systems. Adaptive observers address uncertainties and variations in system parameters, enhancing the robustness and effectiveness of synchronization strategies [22].

The synchronization of adaptive observer-based hyperchaotic systems holds particular importance in secure communication systems [23]. The complex dynamics of hyperchaotic systems offer potential for encryption. Decryption and synchronization of these systems are vital for establishing secure communication channels [24]. The inclusion of adaptive observers adds robustness to the synchronization process, addressing uncertainties and variations in real-world applications [25].

The synchronization and implementation of adaptive observer-based hyperchaotic systems present a promising approach for secure communication. This approach, encompassing dynamic encryption keys, adaptation to changing conditions and resistance to attacks, proves valuable for applications where secure and robust communication is imperative. Typical examples are military communications, financial transactions, or confidential data transfer [26].

Xiong et al. [27] proposed a new 4-dimensional hyperchaotic system. They synchronized the proposed system with a reduced number of amplifiers. This synchronization has been used in secure communication applications. Zhang et al. [15] proposed a 4-dimensional hyperchaotic system based on cosine function. The authors have demonstrated the dynamic analysis and synchronization of the new system. They also presented an FPGA-based implementation of their proposed hyperchaotic system. Iskakova et al. [28] proposed a new nonlinear 4-dimensional hyperchaotic system. They showed in their publication that the proposed system has hidden attractors. Then, they applied it on FPAA to show the accuracy of their proposed system. Yang et al. [29] proposed a new 4-dimensional hyperchaotic system with hidden attractors and existing attractors without an equilibrium point. They performed active control-based synchronization of the proposed system.

Nowadays, secure and effective information communication is increasing and gaining in importance. In this context, chaotic systems and in particular hyperchaotic systems have the potential to offer new and effective solutions for communication security. Recent studies have underscored the challenges in synchronizing hyperchaotic systems, particularly in practical applications involving parameter uncertainty. In systems with parameter uncertainty, achieving synchronization is notably challenging. To address this difficulty, the use of adaptive-based observers is considered a viable solution for designing such systems.

The innovations presented in this study and the contributions of this work to the literature are listed as follows:

- First, a new hyperchaotic system is proposed as an addition to the literature. Comprehensive dynamic analysis of the system is carried out. As a result of the dynamic analysis, it is observed that the proposed system exhibits hyperchaotic behavior.
• Adaptive observer-based synchronization of the new system is designed. While performing the synchronization, parameter uncertainty is also taken into account. As a result of the design, it is observed that the synchronization errors reach zero in a short time, while at the same time the parameter uncertainty is eliminated.

• The adaptive observer-based synchronization method is tested in a secure communication application where chaotic system synchronization is usually used. The transmitted signal is first masked by the transmitting hyperchaotic system and then transmitted to the receiving hyperchaotic system.

• The analysis shows that the transmitted signal is successfully extracted from the masked signal received by the receiving hyperchaotic system within a short period of time.

In Section 2, the mathematical model of the proposed hyperchaotic system is introduced and the necessary dynamic analysis methods are applied. In Section 3, the circuit simulation is performed. In Section 4, adaptive observer-based synchronization of the new hyperchaotic system is implemented and simulated. In Section 5, the realized synchronization is used in a secure communication application. Section 6 presents the conclusions.

2. Materials and Methods

In this paper, various analyses of the proposed 4-dimensional hyperchaotic system were executed. In order to prove that the new hyperchaotic system exhibits chaotic and hyperchaotic behavior, dynamic analysis studies were carried out. Some of these analyses were performed using the MATLAB platform. The hyperchaotic circuit implementation of the system was created on the Multisim platform. The synchronization of the proposed hyperchaotic system was designed using an adaptive observer. The novel 4-dimensional hyperchaotic system synchronization was tested in a secure communication application and its execution was successfully proved. The block diagram of the material and the method proposed in this paper are given in Figure 1.

2.1. The Proposed 4-Dimensional Hyperchaotic System

The mathematical model of the proposed hyperchaotic system is shown in (1):

\[
\begin{align*}
\dot{x}_1 &= -12x_1 + 30x_2 \\
\dot{x}_2 &= bx_3 - x_2 - x_1x_3 \\
\dot{x}_3 &= ax_2 + x_1x_2 - x_3 + x_4 \\
\dot{x}_4 &= -x_1b + x_1x_3 - 2x_4
\end{align*}
\]

(1)

In the system (1), the variables \(x_1, x_2, x_3\) and \(x_4\) represent states, while \(a\) and \(b\) are positive parameters. The system (1) demonstrates chaotic behavior for specific values of tuned parameters and the initial conditions that are provided. Notably, the system is distinguished by its independence from the initial conditions. The examination of various initial conditions reveals that under specific parameter values, the system can manifest chaotic, hyperchaotic, periodic and quasi-periodic behaviors.

2.2. Dynamic Analysis of the Proposed Hyperchaotic System

The bifurcation diagram of the proposed new hyperchaotic system is shown in Figure 2. While plotting the bifurcation diagram, the parameter \(b\) is taken as 45 and the variation in the parameter \(a\) between 14 and 16 is plotted. For the bifurcation diagram analysis, the initial values of the system are taken as \(x_1(0) = 1, x_2(0) = 1, x_3(0) = 1, x_4(0) = 1\).
2.1. The Proposed 4-Dimensional Hyperchaotic System

The proposed hyperchaotic system can be represented in vector notation as in (2):

\[
\begin{align*}
\dot{x}_1 &= -12x_1 + 30x_2 \\
\dot{x}_2 &= bx_1 - x_2 - x_1x_3 \\
\dot{x}_3 &= ax_2 + x_1x_2 - x_3 + x_4 \\
\dot{x}_4 &= -x_1b + x_1x_3 - 2x_4
\end{align*}
\]

As can be seen from the Figure 2, the value of the parameter \(a\) is taken as 15 for the proposed system.

Additionally, the 3D bifurcation diagram of the proposed hyperchaotic system is shown in Figure 3. While drawing this bifurcation diagram, in addition to parameter \(a\),

Figure 1. Illustration of the proposed methods.

Figure 2. Bifurcation diagram based on \(a\) parameter.
parameter $b$ was also assumed to be between 40 and 50. For the bifurcation diagram analysis, the initial values of the system are taken as $x_1(0) = 1, x_2(0) = 1, x_3(0) = 1, x_4(0) = 1.$

Figure 3. The 3D Bifurcation diagram based on $a$ and $b$ parameters.

Based on Figure 3, the $b$ parameter value of the proposed hyperchaotic system is taken as 45.

The proposed hyperchaotic system can be represented in vector notation as in (2):

$$\dot{x} = f(x) = \begin{bmatrix} f_1(x) \\ f_2(x) \\ f_3(x) \\ f_4(x) \end{bmatrix}$$  \hspace{1cm} (2)

Based on this, the proposed system can be expressed as in (3):

\[
\begin{align*}
    f_1(x) &= -12x_1 + 30x_2 \\
    f_2(x) &= bx_1 - x_2 - x_1x_3 \\
    f_3(x) &= ax_2 + x_1x_2 - x_3 + x_4 \\
    f_4(x) &= -x_1b + x_1x_3 - 2x_4
\end{align*}
\]  \hspace{1cm} (3)

The divergence of the hyperchaotic system is investigated as (4) for the system [30]:

$$\text{div } f = -12 - 1 - 2 = -16$$  \hspace{1cm} (4)

For the divergence of the system, $\text{div } f < 0$ is required. As can be seen from (4), the system satisfies the condition.

To find the equilibrium points of the proposed hyperchaotic system, the system of equations must be equal to zero. This equality is shown in (5):

\[
\begin{align*}
    0 &= -12x_1 + 30x_2 \\
    0 &= bx_1 - x_2 - x_1x_3 \\
    0 &= ax_2 + x_1x_2 - x_3 + x_4 \\
    0 &= -x_1b + x_1x_3 - 2x_4
\end{align*}
\]  \hspace{1cm} (5)

When analyzing the bifurcation diagrams of the system, specific values of $a = 15$ and $b = 45$ were chosen to induce hyperchaotic behavior. Under these parameter settings, the system exhibits three equilibrium points, namely $E_1 = [0,0,0,0,0]$, $E_2 =$
To ascertain the stability of the hyperchaotic system, it is imperative to determine the system’s eigenvalues. For the specified values $a = 15$ and $b = 45$, the system’s Jacobian matrix, essential for calculating the eigenvalues, is presented in (6).

$$ J = \begin{bmatrix} -12 & 30 & 0 & 0 \\ b - x_3 & -1 & -x_1 & 0 \\ x_2 & x_1 + a & -1 & 1 \\ x_3 - b & 0 & x_1 & -2 \end{bmatrix} $$  \hspace{1cm} (6)

The Jacobian matrix was solved, and the eigenvalues corresponding to the equilibrium points $E_1$, $E_2$, and $E_3$ were determined. Equation (7) was employed for the computation of these eigenvalues:

$$ |J - \lambda I| = 0 $$  \hspace{1cm} (7)

Table 1 provides the values of the equilibrium points and eigenvalues.

<table>
<thead>
<tr>
<th>$E_i$</th>
<th>Equilibrium Points</th>
<th>Eigenvalues</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_1$</td>
<td>[0, 0, 0, 0]</td>
<td>$(-2.0, -1.0, -43.65, 30.65)$</td>
</tr>
<tr>
<td>$E_2$</td>
<td>[5.55, 2.22, 44.6, -1.11]</td>
<td>$(-0.0252 \pm j0.98, -2.03, -13.91)$</td>
</tr>
<tr>
<td>$E_3$</td>
<td>[-20.05, -8.02, 44.6, 4.01]</td>
<td>$(3.68 \pm j16.71, -1.96, -21.40)$</td>
</tr>
</tbody>
</table>

The graph of the changes in the eigenvalues of the system is given in Figure 4.

Figure 4. Eigenvalues ($\lambda$) of the hyperchaotic system.

Upon analyzing the eigenvalues ($\lambda$) of the system, it becomes evident that the system possesses positive eigenvalues, indicating its instability. Furthermore, it can be inferred that the hyperchaotic attractor of the new system is affiliated with the self-exciting family.

The Alan Wolf algorithm was employed for the computation of Lyapunov exponents [31]. For the first computation, throughout the calculation, the initial conditions were set as $x_1(0) = 1$, $x_2(0) = 1$, $x_3(0) = 1$, $x_4(0) = 1$, parameter $b$ was taken as 45.
and parameter $a$ was assumed to vary between 14 and 16. The evolution of Lyapunov exponents according to the variation in $a$ parameter is shown in Figure 5.

![Figure 5. Lyapunov exponents according to the variation in $a$ parameter.](image)

As can be seen from Figure 5, the system has two positive Lyapunov exponent values of $a$ parameter between 14 and 15.3. Therefore, taking the $a$ parameter value of the system as 15 and the $b$ parameter value as 45, the change in the Lyapunov exponents of the system with respect to time is plotted in Figure 6. The initial conditions were set as $x_1(0) = 1, x_2(0) = 1, x_3(0) = 1, x_4(0) = 1$.

![Figure 6. Diagram of Lyapunov exponents of the system.](image)

The Lyapunov exponents are determined as $L_1 = 1.3264, L_2 = 0.0227, L_3 = -2.8806$ and $L_4 = -21.5094$. Two positive Lyapunov exponents are found when the calculated Lyapunov exponents of the recently suggested hyperchaotic system are examined. As a result, the behavior of the system is hyperchaotic.

Hyperchaotic systems are inevitably drawn to fractals. The degree of system predictability can be inferred from the fractal dimension of the attractor. The data would have been generated by a deterministic system if the fractal dimension is minimal. The...
data would have been produced by a random system if the fractal dimension is large. Because this structure is not like other geometrical formations, the researchers use fractal dimensions to explain it [32]. The proposed four-dimensional system exhibits a Lyapunov fractal dimension [33], which is computed using (8):

\[ D_{KY} = j + \sum_{j=1}^{L} \frac{L_j}{L_{j+1}} = 3 + \frac{1.3264 + 0.0227 - 2.8806}{-21.5094} = 2.92 \]  

This shows that the proposed system’s Lyapunov dimension is fractional. The new system contains non-periodic orbits and close paths that diverge due to its fractal character. As a result, this nonlinear system is truly chaotic.

In engineering applications, chaotic phase behavior can pose challenges in terms of control and predictability. Systems exhibiting chaotic dynamics may be more difficult to control, as small changes in input or conditions can lead to unpredictable outcomes. Engineers need to account for and understand chaotic behavior in order to design robust and reliable systems. The phase space diagrams of the proposed hyperchaotic system in various dimensions are shown in Figure 7. For the phase diagram analysis, \( a = 15 \), \( b = 45 \) and the initial values of the system are taken as \( x_1(0) = 1 \), \( x_2(0) = 1 \), \( x_3(0) = 1 \), \( x_4(0) = 1 \).

![Phase diagrams](image.png)

**Figure 7.** (a) \( x_1 x_4 \) phase diagram; (b) \( x_1 x_2 \) phase diagram; (c) \( x_1 x_2 x_3 \) phase diagram.

The system’s phase diagrams reveal that it is a hyperchaotic system with dynamic oscillations and a variety of strange attractors. The phase diagrams for different \( a \) and \( b \) parameter values are shown in Figure 8. For the phase diagram analysis, \( a = 5 \) and \( b = 6 \) values were taken and initial values taken as \( x_1(0) = 1 \), \( x_2(0) = 1 \), \( x_3(0) = 1 \), \( x_4(0) = 1 \).
As can be seen from Figure 8, the chaotic properties of the system change for different parameter values.

3. Circuit Implementation of the Proposed Hyperchaotic System

Using Multisim 14.3 software, an analogous electronic circuit for the novel hyperchaotic system was created in order to evaluate the viability of the proposed system. The highly visual modeling environment offered by the electronic circuit simulation program Multisim is designed for hyperchaotic systems [34]. It makes the process of creating and fine-tuning circuit models easier and permits the monitoring of their behavior in real time. This real-time feedback forms the basis for simulating the implementation of hyperchaotic systems in embedded circuitry and helps to understand their dynamic features.

For simulating electronic circuits, a variety of software packages are available, including PSPICE 9.2, LTSPICE 17.1.15, Multisim 14.3 and Matlab Simulink 2021a. Multisim, the industry-standard circuit design and simulation program for analog, digital and power electronics in academic and research settings, was chosen for this thesis [35].

An operational amplifier (TL084ACN), a multiplier (IC AD633), linear resistors and capacitors driven by a ±15 V power source are all included in the developed circuit in this thesis. The operational amplifier adds, subtracts and integrates the circuits, and the multiplier, which combines the four state variables into a single cohesive unit, symbolizes the nonlinearity of the system. The system (1) presents the hyperchaotic system from which the electrical circuit equations are obtained, and (9) formulates it:

**Figure 8.** (a) $x_1$ $x_4$ phase diagram; (b) $x_1$ $x_2$ phase diagram; (c) $x_1$ $x_2$ $x_3$ phase diagram.
\[
\begin{align*}
\dot{x}_1 &= \frac{1}{c_1} \left[ -\frac{1}{R_6} x_1 + \frac{1}{R_6} \left( \frac{R_6}{R_6} \right) (-x_2) \right] \\
\dot{x}_2 &= \frac{1}{c_2} \left[ -\frac{1}{R_{10}} \left( \frac{R_6}{R_6} \right) (-x_1) + \frac{1}{R_6} x_2 + \frac{1}{R_6} \left( \frac{R_6}{R_6} \right) x_3 \right] \\
\dot{x}_3 &= \frac{1}{c_3} \left[ -\frac{1}{R_{14}} \left( \frac{R_6}{R_6} \right) (-x_2) + \frac{1}{R_6} \left( \frac{R_6}{R_6} \right) (-x_1) x_3 + \frac{1}{R_6} x_3 + \frac{1}{R_6} \left( \frac{R_6}{R_6} \right) (-x_4) \right] \\
\dot{x}_4 &= \frac{1}{c_4} \left[ -\frac{1}{R_{20}} x_1 + \frac{1}{R_{13}} \left( \frac{R_6}{R_6} \right) x_3 + \frac{1}{R_6} x_4 \right]
\end{align*}
\]

After performing the necessary calculations, the values of the circuit elements were determined as follows: \( R_1 = 0.833 \, k\Omega \), \( R_2 = 0.333 \, k\Omega \), \( R_3 = R_4 = R_8 = R_9 = R_{15} = R_{16} = 100 \, k\Omega \), \( R_5 = 5 \, k\Omega \), \( R_6 = R_{11} = R_{17} = 10 \, k\Omega \), \( R_7 = R_{12} = R_{13} = 1 \, k\Omega \), \( R_{10} = R_{20} = 0.222 \, k\Omega \), \( R_{14} = 0.666 \, k\Omega \) and \( C_1 = C_2 = C_3 = C_4 = 100 \, \mu\text{F} \). The Multisim model of the circuit is illustrated in Figure 9. The circuit model encompasses seven operational amplifiers (TL084ACN), four capacitors, three multipliers (IC AD633), and eighteen resistors.

![Figure 9. Electronic circuit diagram of the proposed hyperchaotic system.](image-url)
When the circuit simulation is run, the oscilloscope images showing the phase diagrams of the states are as shown in Figure 10.

Figure 10. (a) Multisim $x_1$ $x_2$ phase diagram of the hyperchaotic system; (b) Multisim $x_1$ $x_4$ phase diagram of the hyperchaotic system.

Similarity was observed between the graphs obtained from the numerical simulation program MATLAB 2021a and the electronic circuit simulation software. Multisim provides a strong confirmation for hyperchaotic attractors. Thoroughly comparing the output data from both software tools shows that there is a significant degree of consistency in the way attractors dynamically behave under different settings and how easily they alter. These results validate the presence of attractors in the hypothesized hyperchaotic system.

Finally, consistency between the electrical circuit simulation findings and numerical simulation results provides a solid theoretical foundation for the actual implementation of the novel hyperchaotic system, while also confirming the feasibility of the system. It provides a strong basis for the application of novel hyperchaotic systems in various domains.

4. Adaptive Observer Based Synchronization of the Proposed Hyperchaotic System

Hyperchaotic systems, which form a separate category within nonlinear systems, are typically characterized by a set of nonlinear differential equations. It is a prevalent practice to decompose a hyperchaotic dynamical system into two components: the linear component and the nonlinear component. In instances where the hyperchaotic dynamical system involves unknown parameters and is influenced by unidentified disturbances, it is often expressed in the form of (10) [36]:

$$\dot{x} = Ax + Bf(x) + Bg(x)\theta + B\eta(x, t)$$

(10)

Here, $x \in R^n$ represents the state vector; $\theta \in R^p$ is the vector of unknown parameters; $\eta \in R^q$ is the external disturbance vector; and $A \in R^{n \times n}$ and $B \in R^{n \times p}$ are known matrices. Additionally, $f(\cdot) \in R^p$ is a nonlinear function vector, and $g(\cdot) \in R^{q \times p}$ is a matrix of functions. The matching condition is satisfied by the external disturbance vector, the parameter uncertainty vector and the nonlinear function vector.

It is noteworthy that many hyperchaotic systems can be reformulated into the same structure as (10). For instance, the Lorenz hyperchaotic system can be expressed in the form of (11):

$$\begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix} = \begin{bmatrix} -a \\ -1 \\ 0 \\ r \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} x_1 x_3 \\ -1 \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} -x_1 \\ 0 \\ 0 \\ -x_3 \end{bmatrix} \begin{bmatrix} c \\ b \end{bmatrix}$$

(11)

Here, $a$ is known but $c$ and $b$ are unknown.
We tackle the synchronization challenge of (10) employing the driver–response configuration. In this setup, if the system represented by (10) is designated as the drive system, a corresponding response system needs to be formulated to synchronize with the drive system using a designated driving signal. To achieve this, certain essential assumptions must be fulfilled.

Firstly, the Lipschitz condition is articulated. It is required that the nonlinear function vector \( f(x) \) and the matrix \( g(x) \) adhere to the Lipschitz condition:

\[
\begin{align*}
\|f(x) - f(\hat{x})\| &\leq k_f \|x - \hat{x}\| \\
\|g(x) - g(\hat{x})\| &\leq k_g \|x - \hat{x}\|
\end{align*}
\]  

(12)

Here, the Lipschitz constants \( k_f \) and \( k_g \) are considered unknown.

Secondly, the uncertain parameter \( \theta \) and the external disturbance \( \eta \) are subject to norm bounds defined by two unknown positive constants, denoted as \( \delta_\theta \) and \( \delta_\eta \), respectively.

Thirdly, in pursuit of the objective of hyperchaotic synchronization, it is typically necessary to design artificial output information.

The initial step involves determining a matrix \( C_1 \in \mathbb{R}^{1\times n} \) such that the matrix \( (C_1^T A) \) is observable, and there exists a matrix \( L \) such that the Lyapunov equation \( (A - LC_1)^T P + P(A - LC_1) = -Q \) has a positive definite matrix solution \( P \) for a given positive definite matrix \( Q \).

The second step is to specify \( B^T P = C_2 \). If there exists a matrix \( H \in \mathbb{R}^{r \times p} \) such that \( C_2 = HC_1 \), then the output matrix of the drive system must be \( C = C_1 \); otherwise, it will be \( C = (C_1^T C_2^T)^T \). In our study, we assume the absence of such an \( H \) matrix. Therefore, we set our system output as \( y = (y_1^T, y_2^T)^T = (C_1^T C_2^T)^T x \).

To synchronize the system presented in (8), an adaptive observer-based response system is designed. This design is illustrated in (11):

\[
\dot{x} = A\dot{x} + B f(\dot{x}) + B g(\dot{x})\dot{\theta} + \frac{1}{2} \tilde{k} B(y_2 - C_2 \dot{x}) + L(y_1 - C_1 \dot{x}) + a(t)
\]

(13)

Here, \( \dot{\theta} \) and \( \tilde{k} \) symbolize the answers to two adaptation laws that are still to be found, and \( a(t) \) is a further control rule that will be defined later [37]. The error signals are \( e = x - \hat{x} \), \( \tilde{\theta} = \theta - \hat{\theta} \) and \( \tilde{k} = k - \hat{k} \). Here, \( k \) is a constant to be determined. Utilizing (10) and (13), the error dynamics are expressed as follows:

\[
\dot{e} = (A - LC_1) e + B(f(x) - f(\hat{x})) + B(g(x)\dot{\theta} - g(\dot{x})\dot{\theta}) - \frac{1}{2} \tilde{k} B(y_2 - C_2 \dot{x}) + B\eta - a
\]

(14)

The synchronization problem thus transforms into ensuring the stability of the error dynamics. The response system can achieve global synchronization with the drive system if it attains global stability at the origin.

We assume the validity of the assumptions for both the driver system and the response system. The response system can synchronize with the driver system under certain conditions.

Firstly, the adaptation laws for \( \dot{\theta} \) and \( \tilde{k} \) are selected as given in (15) and (16):

\[
\dot{\theta} = l_\theta g(\hat{x})^T(y_2 - C_2 \hat{x})
\]

(15)

\[
\tilde{k} = l_k \|y_2 - C_2 \hat{x}\|^2
\]

(16)

Here, the positive constants \( l_\theta \) and \( l_k \) are chosen appropriately.

The additional control law \( a(t) \) is chosen as (17):

\[
a(t) = r(t) B(y_2 - C_2 \hat{x})
\]

(17)
The value of $r(t)$ used in (17) is shown in (18):
\[ r(t) \geq \frac{\varepsilon_f}{2(y_2 - C_2 \hat{x})^T} \]  \hspace{1cm} (18)

Building upon Assumption 3 and the Kalman and Yakubovich Lemma, two positive definite matrices, denoted as $P = P^T$ and $Q = Q^T$ [38], are introduced. These matrices are considered valid for the algebraic equation.

\[ (A - LC_1)^T P + P(A - LC_1) = -Q, \quad B^T P = C_2 \]  \hspace{1cm} (19)

To prove the stability of the error dynamics given in (14), let us consider the Lyapunov function candidate given in (20):

\[ V = e^T Pe + \frac{1}{2} l_k^{-1} \hat{k}^2 + \frac{1}{t^2} \varepsilon_1^2 \]  \hspace{1cm} (20)

The derivative of (20) with respect to time becomes (21):

\[ \dot{V} = e^T \left[ (A - LC_1)^T P + P(A - LC_1) \right] e + l_k^{-1} \hat{k}^2 + \frac{2}{t^2} \varepsilon_1 \theta + 2e^T PB (f(x) - f(\hat{x})) \]
\[ + 2e^T PB \hat{y} - 2e^T P \varepsilon_1 + 2e^T PB (g(x)\theta - g(\hat{x})\hat{\theta}) - \varepsilon_2 e^T PB (y_2 - C_2 \hat{x}) \]  \hspace{1cm} (21)

If we then rewrite Equation (21) taking into account the law of adaptation given in (15), we obtain (22):

\[ \dot{V} = -e^T Q e + l_k^{-1} \hat{k}^2 + 2e^T C_2^T (f(x) - f(\hat{x})) - \varepsilon_2 e^T C_2^T C_2 e + 2e^T C_2^T \varepsilon_1 \]
\[ + 2e^T C_2^T (g(x)\theta - g(\hat{x})\hat{\theta}) \]  \hspace{1cm} (22)

Given the first assumption, we obtain the inequalities shown in (23):

\[ 2e^T C_2^T (f(x) - f(\hat{x})) \leq 2k_f \| C_2 e \| \| x - \hat{x} \| \leq \frac{k_f}{\varepsilon_f} \| C_2 e \|^2 + \varepsilon_f \| e \|^2 \]
\[ 2e^T C_2^T (g(x)\theta - g(\hat{x})\hat{\theta}) \leq 2k_\theta \| C_2 e \| \| \varepsilon_1 \| \leq \frac{k_\theta}{\varepsilon_\theta} \| C_2 e \|^2 + \varepsilon_\theta \| e \|^2 \]
\[ 2e^T C_2^T \varepsilon_1 \leq 2 \varepsilon_1 \| C_2 e \| \leq \frac{\varepsilon_1}{\varepsilon_1} \| C_2 e \|^2 + \varepsilon_1 \]  \hspace{1cm} (23)

Here, $\varepsilon_f$, $\varepsilon_\theta$ and $\varepsilon_\eta$ are three appropriate positive constants. Equation (24) is then obtained:

\[ \dot{V} \leq e^T \left[ (A - LC_1)^T P + P(A - LC_1) + \varepsilon_f I_n + \varepsilon_\theta I_n + \varepsilon_\eta I_n \right] e + l_k^{-1} \hat{k}^2 \]
\[ + \left[ \frac{k_f^2}{\varepsilon_f^2} + \frac{k_\theta^2}{\varepsilon_\theta^2} + \frac{2}{\varepsilon_\eta} \right] \| C_2 e \|^2 - \varepsilon_2 \| C_2 e \|^2 + \varepsilon_\eta - 2e^T P \varepsilon_1 \]  \hspace{1cm} (24)

If we modify (24) with the adaptation law given in (15) and the control law given in (17), we obtain (25):

\[ \dot{V} \leq e^T \left[ (A - LC)^T P + P(A - LC) + \varepsilon_f I_n + \varepsilon_\theta I_n + \varepsilon_\eta I_n \right] e \]  \hspace{1cm} (25)

From the inequality provided in (25), it can be deduced that the independent parameters $\varepsilon_f$ and $\varepsilon_\theta$ can be chosen to be sufficiently small, ensuring $\dot{V} < 0$ for all non-zero states. Consequently, the error dynamics presented in (14) can achieve asymptotic stability. In
other words, the drive system given in (10) and the response system given in (13) can be synchronized.

In (24), not only the unknown Lipschitz constants $k_f$ and $k_g$, but also the unknown limits $\delta_0$ and $\delta_T$ can be encompassed within the constant $k$, which can be adaptively tuned by the adaptation law provided in (16). Moreover, if the constants $\varepsilon_f$ and $\varepsilon_g$ are chosen to be sufficiently small, the stability of the error dynamics in (14) can be guaranteed.

The initial concept of the control law can be traced back to the work by Guv and Poon [39]. Evidently, as the error $y - C\hat{x}$ approaches zero, the magnitude of $\alpha(t)$ will escalate indefinitely and render computational feasibility unattainable. In practical applications, we can substitute the control law $r(t)$ with (26):

$$r(t) \geq \frac{\varepsilon}{2 \|y - C\hat{x}\|} \quad \text{if} \quad \|e\| \geq \varepsilon$$

$$r(t) = 0 \quad \text{if} \quad \|e\| < \varepsilon$$

Here, $\varepsilon$ is a sufficiently small positive constant [39]. Consequently, the state error will remain within a neighborhood of the origin.

Hua et al. [40] first proposed the idea of adaptation for unknown Lipschitz constants in order to manage chaotic systems. We expand on this idea in this thesis to synchronize a larger class of hyperchaotic systems that have external disturbances and parameter uncertainty. A control rule can be used to achieve synchronization if the hyperchaotic systems meet the rigorous positive real condition.

Numerical Simulation

In this section of the paper, the effectiveness of adaptive observer-based synchronization for the proposed hyperchaotic system will be demonstrated. The dynamics of the hyperchaotic system are depicted in (27):

$$\begin{align*}
x_1 &= -12x_1 + 30x_2 \\
x_2 &= bx_1 - x_2 - x_1x_3 \\
x_3 &= ax_2 + x_1x_2 - x_3 + x_4 \\
x_4 &= -x_3b + x_1x_3 - 2x_4
\end{align*}$$

(27)

It is established that the system exhibits hyperchaotic behavior for $a = 15$ and $b = 45$. Let us consider that the parameter $b$ is unknown, and $a$ has a perturbation of $\Delta a = 0.03 \sin(2t)$. The relevant matrices $A$, $B$, and $C$ for the hyperchaotic system presented in system (27) are provided in (28)–(30):

$$A = \begin{bmatrix}
-12 & 30 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & a & -1 \\
0 & 0 & 0 & -2
\end{bmatrix}$$

(28)

$$B = \begin{bmatrix}
0 & 0 \\
-1 & 0 \\
0 & 1 \\
1 & 0
\end{bmatrix}$$

(29)

$$C_1 = [1 \quad 1 \quad 1 \quad 0]$$

(30)

Furthermore, we define $f(x) = \begin{bmatrix} x_1x_3 \\ x_1x_2 \end{bmatrix}$, $g(x) = \begin{bmatrix} -x_1 \\ 0 \end{bmatrix}$ and $\eta(x, t) = \begin{bmatrix} 0 \\ \Delta a x_2 \end{bmatrix}$. It is evident that the pair $(C, A)$ is observable. Therefore, the gain matrix $L$ is selected as $L = [-3.5107 \quad 0.1818 \quad 1.328 \quad -0.8]^T$ such that the eigenvalues of the matrix $A - LC_1$ are $-6$, $-4$, $-2 + i$ and $-2 - i$. Moreover, the symmetric positive definite matrices provided in (31) and (32) satisfy (19):
As mentioned before, the adaptive observer-based response system is designed as (33):

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4 \\
\end{bmatrix} =
\begin{bmatrix}
-12 & 30 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & a & -1 & 1 \\
0 & 0 & 0 & -2 \\
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
\end{bmatrix} +
\begin{bmatrix}
0 & 0 \\
-1 & 0 \\
0 & 1 \\
1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4 \\
\end{bmatrix} +
\begin{bmatrix}
0 & 0 \\
-1 & 0 \\
0 & 1 \\
1 & 0 \\
\end{bmatrix}
\begin{bmatrix}
-x_1 \\
-x_2 \\
-x_3 \\
-x_4 \\
\end{bmatrix} +
\begin{bmatrix}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
\ddot{x}_1 \\
\ddot{x}_2 \\
\ddot{x}_3 \\
\ddot{x}_4 \\
\end{bmatrix}
(33)
\]

The values of \( r(t), \varepsilon_r = 1 \) and \( \varepsilon = 0.01 \) used here are related to the inequalities given in (26) and the laws of adaptation on \( \hat{b} \) and \( \hat{k} \) are (34) and (35):

\[
\dot{\hat{b}} = l_b \begin{bmatrix}
-\hat{x}_1 \\
0 \\
0 \\
0 \\
\end{bmatrix}^T (y_2 - C_2 \hat{x})
(34)
\]

\[
\dot{\hat{k}} = l_k \|y_2 - C_2 \hat{x}\|^2
(35)
\]

Here, \( l_b = 1 \) and \( l_k = 1 \). The values for the free parameters \( \varepsilon_f \) and \( \varepsilon_g \), as given in (25), are set to 1. As mentioned earlier, \( C_2 = \begin{bmatrix}
0.3771 & -123.7596 & -0.0145 & 7.6197 \\
0.3903 & 0.2553 & 2.2728 & 0.2408 \\
\end{bmatrix} \) based on the equation \( B^T P = C_2 \).

The initial conditions for the simulation are \( x_1(0) = 1, x_2(0) = 1, x_3(0) = 1, x_4(0) = 1 \) and \( \hat{x}_1(0) = 2, \hat{x}_2(0) = 5, \hat{x}_3(0) = 4, \hat{x}_4(0) = 2 \) and \( \hat{b}(0) = 10, \hat{k}(0) = 10 \). The synchronization errors are depicted in Figure 11.

As can be seen in Figure 8, the synchronization error quickly goes to 0. Therefore, it can be said that the synchronization is successful. When other studies in the literature are examined, the synchronization speed and robustness have been very successful. The estimated \( b \) value after synchronization is shown in Figure 12.

The \( b \) parameter is equal to 45, consistent with the value in the drive system. This suggests that the response system can synchronize with the proposed hyperchaotic system, even in the presence of unknown Lipschitz constants on the function matrices and unknown bounds on uncertainties. As can be seen, the designed structure quickly resisted the parameter uncertainty and predicted the required \( b \) value. In summary, the proposed adaptive observer-based response system effectively achieves synchronization with the hyperchaotic system.
Figure 11. The synchronization errors.

Figure 12. Estimation of unknown parameter $b$.

5. Application for Secure Communication

In secure communication applications, hyperchaotic synchronization is highly relevant. The simplicity of its implementation in secure communication systems serves as a crucial example of this. The suggested communication system is shown in Figure 13.

At the receiving end of the connection, there is a transmitter (driving) and a receiver (response).
Figure 13. Secure communication system with chaotic masking.

The information signal and the chaotic transmitter’s output combine to generate the sent signal. The information is deliberately included into the driving mechanism to create the transmitter. Therefore, the transmitter is the synchronized hyperchaotic system with the additional information signal. The system (36) expresses the used system:

\[ \dot{x} = Ax + Bf(x) + Bg(x)\theta + B\eta(x,t) \]
\[ y'_1 = y_1 + s(t) \] (36)

Here, \( s \in \mathbb{R} \) represents the information signal and \( y'_1(t) \) is one of the transmitted signals guiding the receiver in the hyperchaotic system. Another transmitted signal is formulated as \( y'_2 = y_2 = C_2x \). Following synchronization, the recovery of the information signal \( \hat{s}(t) \) can be achieved as detailed in (37):

\[ \hat{s}(t) = y'_1(t) - C_1\hat{x}(t) \] (37)

We acknowledge that the error dynamics are governed by (14) during the synchronization design. Therefore, akin to its proof, it is concluded that the transmitter can be synchronized. Upon the completion of synchronization, the following function is attained (38):

\[ \lim_{t \to \infty} \hat{s}(t) = \lim_{t \to \infty} (y'_1(t) - C_1\hat{x}(t)) = \lim_{t \to \infty} (C_1x(t) + s(t) - C_1\hat{x}(t)) = \lim_{t \to \infty} s(t) \] (38)

This signifies the successful recovery of the information signal. For the simulation, the values employed during synchronization are utilized and \( s(t) = 1.2\sin(2t) \) is considered as the information signal. The information signal is depicted and the two transmission signals are formulated as \( y'_1(t) = C_1x(t) + s(t) \) and \( y'_2 = C_2x \). The information signal \( s(t) \), the signal \( y'_1 \) masked (i.e., encrypted, with the transmitted information signal) and the \( s(t) \) signal obtained after synchronization and the recovery error after secure communication are illustrated in Figure 14.

As can be seen in Figure 14c, the encrypted signal shown in Figure 14b is decrypted by the receiver in a very short time and the information signal is obtained. The simulation results prove that the secure communication design is successful.
Figure 14. (a) Information signal; (b) transmitted encrypted signal; (c) the signal obtained after synchronization; (d) recovery error.

6. Conclusions

Our study addresses current challenges in chaotic systems, specifically focusing on the introduction and analysis of a novel hyperchaotic system. Through dynamic analysis, it is concluded that there is significant hyperchaotic behavior, paving the way for novel applications in secure communication. To validate the physical feasibility of our proposed system, an equivalent electronic circuit (see Figure 9) was created. The success of our adaptive observer-based synchronization under parameter uncertainty demonstrates a robust solution to real-world scenarios. This synchronization method, analyzed through Lyapunov stability theory, showcases its effectiveness by converging the synchronization error to 0 and accurately estimating unknown parameter values. The application of adaptive observer-based hyperchaotic system synchronization to secure communication, employing the chaotic masking method (see Figure 13), adds a layer of practical significance. Our system not only ensures the secure transmission of information but also successfully decodes the masked signal at the receiving end. Our study contributes to the understanding and application of hyperchaotic systems, with notable findings in both theoretical and practical domains. However, it is crucial to acknowledge limitations. While our methodology demonstrates success in simulation, future work should involve implementing the proposed system in hardware-based applications to bridge the gap between simulation and real-world scenarios. In conclusion, our research not only highlights the dynamic properties of the proposed hyperchaotic system but also showcases a synchronization method with promising applications in secure communication. By addressing current challenges, presenting innovative solutions and acknowledging the path forward, we contribute to
the advancement of chaotic systems research and open avenues for future exploration and refinement.
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