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Abstract: Images of underwater environments suffer from contrast degradation, reduced clarity, and information attenuation. The traditional method is the global estimate of polarization. However, targets in water often have complex polarization properties. For low polarization regions, since the polarization is similar to the polarization of background, it is difficult to distinguish between target and non-targeted regions when using traditional methods. Therefore, this paper proposes a joint evaluation and partition fusion method. First, we use histogram stretching methods for preprocessing two polarized orthogonal images, which increases the image contrast and enhances the image detail information. Then, the target is partitioned according to the values of each pixel point of the polarization image, and the low and high polarization target regions are extracted based on polarization values. To address the practical problem, the low polarization region is recovered using the polarization difference method, and the high polarization region is recovered using the joint estimation of multiple optimization metrics. Finally, the low polarization region is recovered using the polarization difference method, and the high polarization region is recovered using the joint estimation of multiple optimization metrics. The results of the experimental evaluation indexes, EME, Entropy, and Contrast, show that our method performs significantly better than the other methods, which confirms the feasibility of this paper’s algorithm for application in specific underwater scenarios.
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1. Introduction

Underwater image restoration technology is widely used in marine archaeology, deep-sea exploration, marine equipment manufacturing, marine ecological protection, and marine biology research [1,2]. The degradation of underwater images hinders further exploration of the oceans, causing a rise in the use of underwater image restoration and detection technology. During the propagation of underwater light, the transmission through water is reduced due to absorption, so the underwater image obtained will become blurred, the color will be distorted, and the image contrast and image brightness will be reduced [3,4].

In order to solve the problems of underwater image blurring and information attenuation, many scholars have proposed a series of methods to improve the quality of underwater imaging. Bazeille et al. enhanced the contrast of underwater images by preprocessing methods such as wavelet denoising and color balancing [5]. He et al. proposed an image enhancement algorithm based on dark channel prior (DCP) [6]. Galdran et al. optimized the dark channel prior (DCP) algorithm by improving the DCP algorithm using inverse red channel and blue-green channel minimization and introducing saturation information to subtract the effect of the active light source [7].
Traditional intensity-camera-captured underwater images cannot obtain accurate and reliable underwater image information, and cannot meet the actual needs of scientific researchers and explorers. In contrast, underwater image restoration based on polarization information is widely used nowadays [8]. Polarization imaging is able to separate the target and backscattered light from the target to obtain multi-dimensional information. Polarization is one of the intrinsic properties of light, and the underwater image recovery method based on polarization information usually collects polarized images in the same scene, combines the polarization information, and separates the background light and the target light, so as to achieve the purpose of recovering underwater images.

Combining the polarization information, Schechner proposed a physical model-based algorithm to invert the underwater image degradation process; it takes into account the causes of image degradation and estimates the parameters in the underwater imaging model, which are effective in improving the visibility of degraded images to some extent. However, this method assumes that the light is uniform, but has some limitations [9,10].

Since then, more and more researchers have improved upon this model. The traditional methods are poor for the recovery of highly polarized objects, and Huang proposed a method based on curve fitting to estimate the transmittance and background light [11]. With this method, highly polarized objects in water can be well recovered. However, due to the introduction of a large number of nonlinear calculations, although the results are optimized, the processing time increases substantially. Hu proposed a transmittance correction method [12] that uses a simple polynomial fit to correct the transmittance of objects with high polarization. The processing time of this method was significantly reduced compared to that of the method of Huang et al. Recently, Li et al. recovered images based on the fact that polarization information has low-order properties, breaking through the limitations of the assumption of backward-scattered light in traditional polarization imaging methods [13].

Traditional methods are globally optimal for the entire image, but not for each target within the image. This may result in some targets not receiving image enhancement or even receiving degradation. Zhang et al. extracted the connectivity domain of low polarization and high polarization targets by rotating the polarization angle, which realized the transition from the global optimal estimation to the local optimal estimation [14].

Recently li et al. also performed multiple partitions based on the polarization value of a target and recovered the partitions with different polarization values separately, but the method has too many partitions, which rather affects the quality of the final fused image [15]. Meanwhile, li [16] et al. proposed a polarization parameter partitioning optimization recovery method for degraded underwater images, which allowed for the recovery of multiple targets, optimized the extraction method of different targets, and solved the problem that some of the targets could not be adequately recovered in the overall image. However, the method has certain shortcomings in recovering low polarization regions.

The traditional method is to estimate the polarization of the whole image. But targets in water often have complex polarization properties. For low polarization regions, since their polarization is similar to the polarization of backscattered light, it is difficult to distinguish between target and non-targeted regions when using traditional methods of recovery; the recovered image is darkened and not even distinguishable from the background. Wang et al. proposed a non-uniform illumination active underwater polarization imaging method based on complex polarization characteristics [17]. The recovery effect of this method is remarkable, and the EME index of the recovered image is improved significantly. However, in the case of a large gap between the polarization characteristics of the target, the recovery effect of his method is not satisfactory, and both the low polarization region and the high polarization region are not fully recovered, while our method proposed in this paper can perfectly solve this problem. The aim of our article is to recover the overall region efficiently when the target polarization characteristics are complex.

In summary, the main organization of this paper can be summarized as follows: In Section 2.1, we first describe the scientific model of the imaging system and introduce the
overall flow of the algorithm, which lays the foundation for the following. In Section 2.2, we preprocess Imin and Imax. In Section 2.3, we analyze the high and low polarization regions, and in Section 2.4, we recover the low polarization regions using polarization differencing. In Section 2.5, we estimate the target polarization using a joint evaluation, and fuse the high and low polarization regions. The experimental scenario and environment of this paper are described in Section 2.6. The experimental results are presented in Section 3. Finally, the full paper is summarized in Section 4.

2. Underwater Degraded Image Restoration Methods
2.1. Underwater Polarization Image Restoration Model

Most of the current methods, which are based on the Jaffe–McGlamer model, improve and optimize this basic underwater physical model. In this paper, this consists of an active light source, a polarizer, detection target, turbid water, polarizer, and polarization camera. Analyzing the known scattering properties of light, it can be seen that the information received by the polarization imaging model consists of a target light component, a forward-scattering component and a backward-scattering component. Target light is emitted by an active light source that is reflected on the surface of the target object. Forward-scattered light is reflected from the target, which is scattered by impurities in the water before entering the camera. Scattering is the cause of blurred images and the loss of contrast. Therefore, the construction of an underwater polarization image clarity model can effectively separate the forward and backward scattering information in the image and recover the target light, as shown in Figure 1a. Since the intensity of forward-scattered light is extremely low compared to backscattered light, considering forward-scattered light within the model will significantly increase the complexity of the algorithm and will not have much effect on the improvement of image quality. Therefore, this paper focuses on the relationship between the target light and the backscattered light in the underwater polarization imaging.

![Schematic diagram of underwater polarization imaging](image1)

**Figure 1.** (a) Schematic diagram of underwater polarization imaging of active light; (b) polarization orthogonal images.

Based on the active light underwater polarization imaging schematic, we know that the total optical signal $I$ received by the system is expressed as:

$$I(x,y) = S(x,y) + B(x,y)$$

where $I(x,y)$ is the image obtained by the underwater polarization imaging system, which is the original information received by the camera, $S(x,y)$ is the reflected light from the target, and $B(x,y)$ is the backscattered light. The goal of underwater image restoration is to solve $S(x,y)$ to overcome the effect of the backscattered light $B(x,y)$ in the original image $I(x,y)$.

In this paper, the polarization information of light is described by Stokes vectors (parameters $I$, $Q$, $U$, $V$), and a representation of Stokes vectors can be derived

$$I = I(0^\circ, 0) + I(90^\circ, 0)$$
\[ Q = I(0^\circ, 0) - I(90^\circ, 0) \] (3)

\[ U = I(45^\circ, 0) - I(135^\circ, 0) \] (4)

\[ V = I(45^\circ, \pi/2) - I(135^\circ, \pi/2) \] (5)

where \( I \) denotes the total light intensity, which is the sum of the light intensity components in the two polarization directions of 0° and 90°, \( Q \) denotes the difference between the light intensity components in the two polarization directions of 0° and 90°, \( U \) denotes the difference between the linearly polarized light components in the two polarization directions of 45° and 135°, and \( V \) is the difference between the left rotationally polarized light and the right rotationally polarized light. In this paper, we mainly use line-polarized light for the original information acquisition, and do not acquire circularly polarized light, and the line polarization degree is used in the subsequent calculations, so we assume that the circularly polarized parameter \( V = 0 \). This assumption has a negligible effect on the subsequent image restoration, and can be ignored. According to the definition of polarization degree, the line polarization degree is expressed as follows:

\[ P = \sqrt{\frac{Q^2 + U^2}{I}} \] (6)

The equations for the fitted curves of light intensity at different polarization angles are as follows:

\[ I(\alpha) = \frac{[I + Q\cos 2\alpha + U\sin 2\alpha]}{2} \] (7)

where \( \alpha \) is the angle between the polarization direction and the standard direction. Using the multi-channel real-time polarization detection system to obtain 0°, 45°, 90°, 135°, four different polarization angle images combined with the Stokes vector can be solved for \( I, Q, U \). Substituting these into Formula (7), the different polarization angle can be found when the light intensity image is \( I(\alpha) \). The two polarization images with the maximum and minimum light intensity can be obtained by following \( I(\alpha) \), and their polarization angles are orthogonal, which are written as \( I_{\text{max}}(x, y) \) and \( I_{\text{min}}(x, y) \), according to the intensity, respectively, as shown in Figure 1b.

Combined with Equation (1), the two polarized images with the maximum and minimum light intensities can also be represented by backscattered light and light reflected from the target:

\[ I_{\text{max}}(x, y) = S_{\text{max}}(x, y) + B_{\text{max}}(x, y) \] (8)

\[ I_{\text{min}}(x, y) = S_{\text{min}}(x, y) + B_{\text{min}}(x, y) \] (9)

\( S_{\text{max}}(x, y) \) and \( B_{\text{max}}(x, y) \) in Equation (8) are the target reflected and backscattered light at the maximum light intensity, respectively. Similarly, \( S_{\text{min}}(x, y) \) and \( B_{\text{min}}(x, y) \) in Equation (9) are the target reflected light and backward-scattered light when the light intensity is at the minimum, respectively.

Based on the definition of polarizability, the polarizability of backscattered light \( P_{\text{scat}} \) can be derived as follows:

\[ P_{\text{scat}} = \frac{B_{\text{max}}(x, y) - B_{\text{min}}(x, y)}{B_{\text{max}}(x, y) + B_{\text{min}}(x, y)} \] (10)

Similarly, the target light polarization \( P_{\text{tar}} \) can be expressed as Equation (11) as follows:

\[ P_{\text{tar}} = \frac{S_{\text{max}}(x, y) - S_{\text{min}}(x, y)}{S_{\text{max}}(x, y) + S_{\text{min}}(x, y)} \] (11)
Associating Equations (8) and (9) yields the total light intensity of the image expressed as $I_{total}$, and the coordinate quantity $(x, y)$ is omitted for the sake of concise representation:

$$I_{total} = I_{max} + I_{min} = B + S$$

(12)

The association of Equations (8)–(11) yields:

$$I_{max} - I_{min} = P_{scat} \cdot B + P_{tar} \cdot S$$

(13)

Therefore, according to Equations (12) and (13), we can solve the target reflected light $S$ and backscattered light $B$:

$$S = \frac{1}{P_{scat} - P_{tar}} [I_{min}(1 + P_{scat}) - I_{max}(1 - P_{scat})]$$

(14)

$$B = \frac{1}{P_{scat} - P_{tar}} [I_{min}(1 - P_{tar}) - I_{max}(1 + P_{tar})]$$

(15)

After the above derivation, according to Equations (14) and (15), based on the original information of the underwater polarization image, the recovered image can be derived by solving $P_{tar}, P_{scat}, I_{min}, I_{max}$.

We aim to recover the overall region efficiently when the target polarization characteristics are complex. This paper further builds on reference [16]. First, we use histogram stretching methods for preprocessing two polarized orthogonal images, this increases the image contrast and enhances the image detail information. Then, the target is partitioned according to the values of each pixel point of the polarization image, and the low and high polarization target regions are extracted based on the polarization values. To address the practical problem, the low polarization region is recovered using the polarization difference method, and the high polarization region is recovered using the joint estimation of multiple optimization metrics. Finally, the low polarization and the high polarization regions are fused, as shown in Figure 2.

![Figure 2. Overall flowchart.](image)

2.2. $I_{min}, I_{max}$ Pre-Processing

As turbidity increases, the target region $S(x, y)$ becomes fuzzy, and the interference $B(x, y)$, caused by the turbid medium, and the ratio (sharpness) $\gamma = S(x, y) / B(x, y)$ become smaller, causing low contrast in the image. As in reference [18], the imaging quality in turbid environments can eventually be improved by utilizing the polarization orthogonal
image contrast enhancement preprocessing method proposed in this paper [18]. Since there is a polarization relationship between two orthogonally polarized images, contrast enhancement of each of the two orthogonally polarized images may destroy this polarization relationship, which would make the polarization characteristics not guaranteed.

\[
P(x, y) = \frac{I_{\text{max}}(x, y) - I_{\text{min}}(x, y)}{I_{\text{max}}(x, y) + I_{\text{min}}(x, y)}
\]

(16)

Polarizability is the most important and basic polarization parameter, and Equation (16) is the determinant [18]. This is also known as the Michelson contrast, which uses the maximum and minimum luminances (I). So, in order to maintain the polarization relationship, we only need to process one of the orthogonal images by the contrast enhancement method, and then obtain the other image according to the polarization relationship between the two images. In this paper, histogram stretching is performed on polarized orthogonal images; in the image’s gray-level histogram, it stretches the narrower gray level intervals to both ends. The contrast of the whole image is increased to achieve the effect of image enhancement.

\[
A = \min[I_{\text{min pro}}(x, y)]
\]

(17)

\[
B = \max[I_{\text{min pro}}(x, y)]
\]

(18)

\[
I_{\text{min pro}}(x, y) = \begin{cases} 
0 & f(x, y) \ll A \\
\frac{255}{B-A}(I_{\text{min pro}}(x, y) - A) & B > f(x, y) > A \\
255 & f(x, y) \gg B
\end{cases}
\]

(19)

where \(A\) is the maximum gray level, \(B\) is the minimum gray level, \(f(x, y)\) is the original image, and \(I_{\text{min pro}}(x, y)\) is the stretched image.

\[
I_{\text{max pro}}(x, y) = \frac{1 + P(x, y)}{1 - P(x, y)} I_{\text{min pro}}(x, y)
\]

(20)

There exists an intrinsic polarization relationship between the original orthogonally polarized image \(I_{\text{min}}, I_{\text{max}}\) pairs, as shown in Equation (16), and the polarization degree \(P(x, y)\) can be derived from Equation (6), and the same polarization relationship should be maintained between the preprocessed images. In addition, as in reference [18], due to the large information attenuation in turbid media, the “darkest” \(I_{\text{min}}\) image suffers from less backward scattering of light than the “brightest” \(I_{\text{max}}\) image [18]. In contrast, target light accounts for the largest percentage. Therefore, it is more effective to directly preprocess \(I_{\text{min}}\) for contrast enhancement. Combined with Equation (20), the preprocessed \(I_{\text{max}}\) can be obtained.

2.3. Analysis and Extraction of Low and High Polarization Regions

The traditional method is the global estimate of polarization; however, targets in the water often have complex polarization characteristics, and the use of the overall global estimation is likely to lead to poor restoration, and some areas are even degraded. In reality, the recovered target does not have only one polarization characteristic, so there will be defects when using the traditional method to recover the image. For the low polarization region, due to the similarity of its polarization and the backscattered light polarization, it is not possible to differentiate between the target and the background when recovering using the traditional method, which often results in the recovered image becoming darker, or even the same as the background, resulting in the low polarization region and the background being indistinguishable, as shown in Figure 3.
There is a certain gap between the polarization of high polarization objects and low polarization regions in the target, for example, the metal region has high polarization value, while the plastic and other regions have low polarization value. According to this characteristic, the high and low polarization regions in the target are screened out by the polarization partition, and the polarization image is obtained by the Stokes vector, according to Equation (8). Each pixel point of this image represents the polarization value of the corresponding point, and according to different polarization degrees, a reasonable polarization degree partition is established to facilitate the successful extraction of the high and low polarization regions of the target. Figure 3b shows a pseudo-color map of polarization, which shows that in this pseudo-color map, it is easy to filter and distinguish the two according to the differences in the polarization values of different regions, which is convenient for the extraction of different regions.

2.4. Polarization Difference Recovery in Low Polarization Region

Firstly, in this paper, the partitioned, pre-extracted images are subjected to maximum filtering; the advantage of maximum filtering is that it removes the dark spots present in the image and also increases the brightness of the image. It achieves the effect of enhancing the target outline and facilitates target extraction.

\[
g_{\text{choose}}(x, y) = \max_{(s,t) \in \Omega(x,y)} (I_{\text{choose}}^c(s,t))
\]

(21)

where \(I_{\text{choose}}^c\) is the image after the selected partition; \(\Omega(x,y)\) is the window at the pixel point; and \(c\) is the image three channels. After that, using the Otsu method, the image is binarized according to the probability of the variance distribution, and the target coordinate information is extracted separately. Next, edge recognition is performed using sobel operator, and finally, closure operation is performed to realize the extraction of multiple regions.

The Otsu method (OTSU) is an algorithm for determining the threshold for binarized segmentation of an image, which is also known as the maximum inter-class variance method; it divides an image into two parts, the background and the foreground, according to the gray scale characteristics of the image. Since the variance is a measure of the uniformity of the gray scale distribution, the larger the inter-class variance between the background and the foreground, the larger the difference between the two parts of the image. The advantages of this method are that it is simple to understand, fast to compute, and applicable to most image segmentation problems.
Given a grayscale image of size $M \times N$, $x$ is the gray value, $y$ is the gradient value, and $k$ is the number of gray levels. The probability of a pixel $n_{xy}$ is given by Equation (22):

$$P_{xy} = \frac{n_{xy}}{M \times N}$$  \hspace{1cm} (22)

The probabilities of background $A$ and target $B$ are shown in Equations (23) and (24).

$$P_A = \sum_{x=1}^{S} \sum_{y=1}^{t} P_{xy}$$  \hspace{1cm} (23)

$$P_B = \sum_{x=S+1}^{K} \sum_{y=t+1}^{K} P_{xy}$$  \hspace{1cm} (24)

where $s$ and $t$ are the mean gray level and gradient level of the segmentation threshold, respectively. The mean vectors $U_A$ and $U_B$ of background $A$ and target $B$ are, respectively, given by Equations (25) and (26).

$$U_A = (U_{Ax}, U_{Ay})^T = \left( \sum_{x=1}^{S} \sum_{y=1}^{t} \frac{x P_{xy}}{P_A}, \sum_{x=1}^{S} \sum_{y=1}^{t} \frac{y P_{xy}}{P_A} \right)^T$$  \hspace{1cm} (25)

$$U_B = (U_{Bx}, U_{By})^T = \left( \sum_{x=S+1}^{K} \sum_{y=t+1}^{K} \frac{x P_{xy}}{P_B}, \sum_{x=S+1}^{K} \sum_{y=t+1}^{K} \frac{y P_{xy}}{P_B} \right)^T$$  \hspace{1cm} (26)

The total mean vector $U$ of the image is as in Equation (27)

$$U = (U_x, U_y)^T = \left( \sum_{x=1}^{S} \sum_{y=1}^{t} x P_{xy}, \sum_{x=1}^{S} \sum_{y=1}^{t} y P_{xy} \right)^T$$  \hspace{1cm} (27)

The dispersion matrix between two pixels is given in Equation (28)

$$S_{(s,t)} = P_A (U_A - U) (U_A - U)^T + P_B (U_B - U) (U_B - U)^T$$  \hspace{1cm} (28)

The difference between the background and target classes is proportional to the discretization measure, so the optimal threshold $(s^*, t^*)$ is the threshold when the discretization is chosen to be maximum, as in Equation (29)

$$tr = \left( S_{(s^*, t^*)} \right) = \max \left( tr \left( S_{(s,t)} \right) \right)$$  \hspace{1cm} (29)

The Sobel operator belongs to the gradient magnitude detection operator; the basic idea is to find the weighted mean of the image and use the convolutional template to detect edges, then realize the edges of the detected image by the first-order differentiation calculation. Assuming that $f(x, y)$ represents an image, its gradient at the point $f(x, y)$ is defined as Equation (30).

$$\nabla f(x, y) = \begin{bmatrix} G_x \\ G_y \end{bmatrix} = \left[ \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y} \right]^T$$  \hspace{1cm} (30)

where $\nabla f(x, y)$ denotes the mode of gradient and its value is defined as in Equation (31).

$$\nabla f(x, y) = \left[ \left( \frac{\partial f}{\partial x} \right)^2 + \left( \frac{\partial f}{\partial y} \right)^2 \right]^{\frac{1}{2}}$$  \hspace{1cm} (31)
The Sobel operator contains convolutional templates in both horizontal and vertical directions, as shown below.

\[
\begin{bmatrix}
-1 & -2 & -1 \\
0 & 0 & 0 \\
1 & 2 & 1
\end{bmatrix}
\begin{bmatrix}
-1 & 0 & 1 \\
-2 & 0 & 2 \\
-1 & 0 & 1
\end{bmatrix}
\]

As can be seen from the previous section, using the traditional method to recover low polarization regions has defects, and the polarization difference method can overcome this defect; it uses two orthogonal polarization images for the difference, and low polarization regions are well recovered. Therefore, in this paper, the polarization difference method is used for the low polarization region. Assuming that the target light and the background scattered light are both perfectly linearly polarized, two orthogonally polarized images are then acquired and differenced. The active light source emits a light beam, which is first polarized by a linear polarizer \( P_1 \) and then irradiated onto the target \( T \). Another linear polarizer \( P_2 \) is placed in front of the detector to act as a detector, as shown in Figure 4. When the direction of polarization of \( P_2 \) is parallel to the direction of polarization of \( P_1 \), the image of light intensity parallel to the direction of polarization of the incident light can be obtained, denoted as \( I_{\text{co}} \). When you rotate \( P_2 \) so that its polarization direction is orthogonal to the polarization direction of \( P_1 \), you can obtain an image of the light intensity orthogonal to the polarization direction of the incident light, denoted as \( I_{\text{cross}} \) [19]. Polarization differential imaging is the difference between the light intensities of the above two mutually perpendicular polarization states: \( I_{\text{difference}} = I_{\text{co}} - I_{\text{cross}} \).

![Figure 4. Polarization difference diagram.](image)

2.5. Joint Estimation of Target Light Polarization

Cosine similarity, also known as cosine distance, is a measure of the difference between two images; it uses the cosine of the angle between two vectors in a vector space. A cosine value close to 1 indicates that the angle tends to 0, and the more similar the two vectors are, and a cosine value close to 0 indicates that the angle tends to 90 degrees, and the less similar the two vectors are. When images are similarly presented as a vector, the similarity of two pictures is characterized by computing the cosine distance. The cosine similarity algorithm transforms the feature set of each image into vectors in a high-dimensional space, and the cosine of the angle between two vectors can be effectively used to determine the similarity of two images.

\[
\cos(\theta) = \frac{\sum_{i=1}^{n} (S_i \cdot B_i)}{\sqrt{\sum_{i=1}^{n} (S_i)^2} \cdot \sqrt{\sum_{i=1}^{n} (B_i)^2}}
\] (32)
EME (Edge Model Estimation) is the expression of the degree of local gray scale variation of the image; the stronger the local gray scale variation of the image, the more detailed the representation of the image, and the higher the calculated EME value [20].

\[
EME = \left| \frac{1}{K_1 K_2} \sum_{i=1}^{K_2} \sum_{k=1}^{K_1} 20 \log \frac{\hat{r}_{max,k,l}(x, y)}{\hat{r}_{min,k,l}(x, y)} \right|
\]

According to Equation (33), the image is divided into \( K_1 \times K_2 \) small regions, and the logarithmic mean of the ratio of the largest to the smallest values of gray scale in each small region is calculated. The result obtained is the evaluation result. EME is often used to measure the quality of an image; the larger the value of EME, the better the quality of the image.

Using Iterative EME to estimate the target light polarization, in the range of 0 to 1, in steps of 0.01, is a common method. However, the estimation of the polarization of the target light only by EME also suffers from certain drawbacks. In most cases, when the polarization of the target light is too low, the image is poorly observed subjectively, with little structural and detailed similarity to the original image, but at this time, the image has a high EME value, which interferes with the use of EME to accurately estimate the polarization of the target light, as shown in Figure 5.

![Figure 5](image_url)

**Figure 5.** (a) Using traditional EME method to estimate \( P_{tar} \). The estimation results have low structural and detail similarity, but have high EME values; (b) EME single estimated target light polarization curve, where the horizontal coordinate represents the value of polarizability, and the vertical coordinate represents the value of EME.

To this end, a method for joint estimation of target light polarization by cosine similarity and EME is induced in this paper; comparing the target light (S) and the backscattered light (B), the target light polarization is first pre-estimated using cosine similarity in the range of 0 to 1, iteratively with a step size of 0.01. The initial optimized selections were screened to exclude cases where the estimation result had a low structural and detail similarity to the original image, but the result had a high EME value. Next, after screening, the EME was used to iteratively estimate the target polarization within the optimized selection area in steps of 0.01 to determine the final estimate. The specific process is shown in Figure 6 below.
2.6. Experimental Environment

The experimental environment is shown in Figure 7, and the main components include a polarization camera, a polarized light source, a linear polarizer, a glass water tank, and a target. The camera uses a color polarization camera TRIO50S-QC equipped with a Sony IMX250 MYR image sensor, which is a four-channel split-focus planar polarization camera that can simultaneously acquire polarized images at four polarization angles: 0°, 45°, 90°, and 135°, the maximum pixel size of each image is 2448 × 2048. This four-channel split-focus plane polarization camera solves the problem of poor recovery effect caused by the time delay and irregular movement of scattering particles. In the experiment, the target was irradiated using an active light source (Rawray 150 W LED lamp) with the addition of a USP-50C0.4-38 linear polarizer, and the target was placed in a transparent, high-transparency acrylic tank (with a transmittance of 96%). And the inside of the tank was covered with a black coating to avoid interference from ambient light outside the lab. And in order to simulate the turbidity of natural water, milk was added to the water, and the turbidity was changed by quantitatively adding an amount of skimmed milk (1200:5), which was used to simulate the turbid underwater environment for underwater experiments, as shown in Table 1. And finally, the optimized experimental images were obtained by the method proposed in this paper.

![Flowchart for joint estimation of target optical polarization](image_url)

Figure 6. Flowchart for joint estimation of target optical polarization.

![Experimental environment diagram](image_url)

Figure 7. Experimental environment diagram.
Table 1. Working environment.

<table>
<thead>
<tr>
<th>Camera Sensor Resolution</th>
<th>2248 × 2048 px, 5.0 MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>operating temperature</td>
<td>−20 to 50 °C</td>
</tr>
<tr>
<td>active light</td>
<td>Rawray 150 W LED Light</td>
</tr>
<tr>
<td>linearly polarized light</td>
<td>USP-50C0.4-38</td>
</tr>
<tr>
<td>High-Transparency</td>
<td>40 cm, 40 cm, 50 cm</td>
</tr>
<tr>
<td>Acrylic Tank</td>
<td>with over 96% light transmission</td>
</tr>
<tr>
<td>software platform</td>
<td>matlab2020a</td>
</tr>
</tbody>
</table>

3. Experimental Results and Discussion

This paper uses three evaluation indicators for objective evaluation. According to the experimental results, the range of Entropy values is within 10, the range of EME values is within 20, and the range of Contrast values is within 50. The three differences are large, and in order to facilitate lateral comparison, so that the results of the experiments are more intuitive, the values of the same evaluation indicator for each group of experiments were normalized by percentage occupancy (values ranging from 0 to 1). Where EME is shown in Equation (33), the better the quality of image restoration, the larger the EME value obtained. Image information Entropy is also a common index for image quality evaluation, which reflects the degree of image information richness from the perspective of information theory. The larger the Entropy, the clearer the image. For Contrast, a larger value means that the image outline is clear, and the details of the information are richer [21].

In Experiment 1, objectively, the EME value of Wang’s method is quite high, but the Entropy and Contrast values are the lowest. The Entropy and Contrast values of our method are enhanced significantly, and EME is improved by 2.1 times more than the original image, so we are able to recover the image information effectively. Moreover, subjectively, the method in this paper has the best recovery results, resulting in good recovery of both low and high polarization regions. In Experiment 2, Wang’s method has the highest EME value and our method has the second highest, but both Wang’s Entropy and Contrast values are lower than those in our method; subjectively, the rest of the methods fail to recover the image effectively in the low polarization region, and our method is subjectively better. In Experiment 3, the EME values of both Wang’s method and our method are significantly enhanced, with EME increasing by 1.06 and 1.004 times, respectively. Our method has the highest Entropy value, which is better than that of Wang’s method, and in contrast, both our method and Wang’s method improve significantly and similarly to each other’s. In Experiment 4, Wang’s method has the highest EME value and Tali’s method [22] has the second highest, but subjectively, our method is better, and the EME value of our method is also improved by 1.05 times compared to the original image, which is better than Schechner’s method. The Entropy and Contrast values of our method are also much higher than those of the other methods, as shown in Table 2 and Figure 8.

In reality, target composition is complex, as it does not have only one kind of polarization characteristic, and when using the traditional method to recover images, some of the low polarized regions are poorly recovered. The method in this paper has significant advantages over other methods when a target has complex polarization information. The method in this paper can optimize the recovery of high and low polarization regions separately; for a low polarization region, because its polarization is similar to the polarization of the backscattered light, recovery using the traditional method cannot distinguish between the target and the background, which often results in the recovered image becoming darker, or even the same as the background. The method in this paper uses the polarization difference method to recover the low polarization region, uses the multiple optimization indexes to recover the high polarization region, and finally, fuses the low polarization region and the high polarization region. In this paper, several groups of experiments are conducted. Figure 9 is a three-dimensional, disaggregated bar chart showing the results of four group experiments. Subjectively, the experimental results as a whole have been fully restored, and the information has been retained completely. Our method can fully recover the low polarization region, effectively remove the scattering effect, and enhance
the image visual quality. Objectively, according to the results of the experimental evaluation indexes, EME, Entropy, and Contrast, our method performs significantly better than the other methods, which confirms the feasibility of this paper’s algorithm for application in specific underwater scenarios.

![Final experimental results](image-url)

**Figure 8.** Final experimental results.

<table>
<thead>
<tr>
<th>Underwater Experiment 1</th>
<th>Joint Evaluation Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EME ↑</td>
</tr>
<tr>
<td>Origin Image</td>
<td>6.026</td>
</tr>
<tr>
<td>Schechner’s method</td>
<td>12.912</td>
</tr>
<tr>
<td>Tali’s method</td>
<td>20.443</td>
</tr>
<tr>
<td>Wang’s method</td>
<td>23.734</td>
</tr>
<tr>
<td>Our method</td>
<td>18.727</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Underwater Experiment 2</th>
<th>Joint Evaluation Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EME ↑</td>
</tr>
<tr>
<td>Origin Image</td>
<td>4.504</td>
</tr>
<tr>
<td>Schechner’s method</td>
<td>7.941</td>
</tr>
<tr>
<td>Tali’s method</td>
<td>8.349</td>
</tr>
<tr>
<td>Wang’s method</td>
<td>11.214</td>
</tr>
<tr>
<td>Our method</td>
<td>8.867</td>
</tr>
</tbody>
</table>

**Table 2.** Final experimental data (red is the maximum value, blue is the minimum value, ↑ indicates that the larger evaluation index, the better the image quality).
Table 2. Cont.

<table>
<thead>
<tr>
<th>Underwater Experiment</th>
<th>Joint Evaluation Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EME $\uparrow$</td>
</tr>
<tr>
<td>Origin Image</td>
<td>2.528</td>
</tr>
<tr>
<td>Schechner’s method</td>
<td>4.916</td>
</tr>
<tr>
<td>Tali’s method</td>
<td>3.902</td>
</tr>
<tr>
<td>Wang’s method</td>
<td>5.226</td>
</tr>
<tr>
<td>Our method</td>
<td>5.067</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Underwater Experiment</th>
<th>Joint Evaluation Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EME $\uparrow$</td>
</tr>
<tr>
<td>Origin Image</td>
<td>2.130</td>
</tr>
<tr>
<td>Schechner’s method</td>
<td>3.614</td>
</tr>
<tr>
<td>Tali’s method</td>
<td>4.902</td>
</tr>
<tr>
<td>Wang’s method</td>
<td>5.239</td>
</tr>
<tr>
<td>Our method</td>
<td>4.365</td>
</tr>
</tbody>
</table>

Figure 9. Three-dimensional bar graph of experimental data.

4. Conclusions

In this paper, we propose an underwater degraded image restoration method by joint evaluation and polarization partition fusion. Underwater targets are complex in composition and contain complex polarization properties. For a low polarization region, since its polarization is similar to the polarization of backscattered light, it is impossible to distinguish between the target and the background. But our method can effectively solve this problem. As can be seen from the results of multiple experiments in Figure 9, the EME, Entropy, and Contrast values of this paper’s method are significantly better than those of the other methods listed in this paper. Therefore, the method in this paper can effectively recover degraded underwater images, increase the image contrast, improve the image quality, and realize image restoration. The results of this paper provide a research basis for underwater polarization image restoration and enhancement in specific cases, while the robustness and adaptive ability of the algorithm still need to be improved. Applying deep
learning for further refinement and improvement is our aim for future work [23]. The run rate of our algorithm is not ideal and also can be improved in the future.
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