Global Maximum Power Point Tracking of a Photovoltaic Module Array Based on Modified Cat Swarm Optimization
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Abstract: The main purpose of this study was to research and develop maximum power point tracking (MPPT) of a photovoltaic module array (PVMA) with partial module shading and sudden changes in solar irradiance. Modified cat swarm optimization (MCSO) was adopted to track the global maximum power point (GMPP) of the PVMA. Upon a sudden changes in solar irradiance or when certain modules in the PVMA were shaded, the maximum power point (MPP) of the PVMA will change accordingly, and multiple peak values may appear on the power–voltage (P-V) characteristic curve. Therefore, if the tracking pace is constant, the time required to track the MPP might extend, and under certain circumstances, the GMPP might not be tracked, as only the local maximum power point (LMPP) can be tracked. To prevent this problem, a maximum power point tracker based on MCSO is proposed in this paper in order to adjust the tracking pace along with the slope of the P-V characteristic curve and the inertia weight of the iteration formula. The initial voltage for tracking commencement was set to 0.8 times the voltage at the maximum power point of the PVMA under standard test conditions. Firstly, MATLAB 2022a was used to construct the four-series, three-parallel PVMA model under zero shading and partial shading. The feedback of PVMA voltage and current was obtained, where the GMPP was tracked with MCSO. From the simulation results, it was proven that, under different shading percentages and sudden changes in solar irradiance for partial modules in the PVMA, the MCSO proposed in this paper provided better tracking speed, dynamic response, and steady performance compared to the conventional CSO.
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1. Introduction

Solar energy is a source of renewable energy, and a PVMA can convert it into electrical power available for use. Since the process of photovoltaic power generation releases hardly any greenhouse gases (GHGs) or other contaminants, the environmental impact is quite limited, which helps in mitigating global climate change as well as reducing air and water contamination. Therefore, solar energy has become an ideal source of alternative energy in recent years [1,2]. In a photovoltaic power generation system, if the PVMA connects to the load directly, the output power of the module array is determined by the load; thus, the output power of the PVMA cannot reach the maximum value. The output characteristic curve of the PVMA is determined by the temperature and solar irradiance [3]; the two continuously change over time. Therefore, to enhance the power generation efficiency of the PVMA, an MPPT controller must be used. At present, common and conventional MPPT methods include the constant voltage method (CVM) [4–6], the power feedback method (PFM) [7,8] and the perturb and observe method (P&O) [9–11].
A continuous change in solar irradiance and the appearance of shade will have an impact on the characteristic curve of the PVMA, and these factors could generate multiple peak values on the P-V characteristic curve [12], which could lead to failure of tracking the GMPP with the conventional MPPT method; thus, the power loss is increased and the conversion efficiency is reduced. To solve the problem of multiple peak values on the P-V characteristic curve, experts and scholars have proposed many smart MPPT methods in recent years [13]. The objective of these methods is to achieve higher power generation efficiency of a PVMA in circumstances of unstable solar irradiance and multiple peak values. The most common smart algorithms include particle swarm optimization (PSO) [14], firefly algorithm (FA) [15–17], grey wolf optimization (GWO) [18,19], artificial bee colony (ABC) [20], and cat swarm optimization (CSO) [21]. Among them, PSO [14] is an optimization algorithm based on swarm intelligence inspired by the collective behavior of social organisms such as birds or fish in nature. Usually, PSO is implemented to solve the problem of value optimization, which enables the allocation of the global maximum value of one target function. The fundamental concept of PSO is to search for the optimum by simulating the movement of a particle (also referred to as an individual) in the search space using collaboration. Compared to other algorithms, PSO is simpler and requires fewer evolution swarms. However, PSO needs to be set with adequate initial parameters, such as particle quantity and speed range, and incorrect parameter setting might lead to a longer duration for tracking the GMPP.

FA [15–17], an optimization algorithm of swarm intelligence that was proposed by Xin-She Yang at Cambridge University in 2008, was inspired by the flickering behavior of fireflies in nature. The algorithm mimics the behavior of fireflies in terms of mutual attraction via flashing signals. In this algorithm, the luminance of fireflies is directly proportional to the level of attraction: fireflies with higher luminance generate a greater attraction for nearby fireflies. When the luminance becomes the same, the fireflies move randomly; thus, the brightest firefly will be the optimum. The advantages of FA include fewer parameters, a more extensive range for searching, fast convergence, and more stable performance, while the disadvantage is that this algorithm might be stuck tracking the LMPP when its function has multiple peak values.

GWO [18,19], an inspired optimization algorithm based on the social behavior of grey wolves in nature, has been extensively applied to track the GMPP of a PVMA. The objective is to search for the optimal target, which means tracking the MPP of the PVMA. By simulating the collaboration and leading behavior of grey wolves, the algorithm can track the MPP at a certain moment. Usually, the converging speed of GWO is relatively slower, especially when multiple peak values appear on the P-V characteristic curve, which might cause difficulty for the system in swiftly tracking the GMPP under conditions of fast changes in irradiance.

ABC [20] is a global optimization algorithm that is a type of swarm intelligence algorithm. This algorithm was proposed by Dervis Karaboga in 2005, and the inspiration came from the honey-harvesting behavior of bee colonies. Based on the different roles of bees in the colony, bees in the algorithm, through information sharing and interactions, collaborate to search for the optimum. The advantages of this algorithm include high stability, fewer control parameters, and easier comprehension, while the disadvantage is the problem of premature convergence. Therefore, it might lead to similar results to the algorithm mentioned above, where the true MPP might not be able to be tracked.

CSO, a global optimization algorithm that originated from the characteristic behavior of cats, was first proposed by S. C. Chu, P. W. Tsai, and J. S. Pan in 2006 [21]. This algorithm is also a swarm intelligence algorithm. It is a method of addressing complex optimization problems using a combination of cat behaviors: seeking and tracking. However, the disadvantages of CSO are similar to those of the algorithms mentioned above. Since the algorithm includes seeking and tracking modes, it can result in slower convergence if inadequate parameters are selected, where the GMPP cannot be tracked.
To address the disadvantages of various conventional and smart MPPT methods, MCSO is proposed in this paper for the MPPT of a PVMA. First, the characteristic curve of the photovoltaic module array is simulated in the MATLAB 2022a software, and the theory of MCSO is described, which is used to carry out the maximum power point tracking test for the photovoltaic module array. Finally, it is proven from the simulation results that the proposed MCSO method does improve upon the shortcomings of the conventional CSO method.

2. PVMA Output Characteristics under Different Shading Conditions

Since the output characteristic curve of a PVMA is non-linear, the output power is affected by the solar irradiance, ambient temperature, and shading condition under different series-parallel configurations; thus, the P-V and I-V characteristic curves under the same ambient temperature will display multiple peak values along with the change in solar irradiance and shading of partial modules.

In this paper, SWM20W photovoltaic modules produced by MPPTSun Co. Ltd. (DongGuan, China) [22] were used to assemble the PVMA, and the electrical performance parameters of a single module are shown in Table 1. First, the MATLAB software was utilized to build the model of a single photovoltaic module, which was then assembled into the 4-series, 3-parallel PVMA for conducting tests. The I-V and P-V characteristic curves derived from module simulation at a temperature of 25 °C and different irradiance levels are shown in Figure 1.

Table 1. Specifications of electrical performance parameters for SWM20W photovoltaic modules made by MPPTSun [22].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum output power ($P_{max}$)</td>
<td>20 W</td>
</tr>
<tr>
<td>Current of maximum output power ($I_{mpp}$)</td>
<td>1.1 A</td>
</tr>
<tr>
<td>Voltage of maximum output power ($V_{mpp}$)</td>
<td>18.18 V</td>
</tr>
<tr>
<td>Short-circuit current ($I_{sc}$)</td>
<td>1.15 A</td>
</tr>
<tr>
<td>Open-circuit voltage ($V_{oc}$)</td>
<td>22.32 V</td>
</tr>
<tr>
<td>Overall dimensions of single module</td>
<td>395 × 345 × 17 mm</td>
</tr>
</tbody>
</table>

Figure 1. I-V and P-V characteristic curves derived from module simulation at 25 °C and different irradiance levels.
3. Conventional Cat Swarm Optimization

Cat swarm optimization (CSO) is a global optimization algorithm based on cat behavior that was first proposed by Chu et al. in 2006 [21]. CSO mimics two cat behaviors, seeking and tracking, to solve optimization problems; thus, it includes a seeking mode and a tracking mode. The seeking mode simulates the state of a cat relaxing and looking around, while the tracking mode simulates a cat tracking a target. A flowchart of conventional CSO is shown in Figure 2.

First, the method requires initialization and the setting of certain parameters, including the quantity of cats, the maximum number of iterations, and the initial location, speed, and flag of each cat. The parameters are described as follows:

- **Cat quantity**: This ensures the number of cats needed for the algorithm, which affects the converging capability and speed of CSO. In this study, we used 6 cats.
- **Initial location (duty cycle of converter)**: The initial location of each cat should be set right from the start; in this study, they were set randomly.
- **Speed (tracking pace)**: After setting the initial location, the initial speed can be calculated accordingly.
- **Cat flag**: This parameter refers to the Boolean value indicated with only “yes” or “no”. “Yes” means that the cat is in seeking mode and “no” means that the cat is in tracking mode.
- **Maximum number of iterations**: The condition for iteration termination was set here to ensure that the CSO operation would cease within a certain time frame.

In step 1, the current fitness value (i.e., currently tracked power value) for each cat was allocated at the current location and the fitness value was assessed, and the location \((x_{nn})\) of the cat with the optimal fitness value was saved. In CSO, the cats are assigned to different modes according to the set mixture ratio (MR). The MR represents the proportion of cats distributed to tracking mode, and has a value of 0 and 1. In the program, the MR was often set with smaller numbers. For example, if 10 cats were utilized in CSO with an MR of 0.2, 2 cats would be assigned to tracking mode and 8 cats would be assigned to seeking mode. The flag for cats assigned to seeking mode would be set as “yes”, and the main task of seeking mode is to update the cat location. The flowchart of CSO in Figure 2 describes seeking and tracking modes on the left and right sides, respectively.

Once the cats were assigned to the two work modes, each cat performed the task of seeking or tracking in the current location with the optimal fitness value. Subsequently, the fitness value of the individual allocated location was compared with the current optimal fitness value. If the two values were unequal, the program continued to seek and track, so better fitness values could be allocated. However, if the two values were equal, the program would be checked for compliance with the terminating condition: the maximum iteration number. If the maximum iteration number was reached, the program ceased to operate. Conversely, if the maximum iteration number was not reached, the program continued to operate. Since the iteration number set in this study was relatively small at 30, the program did not cause slower tracking speed due to excessive iterations.
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Figure 2. Flowchart of conventional CSO.
3.1. Seeking Mode

In seeking mode, all cats with a “yes” flag enter seeking mode. First, each cat executes the “copy” action and the number of copies is denoted as . This parameter can be set by the user. Consequently, the program adds or subtracts the seeking range of selected dimension (SRD) for cats. SRD is the movable distance of cats in front and rear locations. This parameter can be set by the user; in this study, it was set at 0.2%, and the SRD range was 0–100%. The execution of adding or subtracting SRD is determined by the work mode that can produce a better fitness value, and the fitness value (power) in the new location is then calculated. Finally, the program selects the location of the cat with the optimal fitness value, which is used to replace the location of the current cat.

3.2. Tracking Mode

Cats with a “no” flag enter tracking mode. First, the fitness value (current power value) of each cat is determined based on whether it is equal to the current optimal fitness value (optimal power value). For cats with a “yes” flag, the program is checked for compliance with the terminating condition (whether the maximum iteration number has been reached). If the terminating condition is not met, each cat continues to be executed with the following steps:

1. Update tracking speed according to Equation (1):

   \[ v_i(t+1) = v_i(t) + r \cdot c \cdot [x_{best}(t) - x_i(t)] \]  

   where \( t \) is the current iteration number \( (t = 1–30) \); \( v_i(t+1) \) is the tracking speed of cat \( i \) after update; \( v_i(t) \) is the tracking speed of cat \( i \) before update; \( r \) is a random number between 0 and 1; \( c \) is the speed coefficient (set at a constant value of 1.4 in conventional CSO); \( x_{best} \) is the location of the cat with the current optimal fitness value; and \( x_i \) is the location of cat \( i \) with the current optimal fitness value.

2. Update cat location \( x_i \) according to Equation (2):

   \[ x_i(t+1) = x_i(t) + v_i(t+1) \]  

   where \( x_i(t+1) \) is the location of cat \( i \) after update; \( x_i(t) \) is the location of cat \( i \) before update; \( v_i(t+1) \) is the tracking speed of cat \( i \) after update; and \( t \) is the current iteration number \( (t = 1–30) \).

After updating the speed and location, the current fitness values of each cat and seeking mode are compared, and the location of the cat with the current optimal fitness value is kept.

4. Proposed MCSO

To improve the tracking speed response and steady performance of the conventional CSO, MSCO is proposed in this paper. The method includes an initial tracking voltage fixed at 0.8 times the MPP voltage under STC, combined with the slope of the P-V characteristic curve and inertial weight to adjust the tracking pace.

4.1. MSCO with Fixed Initial Tracking Voltage

Although the P-V characteristic curve of the PVMA will change under different solar irradiance levels or the partial shading of modules, it can be observed from Figure 3 that upon a sudden change in solar irradiance (from 1000 to 500 W/m²), there was no extensive difference in MPP voltage. To improve the tracking speed of the conventional CSO, the initial tracking voltage \( V_{\text{begin}} \) was first fixed at 0.8 times the MPP voltage \( V_{\text{mp}} \) (i.e., \( V_{\text{begin}} = 0.8 \times V_{\text{mp}} \)). Therefore, each tracking would commence from \( V_{\text{begin}} \). Despite the change in solar...
irradiance, the initial tracking voltage was approximately around the GMPP; therefore, this method can swiftly and steadily track the GMPP.

![Figure 3](image_url)

**Figure 3.** P-V characteristic curve upon sudden change in solar irradiance with partial module shading.

4.2. MCSO with Fixed Initial Tracking Voltage Combined with Tracking Pace Adjusted with Slope of P-V Curve

Although the MCSO with a fixed initial tracking voltage provided better tracking speed, it still used the same fixed tracking pace as the conventional CSO. Therefore, if the tracking pace is set to be excessively small, the tracking speed of the system will be affected. Conversely, if the tracking pace is set to be excessively large, although the tracking speed could increase, there will be a greater amplitude of oscillation when tracking in the vicinity of the MPP, where the tracking efficiency will be reduced.

To solve this problem and not affect the tracking speed at the same time, MCSO with a fixed initial tracking voltage was adopted in this study. In addition, the change intervals of the slope for the P-V characteristic curve in Table 2 were utilized to automatically adjust the speed coefficient \((c)\) the MCSO in Equation (1). Therefore, the tracking pace could be adjusted to be smaller when the work point was close to the GMPP, which prevented excessive tracking oscillation and a loss of output power. Similarly, when the work voltage point was far away from the GMPP, the tracking pace could be increased to accelerate the tracking speed. This method of control could increase the tracking speed and reduce the oscillation amplitude near the MPP at the same time. Moreover, upon sudden changes in solar irradiance, the system could adjust the tracking pace instantly to realize fast and accurate MPPT.

Figure 4 displays the adjustment relations between the slope of the P-V characteristic curve and speed coefficient \((c)\) in Table 2 for the proposed MCSO, where \(m\) is the slope of the P-V characteristic curve. From Figure 4, the following can be observed:

1. When slope \(m\) is less than zero, it indicates that the system has tracked to the right side of the MPP, and the tracking direction is heading toward the MPP at the left.
2. When slope \(m\) is greater than zero, it indicates that the system has tracked to the left side of the MPP, and the tracking direction is heading toward the MPP at the right.
3. When slope \(m\) is zero, it indicates that the system has tracked the MPP. The slope \((m)\) and power variation \((dP)\) are defined by Equations (3) and (4), respectively:

\[
m = \frac{dP}{dV} = \frac{P_k - P_{k+1}}{V_k - V_{k+1}}
\]  

(3)
\[ \Delta P = P_k - P_{k-1} \]  

where \( P_k \) and \( V_k \) are the power and voltage values of the current operating point, respectively, and \( P_{k-1} \) and \( V_{k-1} \) are the power and voltage values of the previous operating point.

**Table 2. Adjustment relations between slope intervals of P-V characteristic curve and speed coefficient, \( c \).**

<table>
<thead>
<tr>
<th>Slope Interval of P-V Characteristic Curve</th>
<th>Speed Coefficient (( c )) in Equation (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interval ( m_1: m &gt; 2 )</td>
<td>( c = 1.4 )</td>
</tr>
<tr>
<td>Interval ( m_2: 2 &gt; m \geq 1.3 )</td>
<td>( c = 1.3 )</td>
</tr>
<tr>
<td>Interval ( m_3: 1.3 &gt; m \geq 0.8 )</td>
<td>( c = 1.2 )</td>
</tr>
<tr>
<td>Interval ( m_4: 0.8 &gt; m \geq 0 )</td>
<td>( c = 1.1 )</td>
</tr>
<tr>
<td>Interval ( m_5: 0 &gt; m \geq -1 )</td>
<td>( c = 1.0 )</td>
</tr>
<tr>
<td>Interval ( m_6: m \leq -1 )</td>
<td>( c = 1.2 )</td>
</tr>
</tbody>
</table>

**Figure 4.** Interval division relations for parameters automatically adjusted according to slope of P-V characteristic curve under MCSO.

4.3. MCSO with Fixed Initial Tracking Voltage Combined with Tracking Pace Adjusted by Inertia Weight

In CSO, inertia weight is an important parameter. Since the selection and adjustment of inertia weight could have a significant effect on the tracking performance of the algorithm, minor adjustments to this parameter could affect the balance of the optimization process and lead to better tracking results. Therefore, the parameter of inertia weight was added to Equation (1) to update the CSO speed in this paper. In addition to fixing the initial tracking voltage at 0.8 \( V_{mp} \), the learning rate was combined to adjust the tracking pace. The equation for updating the MCSO speed can be expressed as Equation (5):

\[ v_i(t+1) = w* v_i(t) + r*c*[x_{opt}(t) - x_i(t)] \]  

(5)

The values in Equation (5) can be used to adjust the inertia weight (\( w \)). The distance represents the difference between the optimal location found so far and the present location of each cat in CSO. Table 3 lists the adjustment relations between distance change \( |x_{opt}(t) - x_i(t)| \) and parameter \( w \). When the distance is smaller, it indicates that the cat is already close to the MPP. For more accurate convergence at such a point and to reduce
the oscillation amplitude of tracking back and forth, a smaller inertia weight \(w\) will be used. Conversely, if the distance is greater, it indicates that the cat is farther away from the GMPP. A greater inertia weight \(w\) will then be used to enhance the tracking speed. Therefore, in addition to increasing the tracking speed, it was possible to accurately work near the MPP to reduce power loss during the tracking process.

Table 3. Adjustment relations between distance change \(|x_{\text{new}}(t) - x(t)|\) and inertia weight, \(w\).

| \(a = |x_{\text{new}}(t) - x(t)|\) | The Inertia Weight \((w)\) in Equation (5) |
|-------------------------------|-----------------------------------------|
| \(1 \geq a \geq 0.6\)         | \(w = 0.4\)                            |
| \(0.6 > a \geq 0.5\)          | \(w = 0.35\)                           |
| \(0.5 > a \geq 0.4\)          | \(w = 0.3\)                            |
| \(0.4 > a \geq 0.3\)          | \(w = 0.25\)                           |
| \(0.3 > a \geq 0.2\)          | \(w = 0.2\)                            |
| \(0.2 > a \geq 0.1\)          | \(w = 0.15\)                           |
| \(0.1 > a \geq 0\)            | \(w = 0.1\)                            |

4.4. MCSO with Fixed Initial Tracking Voltage Combined with Tracking Pace Adjusted by the Slope of P-V Curve and Inertia Weight

The use of distance \(|x_{\text{new}}(t) - x(t)|\) to determine the achievement of GMPP tracking was not sufficient because it was possible that the location with the current optimal fitness was the LMPP instead of the GMPP. Therefore, to increase the tracking speed and determine whether the GMPP instead of the LMPP was tracked more accurately, MCSO is proposed in this paper. In addition to fixing the initial tracking voltage at 0.8 \(V_{\text{mp}}\), it is combined with the slope of the P-V curve and the inertia weight at the same time to adjust the tracking pace. This tracking method can help to determine the status of the current work point more precisely; at the same time, the tracking pace can be increased by combining multiple parameters, which reduces the oscillation amplitude and enhances the tracking efficiency.

5. Design of MPPT Controlling Converter

In this work, we present an improved version of CSO, which turned out to outperform the original version in terms of GMPP tracking performance.

Figure 5 displays the architecture of MPPT for MCSO. The architecture mainly consists of a boost converter and MCSO. The boost converter was utilized \([23,24]\) to adjust the output voltage of the PVMA, and the feedback of the PVMA voltage and current signals were measured by a differential amplifier. With MCSO, these signals are applied to adjust the next duty cycle through an iteration formula for MPPT.
Figure 5. Architecture of MPPT for MCSO.

The circuit architecture of the boost converter consists of a storage inductor, a fast diode, a switch, and two filter capacitors. The relation between the output and input voltages of the boost converter is shown by Equation (6) [23]:

\[ V_o = \frac{V_s}{1-D} \]  

where \( V_o \) is the output voltage, \( V_s \) is the input voltage, and \( D \) is the duty cycle. Since duty cycle \( D \) has a value between 0 and 1, the output voltage is always greater than or equal to the input voltage, so the converter is a boost converter. In this study, the switching frequency of the selected switch was 25 kHz. After calculation, the inductance, capacitance, and specifications of relevant components for the boost converter could be derived, as shown in Table 4 [23].

Table 4. Component specifications for boost converter [23].

<table>
<thead>
<tr>
<th>Component</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input capacitor, Cin</td>
<td>220μF, withstand voltage: 400 V</td>
</tr>
<tr>
<td>Filter capacitance, Cout</td>
<td>470μF, withstand voltage: 450 V</td>
</tr>
<tr>
<td>Energy storage inductance, Lm</td>
<td>1.67 mH, withstand voltage: 450 V</td>
</tr>
<tr>
<td>Fast diode, D (IQVD60E60A1)</td>
<td>Withstand voltage: 600 V, withstand current: 60 A</td>
</tr>
<tr>
<td>Switch, S (IREP460B)</td>
<td>Withstand voltage: 500 V, withstand current: 20 A</td>
</tr>
</tbody>
</table>

6. Simulated Results

Figure 5 shows the architecture of maximum power point tracking (MPPT) for cat swarm optimization (CSO) and modified cat swarm optimization (MCSO). In this paper, CSO and four types of MCSO are used to control the duty cycle of the boost converter, with the goal of tracking the maximum power point of the photovoltaic module array. The basic principle is to use the seeking and tracking modes in cat swarm optimization to find and track the maximum fitness (i.e., maximum PVMA output power) that was determined. The duty cycle of the boost converter’s switch (S) is then adjusted via the pulse width modulation control circuit to ensure that the PVMA operates at the maximum power point voltage, allowing the PVMA to output the maximum power. MATLAB software was used to build the model of a four-series, three-parallel (total capacity: 239.1 W) PVMA assembled from single SWM20W photovoltaic modules. The solar irradiance of all
12 photovoltaic modules was suddenly reduced to half under different shading percentages at 0.1 s. Various proposed MCSO methods were utilized for the MPPT test, in which the tracking speed response and steady performance under various different tracking methods were compared. The status of different peak numbers based on the shading percentage of each test case and the corresponding P-V characteristic curves are shown in Table 5. The parameters for the conventional CSO and MCSO utilized in this paper are shown in Table 6.

Table 5. Peak numbers on P-V characteristic curve of 4-series, 3-parallel PVMA under 6 shading conditions.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Peak Numbers on P-V Characteristic Curve</th>
<th>4-Series, 3-Parallel Shading %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Single-peak</td>
<td>(0% shading + 0% shading + 0% shading + 0% shading)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0% shading + 0% shading + 0% shading + 0% shading)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(50% shading + 0% shading + 0% shading + 0% shading)</td>
</tr>
<tr>
<td>2</td>
<td>Double-peak</td>
<td>(0% shading + 0% shading + 0% shading + 0% shading)</td>
</tr>
<tr>
<td></td>
<td>(MPP at right)</td>
<td>(0% shading + 0% shading + 0% shading + 0% shading)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0% shading + 80% shading + 0% shading + 100% shading)</td>
</tr>
<tr>
<td>3</td>
<td>Triple-peak</td>
<td>(0% shading + 0% shading + 0% shading + 0% shading)</td>
</tr>
<tr>
<td></td>
<td>(MPP at right)</td>
<td>(0% shading + 0% shading + 0% shading + 0% shading)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0% shading + 100% shading + 0% shading + 50% shading)</td>
</tr>
<tr>
<td>4</td>
<td>Triple-peak</td>
<td>(0% shading + 0% shading + 0% shading + 0% shading)</td>
</tr>
<tr>
<td></td>
<td>(MPP at middle)</td>
<td>(0% shading + 0% shading + 0% shading + 0% shading)</td>
</tr>
<tr>
<td>5</td>
<td>Quadruple-peak</td>
<td>(0% shading + 30% shading + 60% shading + 90% shading)</td>
</tr>
<tr>
<td></td>
<td>(MPP at the second peak)</td>
<td>(0% shading + 30% shading + 60% shading + 90% shading)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(30% shading + 50% shading + 80% shading + 0% shading)</td>
</tr>
<tr>
<td>6</td>
<td>Quadruple-peak</td>
<td>(30% shading + 50% shading + 80% shading + 0% shading)</td>
</tr>
<tr>
<td></td>
<td>(MPP at the third peak)</td>
<td>(30% shading + 50% shading + 80% shading + 0% shading)</td>
</tr>
</tbody>
</table>

Note: + indicates series and // indicates parallel.

Table 6. Parameters for conventional CSO and MCSO.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Conventional</th>
<th>Modified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum iteration number (t)</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Random number (r)</td>
<td>[0–1]</td>
<td></td>
</tr>
<tr>
<td>Inertia weight (w)</td>
<td>Zero usage w</td>
<td>[0.1–0.4]</td>
</tr>
<tr>
<td>Speed coefficient (c)</td>
<td>1.4</td>
<td>[1.0–1.4]</td>
</tr>
<tr>
<td>SRD</td>
<td>0.2%</td>
<td></td>
</tr>
</tbody>
</table>

(1) Test of Case 1

Figure 6 shows the P-V characteristic curves of the PVMA in case 1 under solar irradiiances of 1000 and 500 W/m² and zero shading, with the MPP at 239.1 and 121.1 W, respectively. Figure 7 shows the simulation results of the conventional CSO and four MCSO methods proposed in this paper. From the figure, it can be seen that under a solar irradiance change from 1000 W/m² to 500 W/m² and back to 1000 W/m² for all methods, only the conventional CSO could not track the GMPP when the solar irradiance suddenly changed to 500 W/m², and the maximum iteration number (t) was set as 30 times, while all four proposed MCSO methods could track the GMPP. Although the conventional CSO could track the GMPP at a solar irradiance of 1000 W/m², it could clearly be seen that the oscillation amplitude was greater compared to the four modified methods. Among them, the MCSO with the initial tracking voltage fixed at 0.8 times the MPP voltage (0.8 Vmp)
under STC combined with a tracking pace adjusted with the slope of the P-V curve and inertia weight provided the optimal tracking speed response and steady performance.

Figure 6. P-V characteristic curve for case 1.

Figure 7. Simulation results for case 1: MPPT with conventional CSO and four modified methods under solar irradiance change from 1000 to 500 W/m² and back to 1000 W/m².

(2) Test of Case 2

Figure 8 shows the P-V characteristic curves of the PVMA in case 2 at solar irradiances of 1000 and 500 W/m² with a single module under 50% shading, where the true MPP was at 201.7 and 102.1 W, respectively, and the GMPP was to the right. Figure 9 shows the simulation results for MPPT with the conventional CSO and four proposed MCSO methods. From the figure, it can be seen that under a solar irradiance change from 1000 W/m² to 500 W/m² and back to 1000 W/m², all five tracking methods could track the GMPP successfully. Although all five tracking methods were stuck with an LMPP of 187.4 W, the MCSO with an initial tracking voltage fixed at 0.8 Vmp combined with pace adjusted with the slope of the P-V curve and inertia weight could escape from the LMPP swiftly. The other methods could also escape but required a longer duration, and the oscillation amplitude was greater. In view of this, the MSCO proposed in this paper with the initial tracking voltage fixed at 0.8 Vmp combined with pace adjusted with the slope of the P-V curve and inertia weight provided an optimal tracking speed response, and the oscillation amplitude after tracking the GMPP was lower compared to the other methods; hence, the steady performance was also better.
Figure 8. P-V characteristic curve for case 2.

Figure 9. Simulation results for case 2: MPPT with conventional CSO and four modified methods under solar irradiance change from 1000 to 500 W/m² and back to 1000 W/m².

(3) Test of Case 3

Figure 10 shows the P-V characteristic curves of PVMA in case 3 at solar irradiances of 1000 and 500 W/m² with two modules under 80% and 100% shading, where three peaks appeared with true MPP at 159.4 and 80.7 W, respectively, and the GMPP was at the far right. Figure 11 shows the simulation results for MPPT with the conventional CSO and four proposed MCSO methods. From the figure, it can be seen that under a solar irradiance change from 1000 to 500 W/m² and back to 1000 W/m², although all five tracking methods could track the GMPP successfully, each was stuck with an LMPP at 121.7 and 154.8 W. Even though all five tracking methods could track to the GMPP eventually, it could be clearly observed that the conventional CSO required a longer duration, and the oscillation amplitude during the tracking process was greater. In view of this, the proposed MSCO with an initial tracking voltage fixed at 0.8 Vmp combined with pace adjusted with the slope of the P-V curve and inertia weight not only provided the fastest tracking speed response, but the oscillation amplitude near the GMPP was lower compared to the other methods.
Figure 10. P-V characteristic curve for case 3.

Figure 11. Simulation results for case 3: MPPT with conventional CSO and four modified methods under solar irradiance change from 1000 to 500 W/m² and back to 1000 W/m².

(4) Test of Case 4

Figure 12 shows the P-V characteristic curves of the PVMA in case 4 at solar irradiances of 1000 and 500 W/m² with two modules under 100% and 50% shading, where three peaks appeared with true MPP at 170.2 and 84.4 W, respectively, and the GMPP was in the middle. Figure 13 shows the simulation results for MPPT with the conventional CSO and four proposed MCSO methods. From Figure, it can be seen that under a solar irradiance change from 1000 to 500 W/m² and back to 1000 W/m², each method was stuck with an LMPP at 121.7 W. The four modified methods could escape from the stuck point swiftly and track the GMPP successfully. The conventional CSO under a solar irradiance of 1000 W/m² could not track the GMPP successfully within the set of 30 iterations. Although the four proposed tracking methods could track the GMPP successfully, the MCSO with the initial tracking voltage fixed at 0.8 $V_{mp}$ combined with pace adjusted with the slope of the
P-V curve and inertia weight provided the fastest tracking speed response, and the oscillation amplitude near the MPP was minor. Therefore, the power generation efficiency of the PVMA could be enhanced.

Figure 12. P-V characteristic curve for case 4.

Figure 13. Simulation results for case 4: MPPT with conventional CSO and four modified methods under solar irradiance change from 1000 to 500 W/m² and back to 1000 W/m².

(5) Test of Case 5

Figure 14 shows the P-V characteristic curves of the PVMA in case 5 at solar irradiances of 1000 and 500 W/m² with nine modules under 30%, 60%, and 90% shading, where four peaks appeared with true MPP at 85.8 and 42.9 W, respectively, and the GMPP was at the second peak from the left. Figure 15 shows the simulation results for MPPT with the conventional CSO and four proposed MCSO methods. From the figure, it can be seen that under a solar irradiance change from 1000 to 500 W/m² and back to 1000 W/m², only the conventional CSO under a solar irradiance of 1000 W/m² could not track the GMPP. Although all four modified tracking methods proposed in this paper were stuck with an LMPP at 51.9 W, they could escape from the LMPP swiftly and track the GMPP successfully. Among them, the MCSO with the initial tracking voltage fixed at 0.8 V_{mp} combined with pace adjusted with the slope of the P-V curve and inertia weight could escape from the LMPP (51.9 W) the fastest. Therefore, this modified method provided optimal tracking speed response and steady performance.
Figure 14. P-V characteristic curve for case 5.

Figure 15. Simulation results for case 5: MPPT with conventional CSO and four modified methods under solar irradiance change from 1000 to 500 W/m² and back to 1000 W/m².

(6) Test of Case 6

Figure 16 shows the P-V characteristic curves of the PVMA in case 6 at solar irradiances of 1000 and 500 W/m² with nine modules under 30%, 50%, and 80% shading, where four peaks appeared with true MPP at 98.2 and 48.7 W, respectively, and the GMPP was at the third peak from the left. Figure 17 shows the simulation results for MPPT with the conventional CSO and four proposed MCSO methods. From the figure, it can be seen that under a solar irradiance change from 1000 to 500 W/m² and back to 1000 W/m², only the conventional CSO under a solar irradiance of 1000 W/m² could not track the GMPP. Although all four modified tracking methods proposed in this paper were stuck with an LMPP at 51.9 and 85.8 W, they could escape swiftly and track the GMPP successfully under the two solar irradiance conditions. Among them, the MCSO with the initial tracking voltage fixed at 0.8 $V_{mp}$ combined with pace adjusted with the slope of the P-V curve and inertia weight provided optimal tracking speed response and steady performance.
Figure 16. P-V characteristic curve simulation for case 6.

Figure 17. Simulation results for case 6: MPPT with conventional CSO and four modified methods under solar irradiance change from 1000 to 500 W/m² and back to 1000 W/m².

In cases 4, 5, and 6, the conventional cat swarm optimization (CSO) method failed to locate the global maximum point. This is because the maximum number of iterations for each tracking method was set to 30 in this study. As a result, the three cases using conventional cat swarm optimization were unable to track the global maximum power point within the limit of 30 iterations. However, as the solar exposure decreased from 1000 W/m² to 500 W/m², the maximum power point voltage did not change significantly because the shading conditions did not change. The previous tracking did not capture the global maximum power point, but it was close. As a result, tracking the global power point under 500 W/m² solar exposure took only a few iterations.

Tables 7 and 8 show comparisons of tracking time and oscillation amplitude when performing maximum power point tracking at the beginning of tracking for the six test cases using conventional cat swarm optimization (CSO) and four types of modified cat
swarm optimization (MCSO). The tables show that, under various test conditions, the CSO with fixed initial tracking voltage combined with tracking pace adjusted by the slope of the P-V curve and inertia weight not only tracked the global maximum power point faster but also had a lower oscillation amplitude.

**Table 7.** Tracking speed comparison of six cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Number of Peaks on P-V Curve</th>
<th>Tracking Speed</th>
<th>Conventional CSO Algorithm</th>
<th>CSO with Fixed Initial Tracking Voltage Combined with Tracking Pace Adjusted by Inertia Weight</th>
<th>CSO with Fixed Initial Tracking Voltage Combined with Tracking Pace Adjusted by Inertia Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Single peak</td>
<td>0.077 s</td>
<td>0.05 s</td>
<td>0.048 s</td>
<td>0.042 s</td>
</tr>
<tr>
<td></td>
<td>Double peak (MPP at right)</td>
<td>0.061 s</td>
<td>0.051 s</td>
<td>0.049 s</td>
<td>0.003 s</td>
</tr>
<tr>
<td>2</td>
<td>Triple peak (MPP at right)</td>
<td>0.082 s</td>
<td>0.059 s</td>
<td>0.056 s</td>
<td>0.04 s</td>
</tr>
<tr>
<td></td>
<td>Triple peak (MPP at middle)</td>
<td>Fail</td>
<td>0.058 s</td>
<td>0.055 s</td>
<td>0.043 s</td>
</tr>
<tr>
<td>3</td>
<td>Quadruple peak (MPP at second peak)</td>
<td>Fail</td>
<td>0.037 s</td>
<td>0.028 s</td>
<td>0.023 s</td>
</tr>
<tr>
<td>4</td>
<td>Quadruple peak (MPP at third peak)</td>
<td>Fail</td>
<td>0.061 s</td>
<td>0.057 s</td>
<td>0.056 s</td>
</tr>
<tr>
<td>5</td>
<td>Quadruple peak (MPP at third peak)</td>
<td>Fail</td>
<td>0.061 s</td>
<td>0.057 s</td>
<td>0.056 s</td>
</tr>
</tbody>
</table>

**Table 8.** Amplitude oscillation comparison of six cases using five MPPT methods.

<table>
<thead>
<tr>
<th>Case</th>
<th>Number of Peaks on P-V Curve</th>
<th>Maximum Oscillation Amplitude</th>
<th>Conventional CSO Algorithm</th>
<th>CSO with Fixed Initial Tracking Voltage Combined with Tracking Pace Adjusted by Inertia Weight</th>
<th>CSO with Fixed Initial Tracking Voltage Combined with Tracking Pace Adjusted by Inertia Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Single peak</td>
<td>30 W</td>
<td>21 W</td>
<td>11 W</td>
<td>12 W</td>
</tr>
<tr>
<td></td>
<td>Double peak (MPP at right)</td>
<td>18 W</td>
<td>17 W</td>
<td>13 W</td>
<td>14 W</td>
</tr>
<tr>
<td>2</td>
<td>Triple peak (MPP at right)</td>
<td>30 W</td>
<td>10 W</td>
<td>9 W</td>
<td>12 W</td>
</tr>
<tr>
<td>3</td>
<td>Quadruple peak (MPP at second peak)</td>
<td>30 W</td>
<td>10 W</td>
<td>9 W</td>
<td>12 W</td>
</tr>
</tbody>
</table>
7. Conclusions

The main purpose of this study was to improve the performance of conventional CSO in terms of MPPT so that it could also track the GMPP swiftly with a PVMA under different shading percentages and sudden changes in solar irradiance. We set the initial tracking voltage at 0.8 times the MPP voltage under STC and divided the output P-V characteristic curve of the PVMA into six slope intervals, which were utilized to adjust the tracking pace in the iteration formula, and the tracking pace was adjusted with the inertia weight as the learning rate. In addition, MCSO could provide a better tracking speed response and steady performance during MPPT.

In this paper, four MCSO methods are proposed: MCSO with a fixed initial tractive voltage at 0.8 $V_{mp}$, MCSO with a fixed initial tractive voltage at 0.8 $V_{mp}$ combined with pace adjusted with the slope of P-V curve, MCSO with a fixed initial tractive voltage at 0.8 $V_{mp}$ combined with pace adjusted with the inertia weight, and MCSO with the initial tracking voltage fixed at 0.8 $V_{mp}$ combined with pace adjusted with the slope of P-V curve and inertia weight. The simulation results show that these modified methods provided a better tracking speed response and steady performance compared to the conventional CSO. Among the four modified methods, MCSO with the initial tracking voltage fixed at 0.8 $V_{mp}$ combined with pace adjusted with the slope of P-V curve and inertia weight provided a better tracking speed response and steady performance compared to the conventional CSO and the other three modified methods. Through the simulation results, it was also proven that, under a sudden change in solar irradiance on a specific day, all four MCSO methods proposed in this paper could track the GMPP swiftly. Among them, MCSO with the initial tracking voltage fixed at 0.8 $V_{mp}$ combined with pace adjusted with the slope of P-V curve and the inertia weight provided the optimal tracking speed response. After tracking the MPP, it could also reduce the back-and-forth tracking of the oscillation amplitude. Therefore, the power loss was decreased and the power generation efficiency of the PVMA was enhanced.
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