Enhancing Wireless Sensor Network in Structural Health Monitoring through TCP/IP Socket Programming-Based Mimic Broadcasting: Experimental Validation
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Abstract: This paper presents the implementation of a synchronous Structural Health Monitoring (SHM) framework utilizing wireless, low-cost, and off-the-shelf components. Vibration-based condition monitoring plays a crucial role in assessing the reliability of structural systems by detecting damage through changes in vibration parameters. The adoption of low-cost Micro-Electro-Mechanical Systems (MEMS) sensors in Wireless Sensor Networks (WSNs) has gained traction, emphasizing the need for precise time synchronization to schedule wake-up times of multiple sensor nodes for data collection. To address this challenge, our proposed method introduces a TCP/IP socket programming-based mimic broadcasting mechanism and a scalable sensing network controlled by a central gateway, leveraging the Raspberry Pi Python platform. The system operates using Internet of Things (IoT) concepts and adopts a star topology, where a packet is transmitted from the gateway to initiate measurements simultaneously on multiple sensor nodes. The sensor node comprises a MEMS accelerometer, a real time clock DS3231 module and Raspberry Pi Zero 2W (RPi0-2W), while the gateway employs a Raspberry Pi 4 (RPi4). To ensure accurate time synchronization, all Pi0-2W nodes were configured as Network Time Protocol (NTP) clients, synchronizing with an RPi4 server using chrony, the reliable implementation of the NTP. Through experimental evaluations, the system demonstrates its effectiveness and reliability in achieving initial time synchronization. This study addresses the challenge of achieving precise time alignment between sensor nodes through the utilization of the Dynamic Time Wrapping (DTW) method for Frequency Domain Decomposition (FDD) applications. The contribution of this research significantly enhances the field by improving the accuracy and reliability of time-aligned measurements, with a specific focus on utilizing low-cost sensors. By developing a practical and cost-effective SHM framework, this work advances the accessibility and scalability of structural health monitoring solutions, facilitating more widespread adoption and implementation in various engineering applications.
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1. Introduction

The domain of Structural Health Monitoring (SHM) is of paramount significance in the realm of infrastructure maintenance and management, driven by the urgent necessity for the efficient upkeep of essential structures, which serve as linchpins for both public
safety and economic stability. SHM entails the continuous surveillance of structures to detect and evaluate potential damage or degradation, enabling proactive maintenance and minimizing the risk of structural failures. An essential facet of damage detection in structural systems involves the observation of changes in structural modal parameters, particularly natural frequencies. These modal parameters serve as invaluable indicators of potential damage within the structure.

Among the array of methodologies employed in SHM, vibration-based techniques have emerged as particularly favored, owing to their high sensitivity in discerning subtle structural alterations and their non-intrusive nature, rendering them ideally suited for long-term monitoring endeavors. Vibration-based methods in SHM utilize the inherent dynamic characteristics of structures to identify and quantify damage [1]. These methods rely on the measurement and analysis of vibration signals induced by external forces or internal excitations. In addition, vibration measurement plays a crucial role in non-invasive fault detection and prediction of rotating machine components [2].

Sensors play a pivotal role in acquiring accurate structural responses. Conventional force balanced accelerometers have been conventionally employed for capturing structural behavior [3]. However, recent advancements in sensor and measurement technology have introduced the adoption of fiber Bragg gratings [4] and fiber Bragg grating tiltmeters [5] to estimate fundamental characteristics of structural vibrations, such as primary natural frequencies. In the context of SHM systems, it is crucial to consider the optimal number of sensors required for effective monitoring [6].

Signal processing techniques are instrumental in analyzing vibration-based data to detect and assess structural abnormalities. By applying these techniques to vibration parameters, such as natural frequencies, mode shapes, and damping ratios, it becomes possible to extract valuable insights regarding the structural integrity [7]. In the case of non-stationary responses, the Hilbert-Huang Transform (HHT) and Empirical Mode Decomposition (EMD) have emerged as prominent techniques [8,9]. However, the adoption of traditional wired vibration monitoring systems can be hindered by high costs associated with sensors, data acquisition, and peripherals.

Over the past few decades, the Internet of Things (IoT) has emerged as a robust platform for wireless communications [10,11]. The integration of sensors and IoT in SHM has revolutionized the field by enabling remote and continuous data acquisition, real-time analysis, and proactive maintenance strategies. Compact embedded devices and low energy requirements have paved the way for Micro-Electro-Mechanical Systems (MEMS)-based vibration monitoring systems [12–15]. These systems have found applications in various research areas, including machine industries, civil infrastructures, earthquake engineering, and geotechnical engineering [16–19]. However, accurate measurement of a wide range of acceleration amplitudes poses a significant challenge in structural vibration analysis [16,20–22]. Despite this challenge, MEMS accelerometers have maintained their compact size, diverse range of models, and cost-effectiveness, making them highly suitable for structural monitoring applications [23–27].

On the other hand, ad hoc networks have garnered significant attention as they introduce a novel communication paradigm in recent decades [28]. These networks are characterized by decentralized wireless nodes that engage in collaborative interactions to achieve common objectives. This decentralized nature allows for enhanced flexibility and scalability in establishing and maintaining communication links. In the context of mobile ad hoc networks, which are highly dynamic and subject to frequent and unpredictable changes in network topology, several routing protocols have been proposed to address the associated challenges [29]. Furthermore, in the rapidly evolving landscape of heterogeneous IoT scenarios, proactive edge caching techniques have been rapidly developed to cater to the unique requirements of ad hoc networks [30]. However, one of the critical challenges in both IoT and ad hoc networks, including decentralized wireless networks, pertains to achieving accurate time synchronization among the network nodes [31,32].
In IoT and ad hoc networks, achieving time synchronization for SHM is particularly challenging due to several factors. Traditional approaches use Global Positioning System (GPS) receivers for synchronization, but power dependency and signal obstruction pose challenges [33–35]. In the realm of precise clock synchronization, the Precise Time Protocol (PTP), also known as IEEE 1588, emerges as a notable option [36]. PTP leverages standard network lines to provide hardware-level time accuracy. This is achieved through hardware-assisted time stamping, which effectively reduces the physical distance between the reference clock’s receive/transmit ports. However, it is important to consider that PTP requires additional hardware clocks and relies on packet exchange mechanisms [37].

An alternative approach is leveraging the Network Time Protocol (NTP) for synchronization [38–41]. NTP synchronization offers the advantage of leveraging existing network infrastructure, eliminating the need for additional hardware investments. It enables the synchronization of clocks across diverse devices, including computers, servers, and IoT devices. However, it is crucial to acknowledge that network disruptions or NTP server downtime can impact synchronization reliability. Additionally, network delays, packet loss, or congestion may affect synchronization accuracy. For a comprehensive comparison between NTP and PTP, an in-depth analysis can be found in [42]. In the scope of this research, NTP was selected as the preferred methodology for clock synchronization, primarily due to its straightforwardness and convenient implementation process that obviated the need for supplementary hardware clocks.

The analysis presented in Table 1 provides a comprehensive summary of the clock modules and wireless technologies employed in the relevant studies. It is important to note that the abbreviation “N/A” in Table 1 indicates that the number of end nodes participating in the synchronization test was not provided or specified.

The authors conducted a series of experiments to continuously retrieve time information from an NTP stratum 1 server using the ntplib library on a Raspberry Pi. The experimental procedure, described in Algorithm A1, involved performing a total of 100 measurements, repeated 10 times. However, five out of the ten experiments exhibited instability, indicating that ntplib is not robust for capturing the entire time axis in correlation with MEMS sensor vibration capture. The results of these experiments are summarized in Table A1 and visualized in Figure A1. Furthermore, each experiment revealed a time difference of approximately 2 s or more based on 100 readings from NTP. This corresponds to a sampling rate of approximately 50 Hz or less, which is insufficient for capturing the desired level of detail in the vibration data.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Clock Module</th>
<th>Wireless Technology</th>
<th>Number of End Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>[33]</td>
<td>GPS</td>
<td>LoRa</td>
<td>2</td>
</tr>
<tr>
<td>[34]</td>
<td>GPS</td>
<td>TCP/IP 3 via Wi-Fi and 4G</td>
<td>5</td>
</tr>
<tr>
<td>[35]</td>
<td>GPS</td>
<td>NB-IoT 5</td>
<td>10</td>
</tr>
<tr>
<td>[38]</td>
<td>NTP</td>
<td>TCP/IP 3 via Wi-Fi</td>
<td>2</td>
</tr>
<tr>
<td>[39]</td>
<td>NTP</td>
<td>4G</td>
<td>N/A</td>
</tr>
<tr>
<td>[40]</td>
<td>NTP</td>
<td>MQTT 6 broker and 4G</td>
<td>N/A</td>
</tr>
<tr>
<td>[41]</td>
<td>NTP</td>
<td>4G</td>
<td>N/A</td>
</tr>
<tr>
<td>[43]</td>
<td>NTP</td>
<td>4G</td>
<td>N/A</td>
</tr>
</tbody>
</table>


The deployment of a low-cost vibration-based SHM sensor network presents inherent challenges that need to be addressed. Although, Ref. [44] provides comprehensive details about the hardware and source code of the system in an open repository, there are still
limitations in terms of transmission and local storage. Another major challenge arises from the need for simultaneous data collection from multiple sensors, especially at a high sampling rate exceeding 100 Hz, which is typical for vibration-based monitoring. Consequently, this results in the generation of large volumes of data, especially when considering the data recorded by multiple sensors on a given structure. Technical obstacles, such as data synchronization between nodes, network scalability, and efficient data transmission within the network, further compound the challenges.

This study builds upon previous research in the field, drawing inspiration specifically from the works of [39–41,43], which have provided valuable insights into the utilization of wireless sensor networks with NTP for synchronization purposes. Examining the findings presented in Table A1, we observe that this discrepancy results in a sampling rate of approximately 50 Hz or lower, which proves insufficient for capturing the desired level of detail in the vibration data. It is evident that relying solely on an NTP stratum 1 server may not ensure the robustness necessary to establish a dependable time axis for vibration-based monitoring. To address this limitation and achieve greater precision, we propose the implementation of a local NTP server powered by chrony [45,46], complemented by the incorporation of the DS3231 Real-Time Clock (RTC) module as a reliable time source. Integrating the DS3231 RTC module not only guarantees resilient timekeeping, especially during power outages but also enhances synchronization, thereby fortifying the platform’s robustness and reliability.

Nonetheless, a notable gap remains in the implementation of scheduled tasks to enhance the synchronous operation of sensors, as well as the development of a precise time-alignment method to ensure the reliability of acceleration time history data. Our research acknowledges the comprehensive examination of wireless network components conducted by Rocha et al. [44], which has contributed to advancements in the SHM applications. However, this previous work falls short in addressing the crucial aspect of transmission ability, central storage, and precise time alignment of acceleration time history data acquired from wireless sensor nodes.

To emphasize the novelty of our approach within our current understanding, this article addresses the issue of time synchronization and achieving precise time alignment among wireless sensor nodes while simultaneously managing scheduled tasks across all nodes. In response, we propose an innovative method for synchronous sensing that leverages TCP/IP socket mimic broadcasting. This approach capitalizes on the Python platform running on the Raspberry Pi. Our primary goal is to improve the accuracy and reliability of synchronized measurements, thereby advancing the accessibility and scalability of structural health monitoring solutions. We implement our approach using readily available electronic components. Additionally, we aim to provide comprehensive construction and programming instructions for this technique, establishing an open-source platform conducive to continuous updates and enhancements.

A key differentiator of our study from previous endeavors is the application of TCP/IP-based mimic broadcasting mechanisms for vibration-based SHM. We prioritize the effective utilization of affordable off-the-shelf sensors in this domain, rather than exclusively focusing on accuracy comparisons with high-grade accelerometers. Developed in Python, this mechanism ensures the reliability of transmitted data. Our article presents several significant contributions, including:

- **Effective scheduling and execution of measurement tasks:** The proposed approach incorporates the use of multi-threading techniques during the data streaming process. The utilization of multi-threading enhances the scheduling and execution of measurement tasks, ensuring efficient data storage and management.
- **Synchronization mechanisms between nodes for accurate data alignment:** A novel method for synchronous sensing, utilizing a mimic broadcasting mechanism, is presented to achieve the initial alignment of acceleration data from different sensor nodes. Additionally, NTP is implemented using chrony, while the DS3231 RTC module is employed to establish a temporal reference. This approach ensures the comprehensive
and reliable collection of data from multiple end nodes and facilitates the initialization of a synchronized start schedule for multiple end nodes from a centralized gateway.

- Scalability of the network to accommodate expanding sensor deployments: The proposed system offers a scalable solution for sensor deployments. The system allows for the flexible addition of end nodes to the network.
- Seamless communication and networking capabilities: The integration of TCP/IP socket programming provides seamless communication and networking capabilities between the end nodes and the gateway. This integration ensures efficient data transmission and real-time monitoring of the sensor network. The comprehensive explanation of the implementation of socket programming is provided in detail.
- Sufficient data storage capacity to manage the substantial volume of collected data: The implementation of multi-threading techniques enables simultaneous data storage on both the end nodes and the gateway’s local micro SD cards. This ensures the availability of ample data storage capacity to manage the substantial volume of collected data.
- Precise time-alignment method for acceleration time history from wireless sensor nodes: This study underscores the significance of employing Dynamic Time Warping (DTW) for achieving precise time alignment in the context of Structural Health Monitoring (SHM) applications. DTW, originally introduced as dynamic programming by Sakoe and Chiba in 1978 [47], serves as a powerful technique for time optimization in time series data.

In conclusion, the establishment of a resilient infrastructure encompassing essential functions is vital in tackling the intricate challenges discussed. The present research endeavors to address these gaps by integrating and extending insights from previous studies, providing comprehensive solutions that effectively overcome identified limitations and facilitate further advancements in the field. By elucidating the methodology and guidelines outlined in this study, researchers and developers can leverage this platform to construct their own synchronized sensing systems. This approach effectively addresses the challenges associated with deploying low-cost vibration-based SHM sensor networks.

2. Materials and Methods

This section presents a detailed exposition of the components constituting the proposed low-cost wireless sensing platform, devised to facilitate the accurate measurement of vibrations with a high degree of synchronization. The platform leverages a TCP/IP-based mimic broadcasting mechanism as its core framework for efficient vibration monitoring. In order to enhance the reader’s understanding of the rationale for choosing TCP/IP sockets over IoT protocols, the details and advantageous aspects of TCP/IP sockets will be presented first. Furthermore, a comprehensive review of the requisite equipment for each end node is provided, accompanied by a detailed protocol for their setup.

2.1. Overview of IoT Protocols

In the context of IoT application protocols, including Extensible Messaging and Presence Protocol (XMPP), Constrained Application Protocol (CoAP), Data Distribution Service (DDS), Message Queuing Telemetry Transport (MQTT), and Advanced Message Queuing Protocol (AMQP), TCP and User Datagram Protocol (UDP) are the prevalent transport protocols employed [48–50]. However, in the realm of IoT applications, messaging protocols often provide additional functionality not offered by transport protocols like HyperText Transfer Protocol (HTTP) and WebSocket. Nonetheless, it is feasible to design an IoT system without relying on messaging protocols by developing application programs on a flexible transport protocol foundation like UDP and TCP [51]. In this study, which centers on vibration-based monitoring, TCP was chosen as the preferred protocol due to its crucial role in ensuring dependable data transfer from multiple end nodes to a centralized server.

Consideration of the architecture is crucial when selecting an IoT protocol for a specific application. IoT protocols can be broadly categorized as either Client-Server
or Publish-Subscribe [52]. The MQTT protocol is widely recognized among TCP-based IoT protocols [53]. It is a lightweight messaging protocol specifically designed for IoT and Machine-to-Machine (M2M) communication. Operating on top of TCP/IP and utilizing a publish-subscribe messaging model, MQTT offers three levels of Quality of Service (QoS) to ensure message reliability. However, transmitting large acceleration data, such as in vibration monitoring, still poses a challenge [54].

WebSocket has gained popularity due to its ability to overcome communication obstacles imposed by restrictive firewalls commonly found in enterprise and institutional networks. It has been observed that WebSocket is more suitable for applications that require near-instantaneous Round Trip Time (RTT) [55]. This protocol provides a standardized solution for full-duplex communication between web browsers and servers, and it has found applications in various domains [54]. Several attempts have confirmed the stability of WebSocket as a reliable network solution in the context of vibration monitoring [38]. WebSocket is widely employed in web-based applications, particularly in scenarios that demand real-time or interactive communication.

On the other hand, plain sockets find utility in a broad spectrum of network applications, encompassing both web and non-web domains, where precise control and adaptability play a pivotal role. In light of the challenges associated with wireless networks for vibration-based SHM, this research leverages plain sockets for its networking requirements. Serving as a lower-level networking abstraction, plain sockets offer a general interface for network communication, affording flexibility and customizable capabilities that enable direct control over the communication process.

2.2. TCP/IP Socket

Socket programming, based on the TCP/IP protocol, serves as a foundational element in network communication. It encompasses two prevalent architectural patterns: the client-server architecture and the peer-to-peer architecture. This study focuses specifically on the client-server architecture, characterized by a hierarchical model where multiple clients establish connections with a central server to request services or retrieve information. At the core of socket programming lies the concept of a socket, which serves as an abstract representation of a network endpoint [56].

These functions encompass various essential aspects of socket communication, including (1) socket creation, (2) binding to specific addresses, (3) listening for incoming connections, (4) connecting to specific addresses, (5) accepting connections, (6) transmitting data, (7) receiving data, (8) closing connections, and (9) handling encountered errors. This robust set of functions provides the necessary capabilities for efficient and reliable socket-based communication.

Our objective of synchronizing the initiation of correct acceleration among all end nodes necessitates addressing the limitations of plain socket-based communication. While sockets lack native support for simultaneously broadcasting messages to multiple clients, it is feasible to implement a broadcasting mechanism by introducing additional functionality using plain sockets. This can be achieved by maintaining a list of connected clients on the server-side and iterative sending `start` message to each client individually. By adopting this approach, the server can effectively disseminate messages to multiple clients, simulating a mimic broadcasting behavior within the socket-based communication system.

2.3. System Description

The wireless sensing platform proposed in this study consists of two key components: a centralized gateway implemented as the server socket and end nodes implemented as client sockets. The gateway is deployed on a Raspberry Pi 4 (RPi4), whereas the end nodes utilize Raspberry Pi Zero 2W (RPi0-2W) devices. Each individual end node is responsible for initiating a single client connection.

In accordance with the discussion in Section 2.2, socket programming serves as the foundational framework for wireless communication, forming the backbone of the pro-
posed system. Furthermore, the client sockets implemented on RPi0-2W devices are equipped with ADXL345 MEMS sensors and a DS3231 RTC module. The selection of the Raspberry Pi Zero 2W is driven by its compact size, microSD card slot, and versatile wireless capabilities, which include Bluetooth and WiFi. These inherent features empower the client sockets not only to collect data but also to store it locally, distinguishing them from conventional MicroController.

2.3.1. Sensor Node and Gateway Device

The sensor node utilized in the system incorporates an RPi0-2W device, which is a cost-effective solution. It is equipped with an ADXL345 MEMS accelerometer as depicted in Figure 1a, offering a 12-bit resolution for measurements ranging from $\pm 2$ g to $\pm 16$ g. The accelerometer demonstrates a sensitivity of 3.9 mg/LSB [57]. Additionally, to ensure precise timekeeping within the system, a DS3231 RTC module as depicted in Figure 1b is integrated into the sensor node. This choice is motivated by the fact that the RPi0-2W lacks an internal clock and experiences time loss during power outages. The DS3231 RTC module is a well-established component that has been employed in numerous prior research studies [44,58,59].

![Figure 1](image.png)

**Figure 1.** Sensor node and gateway devices used in this study: (a) ADXL345 (b) DS3231 RTC module (c) i2c wiring RPi02W, ADXL345, and DS3231, and (d) RPi4 as gateway.

The selection of the ADXL345 accelerometer is motivated by its widespread use and proven effectiveness in various vibration applications. It has established itself as a versatile and reliable sensor. Varanis et al. conducted a study [16] highlighting the ADXL345’s capability to accurately measure vibrations within a frequency range below 45 Hz. This sensor has been successfully employed in spectral analysis and machine vibration monitoring due to its high-resolution measurements and accurate capture of vibration data [60,61]. Moreover, the ADXL345’s fast response and high accuracy make it valuable for achieving stable flight dynamics in drones [62]. It has also found extensive use in SHM for detecting structural changes, predicting failures, and advancing SHM techniques [63–66]. The study by Rehman et al. [67] demonstrated the superior capabilities of the ADXL345 accelerometer compared to a commercial accelerometer in terms of accuracy and reliability. Leveraging the availability of numerous open-source libraries and building upon previous research, this study employs the ADXL345 accelerometer for wireless vibration-based SHM, showcasing its suitability and effectiveness in this specific application.

The communication between the ADXL345 accelerometer and DS3231 RTC module with the RPi0-2W device is established using the Inter-Integrated Circuit (I2C) communication protocol as depicted in Figure 1c. The I2C protocol utilizes only two wires: the Serial Data Wire Line (SDA) and the Serial Clock Wire Line (SCL). Unlike parallel communication where multiple wires are used to transmit data simultaneously, I2C transfers data bit by bit sequentially along a single wire. It is worth mentioning that while I2C may be slightly slower compared to Serial Peripheral Interface(SPI), in the case of the ADXL345 sensor which supports both I2C and SPI communication, the use of I2C is adequate for the vibration-based SHM applications. In this study, the sampling rate was set at 100 Hz, which
does not require high-speed data transfer. Therefore, the I2C communication protocol is sufficient for the intended purposes.

The selection of the RPi4, as depicted in Figure 1d, as a gateway or server in this study is based on its notable characteristics. The RPi4 is equipped with a robust 64-bit Quad-core Cortex-A72 processor, which offers advanced processing capabilities suitable for demanding tasks. Its dual Wi-Fi and Bluetooth connectivity further enhance its communication capabilities, allowing seamless interaction with other devices. Moreover, the inclusion of a micro HDMI port, supporting dual display functionality, adds to its versatility and suitability for the experimental test. These features enable efficient data transfer and convenient integration with monitors, facilitating the visualization. Therefore, considering its robust processing power, versatile connectivity options, and compatibility with monitors, the RPi4 serves as an optimal choice for the designated gateway or server role.

2.3.2. Server Socket

The server socket plays a central role in the system as the main node for data aggregation and storage. It receives data from multiple client nodes and consolidates the sensor readings. One of the key features of the server socket is its implementation of the mimic broadcasting mechanism. This mechanism enables the server to seamlessly distribute the ‘start’ message to all connected clients, allowing them to simultaneously begin collecting acceleration data from the ADXL345 sensor.

It is noteworthy that the terms ‘end node’ and ‘client’ as well as ‘gateway’ and ‘server’ are used interchangeably to refer to the same underlying concept. The former denotes the physical end node or physical gateway, while the latter represents the role of a client within the TCP/IP socket when connected to the server. Furthermore, it should be acknowledged that both the RPi4 and RPi0-2W can be accessed via Secure SHell (SSH), and in this research, they were controlled through SSH. Figure 2 illustrates the interaction between the server socket and multiple client sockets in the proposed system, showcasing the server-client communication utilizing mimic broadcasting to initiate all clients simultaneously.

To begin, the server socket establishes the address and port configuration for incoming client connections and generates a dedicated socket exclusively responsible for handling these connections. Subsequently, once the server socket is bound to the designated address, it initiates the process of monitoring incoming connections. The listen() function is utilized in server implementations to enable the server to accept these connections. In this particular study, the backlog parameter, which determines the number of end nodes to be connected to the server, is obtained through user input. Subsequently, this quantity of end nodes is utilized as the backlog parameter in the listen() function. When a connection request is received, the server utilizes the accept() function to accept the connection and create a client socket for communication. The server then enters a loop to continuously listen for more connections, allowing it to handle multiple clients concurrently.

Upon successful establishment of a connection from the individual client, the server-side interaction depicted in Figure 2 encompasses functionalities that align with the underlying operations of the server socket. The AF_INET address family is deliberately chosen to facilitate communication using the IPv4 protocol. Additionally, the SOCK_STREAM socket type is selected to establish a connection-oriented and reliable channel for seamless data transmission. Subsequently, the accept() function plays a pivotal role in establishing the connection between the server and the respective connected client. Subsequently, the server promptly transmits an acceptance message to the connected client, serving as an indication of successful communication initiation. This initial exchange of messages confirms the establishment of a reliable communication channel between the server and the client. Prior to our design program, the server actively retrieves the sensor name provided by each client, as denoted by the assignment statement (a) sensor_name = msg. This step assumes significance as it enables the server to associate the received data with specific clients, thereby facilitating accurate identification and differentiation of data sources.
Simultaneously, the server undertakes the creation of dedicated CSV files for each connected client, as illustrated by the notation (b) sensor_name.csv. By utilizing the unique sensor name as a criterion for organizing the collected data, the server ensures the segregation and proper categorization of measurements originating from distinct clients. To handle the data from each end node individually, the server creates a new thread for each connected client, as illustrated by the description (c) a new thread is created to handle the data from the connected client concurrently.

Once the desired number of end nodes is attained, as determined by the number of connected_clients, the server initiates the mimic mechanism by simultaneously dispatching a ‘start’ message to all connected clients. This operation can be achieved by maintaining a list of connected clients on the server-side and systematically transmitting the ‘start’ message to each client individually in a sequential manner. This initial synchronization of schedule messages enables the clients to commence the concurrent collection of acceleration data. As the clients transmit their respective data streams, the server, employing separate threads, diligently receives and meticulously stores the received data in their corresponding CSV files, with each client’s data being stored concurrently.
2.3.3. Client Socket

The client socket implementation on the RPi0-2W system, as elucidated in Section 2.3.1, encompasses key functionalities such as capturing vibration data with precise time synchronization, storing it in local CSV files, and transmitting it to the server socket via a TCP/IP socket connection. Each client, dedicated to an individual RPi0-2W end node device, diligently acquires continuous data from three axes ADXL345 accelerometers and obtains precise time readings from the DS3231 RTC module. This data acquisition process is initiated upon receiving a ‘start’ message from the server.

Upon the server-side entering the accept() process, as illustrated in Figure 2, the client socket is initiated, and the client socket creation is finalized during the initial stage on the client-side. Following this, the program prompts the user to provide the essential server IP address and port number. Specifically, the user is expected to input the server’s IP address and port number. These details are crucial for establishing a seamless connection between the client socket and the server socket. The connect() function is subsequently employed to establish the connection with the server socket, utilizing the provided server IP address and port number.

Similar to the server-side functionalities, an acceptance message is transmitted from the server to the connected client upon successful establishment of the connection. Subsequently, the user is prompted once again to provide the sensor name, which is then forwarded to the server. Concurrently, the client generates a corresponding CSV file named “sensor_name.csv” to locally store the acquired sensor data readings, as denoted by the assignment statement (a) a local .csv file is created.

Within the client-side implementation, a while loop is employed, utilizing the recv() function to wait for the receipt of the ‘start’ message from the server. Upon receiving the ‘start’ message, a new thread is spawned to retrieve sensor data and precise time, ensuring thread synchronization through the use of a lock. Additionally, another thread is created and initiated to manage the local CSV file and stream the acquired data to the server, as denoted by the assignment statements (b) A new thread is created to retrieve the sensor data and store into a sensor_data list and (c) Another thread is created to manage the local.csv file, respectively.

2.3.4. Synchronization Method

The research effectively utilized the chrony protocol and the DS3231 RTC module to establish highly accurate and synchronized time throughout the network. The configuration of the RPi4 gateway as a local NTP server, operating at stratum 1, allowed it to obtain precise UTC time from a reliable NTP server. Concurrently, all other RPi0-2W nodes in the network were appropriately configured as stratum 2 (by modifying chrony.conf [68]), enabling them to synchronize their time with the RPi4 gateway. Consequently, the RPi4 gateway served as a reliable source of synchronized time for all RPi0-2W nodes in the network. Moreover, the strategic utilization of the DS3231 RTC module as a redundant timekeeping mechanism ensured uninterrupted time synchronization across the network, particularly during instances of internet connectivity loss. Overall, these measures enhanced the precision and reliability of time synchronization within the network.

2.3.5. Experimental Setup and Verification

In light of the identified gaps in SHM applications, this article presents a comprehensive effort to bridge these gaps through the experimental exploration of a novel framework for synchronous wireless sensor networks. The research encompasses two primary experiments to validate the proposed framework: (i) synchronization validation and (ii) the application of Frequency FDD in Operational Modal Analysis (OMA) of a Three-Degree-Of-Freedom (3DOF) system. The vibration signals are resampled based on the optimal warping path obtained through DTW, leading to an improved spectrum of the resampled vibration signal [69]. This enhancement contributes to the effectiveness of the proposed framework in SHM applications.
The experimental setup for the proposed TCP/IP socket programming-based mimic broadcasting was evaluated through the experiment depicted in Figure 3. The main objectives of this experiment were twofold: first, to assess the system’s capability in achieving initial time synchronization among multiple end nodes, and second, to evaluate its wireless control functionality using SSH. Furthermore, the application of this framework in SHM scenarios, specifically in the context of DTW adaptive resampling [70,71] for FDD [72,73], is thoroughly examined.

![Figure 3. The experimental setup: The RPi0-2W sensor nodes were located on top of the 3DOF structure, while the PRf4 gateway was connected to a monitor for investigating the .csv file. All RPi0-2W nodes and PRf4 were controlled by a personal computer through SSH.](image)

**Figure 3.** The experimental setup: The RPi0-2W sensor nodes were located on top of the 3DOF structure, while the PRf4 gateway was connected to a monitor for investigating the .csv file. All RPi0-2W nodes and PRf4 were controlled by a personal computer through SSH.

Synchronization Validation

The first experimental investigation focused on a 3DOF system constructed from wood, with dimensions measuring 0.40 × 0.30 × 1.30 m, as depicted in Figure 4a. Wood was specifically chosen as the material for the 3DOF structure due to its characteristics, including lower stiffness and density compared to alternative materials such as light metals. Consequently, the wood structure exhibited a lower natural frequency. Additionally, the viscoelastic nature of wood imparted inherent damping properties, enabling effective energy dissipation and vibration reduction, thereby resulting in higher damping characteristics.

To ensure stability during the experiments, a 5 kg mass was added to the base floor of the 3DOF structures as shown in Figure 4b. This precautionary measure minimized any potential motion or vibrations that could affect the accuracy of the recorded data.

To facilitate data collection, three end nodes were strategically positioned on the top storey of the 3DOF structure. The sensors were integrated onto the same breadboard, which was then securely affixed to the top of the 3DOF structure using commercial adhesive tape. The specific coordinates of the sensor arrangement are illustrated in Figure 4c.

To simulate dynamic loading conditions, several impacts were introduced to the side panel of the top storey. These impacts were carefully investigated and used to investigate time alignment between RPi0-2W sensor nodes. This allowed for the assessment of the system’s performance under varying external factors, further validating its synchronization capabilities in practical scenarios. The resulting acceleration responses recorded by the three RPi0-2W sensor nodes were analyzed and explored.
Figure 4. Three-Degree-of-Freedom (3DOF) wood system: (a) 3DOF dimensions of 0.40 × 0.30 × 1.30 m, (b) Front view of the 3DOF structure with strategically placed end nodes, and (c) Top view of the 3DOF structure illustrating the location of the sensor nodes.

The Application of Frequency Domain Decomposition

In the second experiment depicted in Figure 5, the study adopts a distinct approach from conventional comparative studies that aim to evaluate the accuracy of low-cost sensors compared to commercial-grade sensors, which can pose challenges in real-life practical scenarios. Instead, our investigation focuses on meticulously utilizing low-cost sensors to differentiate between structural parameters in two distinct structures with varying stiffness properties.

Figure 5. Three-Degree-of-Freedom (3DOF) wood system: (a) The more rigid structure with full side panels, (b) The less rigid structure with partition side panels (front view and side view, respectively), (c) Sensor at first storey, (d) Sensor at second storey, and (e) Sensor at third storey.

Specifically, in the experimental setup, each RPi0-2W sensor node was carefully placed on a designated storey of the more rigid structure, which was distinguished by its full side panels (shown in Figure 5a). The sensor placement was intentionally altered at the center of each storey. Moreover, while the sensors were positioned at the same location, the partition side panel was used instead of the full side panel (shown in Figure 5b). To ensure secure attachment, commercial adhesive tape was employed to firmly affix the
breadboard containing each sensor. The structural responses were captured by collecting data from the x-axis of the sensor nodes, as depicted in Figure 5c–e.

During the experimental sessions, the wood 3D structure was subjected to several impact loadings. To ensure the robustness and reliability of the findings, each data recording session lasted approximately 15 min to ensure an adequate experimental period. This collection of 3DOF structural responses from both sensor placement schemes allows for a comparative analysis to evaluate the quality of the collected data in terms of modal analysis results. Such analysis enables an assessment of the effectiveness and reliability of the collected data in capturing the structural response and modal characteristics of the system.

Figure 6 presents the schematic diagram of FDD process applied to raw low-cost acceleration data. The FDD scheme consists of five steps: (1) reading the raw data, (2) de-trending and resampling the data, (3) selecting a window size that contains the impulse response, (4) refining the alignment using adaptive sampling DTW, and (5) performing the FDD analysis.

Achieving perfect time alignment of low-cost sensors is often unattainable. Nevertheless, the starting times provided by our proposed method serve as a valuable aid in the initial alignment. To overcome the challenge posed by imperfect temporal alignment, DTW is employed for time series alignment. The optimal warping path obtained through DTW can be regarded as the optimal temporal axis for point-wise alignment of the time series.

The time series signal from the $j$-th low-cost sensor is denoted as $Y_j = \{Y_j[1], \ldots, Y_j[N]\}$, with $N$ representing the number of data points for sensor $Y_j$. The processing of unevenly sampled acceleration data involves the two primary steps, i.e., detrending and resampling. To perform detrending, the mean value of the $j$-th sensor, denoted as $\mu_j$, is calculated as

$$\mu_j = \frac{1}{N} \sum_{i=1}^{N} Y_j[i], \quad (1)$$

where $Y_j[i]$ is the $i$-th data point of the $j$-th sensor. Subsequently, this mean value $\mu_j$ is subtracted from each data point of the $j$-th sensor, yielding the detrended discrete signal $Y_{j,\text{detrended}}[k]$, given by

$$Y_{j,\text{detrended}}[k] = Y_j[k] - \mu_j, \quad (2)$$

where $Y_j[k]$ represents the original signal from the $j$-th sensor and $k$ denotes the index of the data point. This process removes any systematic trend or bias from the original data, resulting in a detrended signal suitable for further analysis or processing.

The second step involves the resampling of the data to a frequency of 100 Hz. In practical scenarios of this study, the sampling frequency of the low-cost sensor is typically set to 100 Hz. However, the actual time sampling may not be consistently stable as desired. Therefore, the original sampling rate, denoted as $f_{\text{original},j}$, is examined first before proceeding as follows:
The DTW algorithm computes a distance matrix, often referred to as the two-dimensional cost matrix, denoted as \( D \). The algorithm determines an optimal warping path denoted as \( \Omega \). Implementing DTW allows for the alignment of the windowed time series signals, enabling further analysis of the original resampled signal to \([70,71]\).

To align the windowed time series signals \( Y_{j,\text{window}}[k] \) and \( Y_{l,\text{window}}[k] \), the DTW algorithm is employed. DTW quantifies the dissimilarity between two sequences by accounting for temporal warping. The algorithm determines an optimal warping path denoted as \( X = (x_1, x_2, \ldots, x_p, \ldots, x_q) \). Each element \( x_p \) represents a pair of indices \((m, n)\), where \( m \) and \( n \) correspond to an index in time series \( Y_{j,\text{window}}[k] \) and \( Y_{l,\text{window}}[k] \), respectively. The DTW algorithm computes a distance matrix, often referred to as the two-dimensional cost matrix, denoted as \( D \in \mathbb{R}^{(N+1) \times (N+1)} \), where \( D[m, n] \) represents the cumulative distance between the \( m \)-th element of \( Y_{j,\text{window}}[k] \) and the \( n \)-th element of \( Y_{l,\text{window}}[k] \) given by

\[
D[m, n] = d(Y_{j,\text{window}}[m], Y_{l,\text{window}}[n]) + \min(D[m-1, n], D[m, n-1], D[m-1, n-1]),
\]

where \( d(Y_{j,\text{window}}[m], Y_{l,\text{window}}[n]) \) represents the local distance or similarity measure between \( Y_{j,\text{window}}[m] \) and \( Y_{l,\text{window}}[n] \) and \( \min \) is minimum function calculating the minimum value among the three values \( D[m-1, n] \), \( D[m, n-1] \), and \( D[m-1, n-1] \). The alignment between \( Y_{j,\text{window}}[k] \) and \( Y_{l,\text{window}}[k] \) can be obtained by tracing back the optimal path through the distance matrix \( D \). For more comprehensive information on DTW, refer to \([70,71]\).

After applying DTW, the aligned signals \( Y_{j,\text{aligned}}[k] \) and \( Y_{l,\text{aligned}}[k] \) can be obtained by warping the original signals based on the optimal alignment path. Implementing DTW allows for the alignment of the windowed time series signals, enabling further analysis of FDD for OMA applications.

FDD is a widely employed method in the field of structural dynamics and vibration analysis for extracting modal parameters from measured data \([72,73]\). FDD proves particularly valuable in scenarios where there is a lack of prior knowledge regarding excitation forces or precise boundary conditions. The theoretical validation of this method relies on
the modal expansion of the structural response. In this study, the aligned signals $Y_{j,\text{aligned}}[t]$ from the $j$-th sensor is used in the FDD analysis.

Given a set of aligned signals $Y_{j,\text{aligned}}[k]$, where $j = 1, 2, \ldots, M$ represents the sensor index and $k = 1, \ldots, N$ represents the time (or discrete sample) index, and the aligned signals are stored in the matrix $Y$ as

$$
Y = \begin{bmatrix}
Y_{1,\text{aligned}}[1] & Y_{2,\text{aligned}}[1] & \cdots & Y_{M,\text{aligned}}[1] \\
Y_{1,\text{aligned}}[2] & Y_{2,\text{aligned}}[2] & \cdots & Y_{M,\text{aligned}}[2] \\
\vdots & \vdots & \ddots & \vdots \\
Y_{1,\text{aligned}}[N] & Y_{2,\text{aligned}}[N] & \cdots & Y_{M,\text{aligned}}[N]
\end{bmatrix}.
$$

(8)

Additionally, in the modal expansion, the matrix $Y$, which contains the aligned signals with dimensions $N \times M$, representing the time history records for each sensor, is expressed as

$$
Y = \Phi q[k].
$$

(9)

Each element $Y_{j,\text{aligned}}[k]$ represents the aligned signal value at discrete time index $k$ for sensor $j$. The correlation matrix of the responses matrix $Y$, i.e., $R_{YY}[\tau]$ is calculated as

$$
R_{YY}[\tau] = E[Y^T Y] = \Phi R_{qq}[\tau]\Phi^T,
$$

(10)

where $Y^T$ denotes the transpose of the responses matrix $Y$. The Power Spectral Density (PSD) matrix $S_{YY}$ obtained by performing the Fast Fourier Transform (FFT), is given by

$$
S_{YY}[\omega] = \text{PSD}(R_{YY}[\tau]) = \Phi S_{qq}[\omega]\Phi^T.
$$

(11)

The Singular Value Decomposition (SVD) of the PSD matrix at a specific radian frequency $\omega$ can be expressed as

$$
S_{YY}[\omega] = U\Sigma V^T,
$$

(12)

where $S_{YY}$ is the PSD matrix, $U$ and $V^T$ are the left and right singular vectors matrices, and $\Sigma$ is the diagonal matrix of singular values (arranged in descending order). The singular values relate to modal responses, enabling the definition of spectra for equivalent SDOF systems with matching modal parameters. The resulting matrices, i.e., $U$, $\Sigma$, and $V^T$, provide valuable information about the dominant modes and their corresponding magnitudes. This simplifies complex MDOF systems by representing them with simpler SDOF systems, facilitating analysis and understanding of the system’s behavior at the given frequency.

By conducting these experiments, the proposed synchronous wireless sensor network framework and the application of FDD in SHM can be thoroughly evaluated and validated, providing valuable insights for future research and practical implementations in the field.

3. Experimental Results

This section provides a comprehensive overview of a series of experiments conducted to implement a novel synchronous wireless Structural Health Monitoring (SHM) framework. The framework utilizes wireless, low-cost, and readily available components. The primary objective of this study is to bridge the gap in the utilization of low-cost off-the-shelf sensors, shifting the focus from mere accuracy comparisons with high-grade accelerometers.

The initial validation involves assessing the performance of a TCP/IP socket programming-based mimic broadcasting mechanism. This mechanism aims to achieve initial alignment and ensure consistent performance across each low-cost sensor. This validation step is crucial for establishing the reliability and effectiveness of the wireless SHM framework.

Central to the employed framework for wireless communication is the TCP/IP socket programming-based mimic broadcasting. This framework serves as the backbone for data collection from three RPi0-2W sensor nodes. All nodes are controlled seamlessly through a personal computer using the SSH (Secure SHell) protocol. Notably, the operation of the
RPi0-2W sensor nodes can be easily managed, with continuous operation halted upon user interruption via keyboard input. This wireless control mechanism offers convenient start and stop control of the sensor nodes.

Additionally, the section delves into the utilization of low-cost sensors in a Three Degrees of Freedom (3DOF) structure to differentiate between structural parameters in two distinct structures with varying stiffness properties. This investigation aims to shed light on the potential of low-cost sensors in effectively identifying and characterizing structural parameters. By showcasing the capability of low-cost sensors in discerning between different structural properties, the study underscores their practical utility in SHM applications. This contribution advances cost-effective monitoring solutions, fostering progress in the field of structural health monitoring.

3.1. Evaluation of Synchronization Performance

To validate the functionality of the proposed framework, a rigorous experimental evaluation was conducted. The responses from three sensor nodes, as depicted in Figure 4, were meticulously examined, following the explanation in Section 2.3.5. In this evaluation, the three RPi0-2W sensor nodes were subjected to identical impulse forces, generated by manually applying an external force to the side panel. Notably, the x-axis of all RPi0-2W sensor nodes was precisely aligned with the direction of the external force, ensuring that the 3DOF system predominantly vibrated in the x-direction.

Figure 7 illustrates the preprocessed raw acceleration responses obtained from the three RPi0-2W sensor nodes positioned at the top storey of the 3DOF structure. These responses were captured after applying a series of impulse forces to the top of the side panel of the 3DOF structure.

![Figure 7](image)

**Figure 7.** Experimental results obtained from the synchronization validation: (a) the time history of x-axis accelerations collected from three sensors positioned on the top storey, as illustrated in Figure 4. (b) a magnified view of the first 100 s of the recorded data.

In Figure 7a, the preprocessed raw acceleration data is presented, obtained from the three sensor nodes positioned at the top storey of the 3DOF structure. The preprocessing steps involved detrending and 100 Hz resampling, implemented using Equations (1)–(4). Notably, the figure illustrates a remarkable alignment among the peaks of the impulse
response, confirming the effectiveness of the synchronization mechanism employed in the study. Additionally, it is noteworthy that the aligned signals exhibit similar amplitudes, which further highlights the efficacy of the low-cost sensor capabilities. However, Figure 7b reveals a persistent milli to centisecond-level clock drift, despite configuring the chrony NTP client to synchronize with the NTP server and perform system clock adjustments for deviations exceeding 0.1 s. These observations emphasize the ongoing necessity for continuous monitoring and adjustment to address temporal inconsistencies, ensuring reliable synchronization over extended periods. Consequently, these findings underscore the importance of considering the complexities of time synchronization and the need for adaptive strategies to mitigate clock drift.

In addition to exploring the time domain characteristics, it is imperative to delve into the frequency domain attributes of the preprocessed signals. Figure 8 offers a comprehensive overview of the frequency domain analysis performed on these signals. Each row within the figure presents the time domain signal, the linear magnitude spectrum computed via FFT, and the spectrogram of each sensor, respectively. The magnitude spectrum was derived from the complete record using a Hanning window.

Figure 8. Comparison of the time and frequency domains for three sensors positioned on the top storey, as depicted in Figure 4. (a) the time history of x-axis accelerations recorded over a duration of 15 min. (b) the linear magnitude spectrum computed using the Fast Fourier Transform (FFT) of the x-axis accelerations. (c) the spectrogram of the x-axis accelerations.

Upon meticulous examination, the analysis uncovers that the initial three peaks of all three sensors consistently center around frequencies ranging from 0.8 to 0.9 Hz, 1.26 to 1.28 Hz, and 1.6 to 1.7 Hz. This observation suggests the existence of coherent frequency components across the preprocessed signals. Furthermore, it’s noteworthy that the impulse forces exhibit a distinctive trait of being governed by a narrow-band frequency content, characterized by dominant frequencies concentrated within a limited range.

When examining the frequency qualities, specifically the magnitude spectrum and spectrogram, within the time interval from 40 s to 100 s with centered around the first five peaks of the record signals, it becomes evident that the consistent detection of the same frequency patterns, as depicted in Figure 9, is observed across the data obtained from three low-cost sensors. By narrowing the analysis to this specific time interval and examining the frequency content, it becomes apparent that the identified frequency patterns exhibit a remarkable level of consistency and display similar characteristics across the low-cost sensors.
Figure 9. Comparison of the time and frequency domains for three sensors over a duration of 60 s. (a) the time history of x-axis accelerations corresponding to the first five peaks. (b) the linear magnitude spectrum of the x-axis accelerations computed for a 60-s record. (c) the spectrogram of the x-axis accelerations for the same 60-s record.

A meticulous examination of the initial two peaks in the acceleration responses reveals a discernible millisecond drift between each peak. The primary objective of this research is to optimize the alignment path using DTW to enhance the quality of the time series data, as discussed in Section 2.3.5. In Figure 10, we present the results obtained from comparing the preprocessed acceleration and the aligned acceleration using DTW for three low-cost sensors. Figure 10a illustrates the time history of the preprocessed acceleration along the x-axis, while Figure 10b illustrates the time history of the aligned acceleration obtained using DTW.

Figure 10. Comparison of prepocessed acceleration and aligned acceleration using DTW: (a) the prepocessed acceleration time history of x-axis. (b) aligned acceleration time history of x-axis using DTW.

3.2. Analysis of Precise Time Alignment Using DTW

As discussed, this study focuses on elucidating the utilization of low-cost sensors within a wireless SHM framework to accurately distinguish various structural parameters, such as natural frequencies. This is particularly relevant when the practicality of using high-grade reference accelerometers is limited. To validate the research objectives, two types of 3DOF structures, namely full side panel (denoted as Structure 1) and partition side panel (denoted as Structure 2), were selected for experimental analysis. The proposed scheme, illustrated in Figure 6, was utilized to conduct the experimentation and analyze the collected data.

The acceleration time history responses of the two structures for the initial 10-min duration are presented in Figure 11. Figure 11a displays the preprocessed acceleration time history of the full side panel (Structure 1), while Figure 11b exhibits the preprocessed
acceleration time history of the partition side panel (Structure 2). Upon analyzing the response of the structures, it is evident that Sensor S03, positioned on the top storey, exhibits the highest magnitude of vibration. Conversely, Sensor S01, located on the first storey, demonstrates relatively lower levels of vibration.

Consequently, a meticulous segmentation process was conducted to isolate and analyze three prominent peaks within the preprocessed response data obtained from the two structures. This segmentation process is illustrated in Figure 12. Specifically, for Structure 1, the response data within the time interval of 25 s to 65 s was selected, as depicted in Figure 12a. Similarly, for Structure 2, the response data within the time interval of 35 s to 75 s was chosen, as shown in Figure 12b. It is important to note that the labels S01, S02, and S03 assigned to the sensors in the figures represent their respective positions on the 3DOF structure, indicating the first, second, and third storeys, respectively.

The windowed vibration signals obtained from the aforementioned process were further evaluated by calculating the magnitude spectrum to assess their frequency content. The analysis of Structure 1, conducted on the data collected from the three sensor nodes in each storey, revealed a dominant frequency range of approximately 1.40–1.50 Hz. In contrast, the analysis of Structure 2, based on the data obtained from the three sensor nodes in each storey, indicated a dominant frequency of approximately 1.25 Hz. This discrepancy in dominant frequencies can be attributed to the variation in stiffness between Structure 1 and Structure 2, with Structure 2 exhibiting lower stiffness compared to Structure 1.

Furthermore, the utilization of the DTW algorithm played a crucial role in computing the optimal warping path within the aforementioned 40-s duration. This process was instrumental in achieving precise synchronization among the segmented and preprocessed response data from the two distinct structures, resulting in an enhanced spectrum of the windowed vibration signal.

Importantly, this synchronization process ensured the accurate alignment of the windowed acceleration data and their corresponding magnitude spectra, leading to a significant improvement in coherence. The synchronized signals are clearly depicted in Figure 13. Figure 13a showcases the resampled acceleration data alongside its corresponding magnitude spectrum for Structure 1, highlighting the effectiveness of the alignment. Similarly,
Figure 13b effectively demonstrates the resampled acceleration data and its corresponding magnitude spectrum for Structure 2, further illustrating the benefits of the synchronization process.

Figure 12. Segmentation of response data for analysis: (a) Time interval selection for Structure 1, from 25 s to 65 s. (b) Time interval selection for Structure 2, from 35 s to 75 s. The labels S01, S02, and S03 represent the sensor positions on the 3DOF structure, corresponding to the first, second, and third storeys, respectively.
Figure 13. Synchronized acceleration time history using DTW and magnitude spectra: (a) Adaptive resampled acceleration data and magnitude spectrum for Structure 1, highlighting the effectiveness of the alignment. (b) Adaptive resampled acceleration data and magnitude spectrum for Structure 2, further illustrating the benefits of the synchronization process.
Figure 13a,b further illustrate the benefits of the synchronization process, highlighting the improved coherence and distinguishability of the synchronized signals. In particular, the magnitude spectra reveal distinct characteristics for each structure. Structure 1 exhibits its first peak around 1.50 Hz, while Structure 2 shows its first peak at approximately 1.25 Hz. This difference in dominant frequencies further emphasizes the contrasting nature of the two structures.

In addition to the magnitude spectrum analysis of Structure 1, illustrated in Figure 13a, two distinct peaks were observed in the frequency spectrum, indicating the presence of the first two fundamental frequencies of the structure. These frequencies were identified as 1.50 Hz and 3.15 Hz, representing the primary modes of vibration for Structure 1.

On the other hand, Figure 13b showcases the magnitude spectrum analysis of Structure 2, where multiple peaks at higher modes are observed. Specifically, a prominent peak can be identified at around 8.40–8.90 Hz, indicating the presence of a higher mode of vibration within Structure 2. Due to the lower stiffness, Structure 2 exhibits more pronounced deformations and larger displacements when subjected to dynamic loading. These larger displacements enable the higher-order modes to contribute significantly to the overall structural response.

3.3. Analysis of Structural Response Using FDD

The Frequency Domain Decomposition (FDD) algorithm serves as a convenient and accessible method for structural parameter identification. In our experiment, we initiate the process by organizing the aligned signals, obtained through the DTW algorithm, into a matrix structure, as outlined in Equation (8). Each row of the matrix corresponds to a specific data point, while the columns represent the number of sensor nodes employed, which, in our case, is three.

Once the matrix is constructed, the subsequent step involves computing the PSD using the matrix data. This computation provides valuable insights into the frequency content of the signals. Subsequently, we apply SVD to decompose the PSD matrix at discrete frequencies, as described in Equation (12). Through the SVD, we obtain the singular values, which highlight the significance of each frequency component within the signal. To facilitate comprehension and interpretation, we visually represent these singular values using graphical plots. This graphical representation offers an intuitive visualization of the frequency characteristics exhibited by the system.

Figure 14 illustrates the plot of singular values in dB versus frequency obtained through the FDD algorithm applied to the DTW-aligned signals. In this plot, the topmost line represents the first singular value, followed by the second singular value in the middle, and the third singular value at the bottom. Figure 14a corresponds to the singular values plot of the responses from Structure 1, providing insights into its frequency characteristics. Similarly, Figure 14b showcases the singular values plot of the responses from Structure 2, offering a visual representation of its distinct frequency characteristics.

Figure 14. Plot of the first singular value obtained through the FDD algorithm applied to the DTW-aligned signals in linear scale (m²/s⁴/Hz). (a) Singular values plot of the responses from Structure 1, providing insights into its frequency characteristics. (b) Singular values plot of the responses from Structure 2, offering a visual representation of its distinct frequency characteristics.
Additionally, it is important to highlight that the natural frequencies of the first mode obtained from the FDD analysis for Structure 1 and Structure 2 are 1.30 Hz and 0.90 Hz, respectively. However, the magnitude spectra analysis indicates that the natural frequencies of the first mode for Structure 1 and Structure 2 are 1.50 Hz and 1.25 Hz, respectively. This discrepancy arises due to the difference in frequency resolution between the two analysis techniques.

The presence of a structural imbalance in Structure 2 leads to the manifestation of a torsional mode when subjected to excitation. The dissipation of vibrations associated with the torsional mode can potentially disrupt the higher modes of natural frequency. This influence of the torsional mode is reflected in the singular value results, which indicate the presence of higher mode natural frequencies in Structure 2.

Nevertheless, it is noteworthy that even with low-cost, off-the-shelf sensors, the natural frequencies of the two distinct structures can still be distinguished. This emphasizes the capability of these sensors to capture and differentiate the unique frequency characteristics of structural responses, despite potential limitations in frequency resolution.

4. Discussion and Future Works

This study presents valuable insights into employing TCP/IP socket programming-based mimic broadcasting with the Chrony NTP synchronization in a local WSN utilizing low-cost ADXL345 sensors. By utilizing two series of Raspberry Pi devices—specifically, the Raspberry Pi Zero 2W as sensor nodes and the Raspberry Pi 4 as the gateway—we demonstrate the feasibility of leveraging readily available hardware for data collection and synchronization tasks.

The choice of TCP/IP socket programming as the data transmission backbone stems from its reliability. The implementation of the mimic broadcasting mechanism ensures efficient initiation of the start schedule for all RPi0-2W sensor nodes. Here, the RPi0-2W sensor nodes operate as clients, while the RPi4 serves as the server in socket programming. Additionally, the RPi4 plays the roles of receiving data as the gateway and providing NTP server functionality for RPi0-2W synchronization using Chrony in the background. Successful synchronization via Chrony NTP ensures precise time alignment among the sensor nodes. The integration of the DS3231 RTC module further enhances the functionality of the RPi0-2W sensor nodes, enabling them to maintain accurate time even during internet loss or power outages.

The consistent amplitude of the collected data from ADXL345 sensors within RPi0-2W end nodes indicates the stability and reliability of the sensor nodes in capturing acceleration information. The absence of peak loss in the collected impulse response from the 3DOF structure vibration under various impulse forces confirms the effectiveness of the sensor nodes in capturing the full range of vibrations. The synchronization using Chrony proves to be robust and efficient, as evidenced by the consistent dominant frequency observed in the magnitude spectrum of the preprocessed acceleration data. Spectrogram analysis provides additional insights into the frequency and time characteristics of the collected data, enhancing our understanding of the relationship between time and response to excitation in the structural system under study. Moreover, these findings pave the way for exploring new opportunities in the application of low-cost sensors within WSNs for SHM applications.

In the context of FDD, where precise time alignment is crucial, further optimization in achieving precise time synchronization can be accomplished by leveraging the optimal wrapping path obtained from DTW. In this research, precise synchronization among the RPi0-2W sensor nodes was successfully achieved through the utilization of DTW synchronization. The DTW algorithm computed the optimal warping path, facilitating accurate alignment between the windowed acceleration data and their corresponding magnitude spectra. This study extends the application of DTW synchronization to WSNs using low-cost ADXL345 sensors, which are widely used due to their affordability and compact size. While DTW synchronization has been explored in various domains such as audio and
speech recognition [47], domain adaptation [70], and time series analysis [71], this research demonstrates its effectiveness in WSNs.

The implications of the findings are significant for the development and deployment of WSNs for OMA. The successful implementation of TCP/IP mimic broadcasting coupled with DTW precise synchronization addresses the challenges associated with achieving synchronization among sensor nodes in a cost-effective manner. This opens up possibilities for applications in structural health monitoring, environmental sensing, and industrial automation, where precise synchronization and reliable data transmission are crucial. From a broader perspective, the findings highlight the potential of synchronization techniques in enhancing the overall performance and reliability of WSNs. The utilization of low-cost sensors, such as the ADXL345, in combination with synchronization algorithms like DTW, offers a cost-effective solution for real-time data collection and analysis in diverse domains. This not only enables more accurate and reliable measurements but also contributes to the advancement of monitoring and analysis techniques in OMA.

Limitations and Considerations for Future Research

While this experimental study provides evidence of the feasibility and effectiveness of the proposed TCP/IP socket programming-based mimic broadcasting system with Chrony NTP synchronization and DTW precise time alignment using low-cost ADXL345 sensors, several limitations and areas for future research should be acknowledged. The detailed summary can be found in Table 2, which outlines these limitations and suggests potential avenues for further investigation.

To apply the proposed system in field applications, it will be necessary to validate the system in SHM scenarios within dense sensor networks. This validation process should involve comprehensive testing that considers various environmental effects, long-term stability, network security, and analysis using a wider range of techniques and data parameters. Furthermore, exploring the integration of artificial intelligence and machine learning techniques will enable the system to detect anomalies and make informed decisions, leading to more advanced and automated SHM processes.

In terms of the scalability of the proposed system, particularly in larger and densely populated sensor networks, such as those commonly found in urban environments where interference and network congestion may arise, it is crucial to explore alternative network topologies. While the star topology used in this study served as a starting point, investigating other network configurations like tree or complex cluster-tree typologies can optimize network performance and mitigate potential scalability issues. Tree or complex cluster-tree typologies provide a hierarchical structure that can enhance network scalability by enabling data to traverse multiple paths, reducing reliance on a single central node. This approach facilitates the efficient management of network traffic and ensures robustness against interference and congestion in urban environments.

The assessment of the system’s applicability and reliability across diverse scenarios and environmental conditions is indeed essential, considering factors such as temperature variations, humidity, external vibrations, and potential sensor drift. In the conducted experimental study, only linear detrending was used to shift the time history data to have a zero mean, without incorporating a digital signal filter. However, for real-world applications where sensors are exposed to varying environmental factors, including those mentioned earlier, it is crucial to ensure data accuracy by implementing appropriate sensor calibration and compensation techniques. These techniques may include temperature compensation, humidity correction, vibration isolation, and signal filtering to mitigate the effects of environmental influences on sensor readings. By employing such techniques, the system can maintain its accuracy and reliability across a wide range of environmental conditions, enhancing its suitability for practical deployment in diverse applications.

In addition to addressing environmental factors, long-term stability and maintenance requirements are critical considerations for the proposed system. Power management,
particularly utilizing solar energy, can play a significant role in ensuring sustained and reliable operation. Furthermore, regular network maintenance protocols are essential to maintain the system’s reliability and longevity. This includes monitoring the network performance, addressing any potential issues or failures promptly, and conducting periodic maintenance activities to ensure optimal system functionality.

One promising approach to enhance the performance of low-cost sensors in the presence of environmental factors and ensure long-term stability is the utilization of machine learning techniques. By collecting data on environmental conditions alongside sensor measurements, machine learning algorithms can be trained to adaptively calibrate the sensor outputs and predict the system’s maintenance needs. This adaptive calibration, guided by machine learning, can significantly improve the accuracy and reliability of the sensor measurements over time. This adaptability allows the system to adjust its calibration parameters dynamically, compensating for variations caused by environmental factors and ensuring accurate measurements. Furthermore, machine learning algorithms can be trained to predict the maintenance needs of the system.

**Table 2. Limitations and Future Research Directions.**

<table>
<thead>
<tr>
<th>Aspect</th>
<th>Experimental Study Proposed by Authors</th>
<th>Future Research Direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Validate the system in real-field scenarios</td>
<td>Demonstrated feasibility in controlled environment.</td>
<td>Conduct field tests to validate real-world performance.</td>
</tr>
<tr>
<td>Explore scalability in larger networks</td>
<td>Focused on local wireless sensor network with star typology.</td>
<td>Investigate scalability to larger networks with different typologies.</td>
</tr>
<tr>
<td>Address environmental factors</td>
<td>The environmental impact on sensor measurements was not extensively discussed since the study was conducted in a controlled environment. Only linear detrend was applied in this study.</td>
<td>Collect experimental data and analyze the system’s performance under different environmental conditions.</td>
</tr>
<tr>
<td>Ensure long-term stability and maintenance</td>
<td>The study proposed the initial evaluation on a lab scale.</td>
<td>Investigate the system’s performance over an extended period and develop maintenance strategies.</td>
</tr>
<tr>
<td>Synchronization methods</td>
<td>The study focused on Chrony NTP synchronization due to its ease of use and suitability for low sampling rates.</td>
<td>Conduct comparative studies with alternative synchronization methods.</td>
</tr>
<tr>
<td>Data security</td>
<td>The experimental study did not discuss data security measures.</td>
<td>Investigate and implement appropriate data security mechanisms, such as AES encryption, authentication, and SSL/TLS protocols, to protect sensitive sensor data from unauthorized access or tampering in real-world applications.</td>
</tr>
</tbody>
</table>

Comparative analysis with other time synchronization methods is crucial to evaluate the proposed system’s performance. In this study, the sampling frequency was set at 100 Hz, making the millisecond-level accuracy provided by Chrony NTP sufficient. However, if the proposed system is applied in applications requiring higher sampling rates, conducting a comparative analysis with methods such as PPS-GPS or PTP would provide valuable insights into synchronization accuracy, latency, and resilience to network variations. It
is important to consider the hardware requirements of these methods, as PTP relies on specialized IEEE 1588-compliant network switches and Network Interface Cards (NICs), while GPS may have limitations in indoor environments. Furthermore, the implementation complexity of PTP is generally higher compared to Chrony. PTP requires careful configuration and calibration of network switches and NICs to ensure accurate time synchronization. The selection of the most suitable synchronization method should be based on the specific requirements of the application.

In terms of data security and network protection against unauthorized access, Socket programming in Python emerges as a valuable platform for real-world applications. It offers a wide array of libraries and frameworks equipped with robust security features such as AES encryption, authentication, and support for Secure Sockets Layer and Transport Layer Security (SSL/TLS). Notably, the cryptography library [74] is widely recognized and frequently employed for implementing cryptographic operations in Python. Its high-level Application Programming Interface (API) encompasses various cryptographic tasks including AES encryption, authentication, digital signatures, key management, and secure networking. Furthermore, SSL/TLS, commonly referred to as SSL, is a protocol that leverages a session-level layer on the Internet to establish a secure channel. The Python Standard Library includes the ssl module [75], which facilitates the creation of SSL/TLS connections by offering functionality for authentication, encryption, and secure socket communication using SSL/TLS protocols.

Furthermore, exploring Fast Dynamic Time Warping (FDTW) techniques [76] shows promise for reducing the computational costs involved in achieving precise time alignment. By delving into FDTW methods, researchers can potentially streamline the synchronization process while maintaining high levels of accuracy. This avenue of investigation holds significant potential for advancing the state-of-the-art in time synchronization within WSNs, paving the way for improved performance and scalability in practical applications.

Moreover, in the context of anomaly detection in time series data, particularly for applications in damage detection within SHM, the utilization of ML techniques offers opportunities for improvement. Ensemble methods, such as Random Forests or Gradient Boosting, have the potential to overcome the limitations of individual models, thereby enhancing robustness and reliability. Additionally, the combination of K-Nearest Neighbors (KNN) with DTW or FDTW allows for effective classification by leveraging the temporal alignment capabilities of DTW or FDTW and the nearest neighbor approach of KNN. By incorporating these ML techniques, the accuracy and effectiveness of anomaly detection and damage identification in SHM applications can be significantly enhanced.

5. Conclusions

In conclusion, this study demonstrates the feasibility of employing TCP/IP socket programming-based mimic broadcasting with Chrony NTP synchronization in a local WSN using low-cost ADXL345 sensors. The integration of Raspberry Pi devices as sensor nodes and gateway, along with the utilization of DS3231 RTC module and Chrony NTP, enables reliable data collection and precise time alignment among the sensor nodes. The collected data from ADXL345 sensors shows stability and reliability in capturing acceleration information, and the synchronization using Chrony proves to be robust and efficient. The study also explores the application of Dynamic Time Warping (DTW) synchronization in WSNs, achieving precise synchronization among the sensor nodes. These findings have significant implications for SHM applications, as they highlight the potential of synchronization techniques and low-cost sensors in enhancing the performance and reliability of SHM wireless networks. By leveraging synchronization techniques and low-cost sensors, SHM wireless networks can be effectively deployed to investigate the structural integrity of various infrastructure systems.

However, further research is needed to validate the system in real-field scenarios, explore scalability in larger networks, address environmental factors, ensure long-term stability and maintenance, and compare the proposed system with other synchronization techniques.
methods. ML algorithms can be utilized to enhance the performance of low-cost sensors in the presence of environmental factors and ensure long-term stability. Additionally, considerations for data security and network protection should be taken into account in real-world applications.
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**Appendix A**

**Algorithm A1 Measure Time from NTP (Multiple Experiments)**

1: Initialize variables: $t_{\text{first}} = 0$, $t_{\text{last}} = 0$, $i = 0$, $n = 10$
2: for $j = 1$ to $n$ do
3:     Connect to NTP server 'jp.pool.ntp.org'
4:     for $i = 1$ to 100 do
5:         Measure current time $t_{\text{current}}$ from NTP server
6:         if $i = 1$ then
7:             $t_{\text{first}} \leftarrow t_{\text{current}}$
8:         else if $i = 100$ then
9:             $t_{\text{last}} \leftarrow t_{\text{current}}$
10:        end if
11:    end for
12:    Calculate time difference: $\Delta t = t_{\text{last}} - t_{\text{first}}$
13:    Format $\Delta t$ with 5 decimal places: $\Delta t_{\text{formatted}} = \cdot.5f$.format($\Delta t$)
14:    Display time difference for experiment $j$: $\Delta t_{\text{formatted}}$
15: end for

**Table A1. NTP instabilities resulted from the Algorithm A1.**

<table>
<thead>
<tr>
<th>No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.98365</td>
<td>1.93762</td>
<td>2.13888</td>
<td>2.19704</td>
<td>2.15008</td>
<td>2.05739</td>
<td>2.02428</td>
<td>Error</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>2.07877</td>
<td>2.09752</td>
<td>2.03200</td>
<td>2.16679</td>
<td>2.13682</td>
<td>2.10096</td>
<td>2.19047</td>
<td>2.18057</td>
<td>2.05075</td>
<td>2.03307</td>
</tr>
<tr>
<td>3</td>
<td>2.02522</td>
<td>2.10828</td>
<td>2.19680</td>
<td>2.02330</td>
<td>2.09053</td>
<td>1.98940</td>
<td>Error</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.93804</td>
<td>2.04074</td>
<td>2.08322</td>
<td>2.08045</td>
<td>2.07417</td>
<td>2.00841</td>
<td>2.22313</td>
<td>2.34317</td>
<td>1.93583</td>
<td>1.96760</td>
</tr>
</tbody>
</table>
Table A1. Cont.

<table>
<thead>
<tr>
<th>No.</th>
<th>Time Difference of the Experiment No. (Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.87368 1.99403 2.20394 2.18445 2.21096 2.04569 2.02096 2.10654 2.23475 2.16026</td>
</tr>
<tr>
<td>6</td>
<td>2.27508 2.55489 Error - - - - - - - -</td>
</tr>
<tr>
<td>7</td>
<td>2.08454 2.12434 2.20702 2.19922 2.22640 2.26072 2.28497 Error - -</td>
</tr>
<tr>
<td>8</td>
<td>2.28557 2.37097 2.28230 2.37224 2.57349 2.33824 2.35139 2.40754 2.30306 2.25227</td>
</tr>
<tr>
<td>9</td>
<td>Error - - - - - - - - - -</td>
</tr>
<tr>
<td>10</td>
<td>2.67396 2.29190 2.11355 1.99394 2.12921 2.16127 2.24713 2.03871 2.17392 2.09608</td>
</tr>
</tbody>
</table>

Figure A1. Visualization of the NTP instabilities resulted from the Algorithm A1. The experimental outcomes reveal that a significant proportion, specifically five out of the ten conducted experiments, demonstrated instability and provide evidence that the ntplib library lacks robustness in effectively capturing the entirety of the temporal axis, particularly in correlation with the capture of MEMS sensor vibration.
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