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Abstract: Polygonal wheels are one of the most common defects in train wheels, causing a reduction in comfort levels for passengers and a higher degradation of vehicle and track components. With the aim of contributing to the safety and reliability of railway transport, this paper presents the development of an innovative methodology for classifying polygonal wheels based on a wayside system. To achieve that, a numerical train-track interaction model was adopted to simulate the passage of a freight train over a virtual wayside monitoring system composed of a set of accelerometers installed on the rails. Then, the acquired acceleration time series was transformed to a frequency domain using a Fast Fourier transform (FFT), and on this data, damage-sensitive features were extracted. The features based on Principal Component Analysis (PCA) showed great sensitivity to the harmonic order, while the ones based on Continuous Wavelet Transform (CWT) model showed great sensitivity to the defect amplitude. One step further, all features are merged using the Mahalanobis distance in order to obtain a damage index strongly correlated with the polygonal defect. Finally, a cluster analysis allowed the automatic classification of polygonal wheels, according to the harmonic order (harmonic-based) and defect amplitude (amplitude-based). The proposed methodology demonstrated high efficiency in identifying different types of polygonal wheels using a minimum layout of two sensors.
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1. Introduction

The interaction between the wheel and the rail gives rise to diverse forms of out-of-round wear on rail vehicle wheels. Operational wear on these wheels can manifest in various types, with the nature of the wear being influenced by the characteristics of the wheel–rail contact forces. Wheel wear can exhibit either uniform patterns or irregular ones [1], with irregular wear comprising both local and continuous wear. Local wear typically results from braking or worn-out treads [2], whereas continuous wear is commonly attributed to polygonization or corrugation [3]. These defects promote negative effects on both the vehicle and the track, increasing maintenance costs. From a railway safety point of view, wheel defects are one of the main causes of accidents, decreasing the reliability of this mode of transport [4].

Polygonal wheels are one of the most common defects in the railway wheel and consist of a periodic variation of the radius of the wheel along the circumference. Its wheel profile results from the superposition of several waves of harmonics characterized by a dominant harmonic order [5]. According to Peng et al. [6], when the amplitude of the defect assumes values above 0.2 mm and wavelengths between 140 mm and the wheel circumference, it is a polygonal wheel defect; otherwise, when the wavelength assumes...
values between 30 and 80 mm, it is considered a corrugation. The excitation frequencies it promotes cause a large fluctuation in the contact forces between the vehicle and the track, resulting in increased vibrations in the system [7,8]. Polygonal wheels increase the risk of rail breaks, sleeper and track fixing device cracking, axle damage, bearing damage, etc. [9]. It also increases the noise emissions inside and outside the vehicle, decreasing the comfort levels [10]. Depending on the vehicle’s characteristics and the type of harmonic order present in a polygonal wheel, the frequency excited by the polygonal damage may cause a resonance effect [11,12]. Thus, it is desirable to continuously monitor the health status of the wheels to prevent this defect.

To monitor the condition of railway systems in service, two approaches are usually used on-board and wayside. These systems can be used to monitor both the infrastructure and the vehicle. In the latter, measuring devices can be installed on the rail and sleepers or in areas surrounding the rail. On the other hand, onboard monitoring systems involve the installation of sensors on the vehicle to gather extensive data from the system consistently. This category encompasses various techniques such as magnetic methods [13], ultrasonic methods [14], acoustic methods [15], and vibration methods [16]. Wayside techniques, depending on the type of sensors employed, include strain gauges [17], fiber optic sensing technology [18], ultrasonic techniques [19], vibration techniques [18], acoustic emission [20], as well as lasers and high-speed cameras [2]. From an economic standpoint, adopting an indirect approach such as Infrastructure to Vehicle (I2V) for wayside detection and classification of wheel defects and Vehicle to Infrastructure (V2I) for onboard systems to detect and classify track defects proves more advantageous. This is due to the capability of a single-section track instrumented to monitor all passing vehicles using a reduced number of sensors, and conversely, a single vehicle’s ability to monitor an entire railway line [21]. The application of sensors on the track allows the extraction of a wide range of data regarding all vehicles that circulate on the track, making it possible to monitor several ranges of vehicles with a reduced number of sensors, which does not happen with the onboard system.

Recently, machine learning (ML) algorithms were implemented based on dynamic responses, such as artificial neural networks (ANN) [22], deep neural networks (DNN) [23–26], principal component analysis (PCA) [27], wavelet continuous transform (CWT) [28], and autoregressive (AR) models [29]. Among them, artificial neural networks and deep neural network algorithms have been applied in diverse areas through the years.

Although there are many studies in the literature on identifying polygonal damage, most of them are based on onboard approaches. Preferably, the sensors are located in the axle boxes to better capture the excitation frequencies induced by the polygonal wheels. Positioning the sensors in a location close to the damage allows the acquisition of a signal with a high correlation with damage. However, some factors cause signal interference, such as track irregularities, whose defect periodicities or wavelengths may coincide with that of the wheel, excitations in nearby components, and noise [30]. Therefore, for polygonal wheel identification, signal processing techniques are normally used to mitigate interference in the signal. Song et al. [31] present a numerical work based on processing the axle-box vibration acceleration signals using empirical mode decomposition (EMD) and Wigner-Ville distribution (WVD) techniques to identify the polygonal wheels. Wang [30] proposed a method to detect polygonal wheel damage based on an iterative modified discrete Fourier transform, being promising for estimating the amplitude of the defect. Chen [32] proposed a novel quantitative detection method for polygonal wheels under non-stationary conditions based on an adaptive chirp mode decomposition (ACMD) approach. Xie et al. [33] conceived a novel method to identify polygonal wheels consisting of combining variational mode decomposition (VMD) with the Fast independent component analysis (FastICA), achieving better accuracy in damage identification. Ye et al. [23], using vertical axle box accelerations developed a deep learning model for wheel out-of-roundness (OOR) diagnosis. The authors used three different features (wavelet transform (WT) spectrum, deep learning model, and Fast Fourier transform spectrum) to feed the neuronal network, obtaining results with
greater accuracy when using the three features simultaneously. Ye et al. [34,35] proposed a Multislice Time-Frequency Image Entropy and an activated time-domain image combined with a deep neural network for wheel OOR diagnosis and wheel flat detection, respectively. Both works reveal very good results under ideal and complex real-world scenarios.

Regarding wayside monitoring, the most common wheel monitoring systems are wheel impact load detectors (WILDs). They measure the rail response such as strain [36–39] and vibration [40,41], by a single or multiple sensors to estimate the condition of the wheels. Stratman et al. [36] used strain gauges installed on the rail to determine the wheel–rail impact force, thus assessing the condition of the wheels. Alemi et al. [39] proposed a fusion method to associate the samples collected by multiple strain gauges. Skarlatos et al. [40] proposed a method based on the statistical processing of vibration signals to characterize the state of the wheels according to established vibration limits using data acquired by accelerometers installed on the rail. More recently, automatic methodologies based on machine learning have been implemented, with very good results in detecting wheel flat and polygonal wheels [17,27,29]. Lourenço et al. [42] established a reliable damage index for diagnosing wheel defects in real-time based on Hidden Markov Model (HMM) and processing the signal using a Short-time Fourier Transform (STFT). These works follow unsupervised methodologies and typically involve feature extraction using data measured on the track from accelerometers and strain gauges. Concerning polygonal wheels, the reported literature on automatic polygonal wheel identification using a wayside system has been limited so far, and none of them can classify the severity of this defect.

In this context, the present research aims to design an unsupervised methodology with machine learning (ML) algorithms to classify polygonal wheels according to the harmonic order and amplitude of the defect. The proposed methodology is based on the dynamic rail responses from rail acceleration measurements. To increase the sensitivity to this type of periodic damage, a Fast Fourier transform (FFT) is applied to the time series accelerations. The performance of different feature extraction techniques concerning their sensitivity to the classification of the polygonal damage is evaluated. The features based on principal components analysis (PCA) are suitable for a harmonic-based classification, while the continuous wavelet transforms (CWT) features present a very good efficiency for an amplitude-based classification. To reduce the volume of extracted data while retaining the most relevant information, as well as increasing sensitivity to damage, the data are merged using the Mahalanobis distance. As a final step, a cluster analysis is employed to automatically classify a polygonal wheel, in terms of harmonic order (harmonic-based classification) and defect amplitude (amplitude-based classification).

This proposed unsupervised methodology presents several novel aspects related to existing studies:

- A wayside monitoring system capable of classifying polygonal wheels, while previous work has only focused on detecting wheel defects [33,43,44];
- Proposed an automatic methodology capable of identifying different types of polygonal wheels according to harmonic number (harmonic-based) and according to defect amplitude (amplitude-based);
- High effectiveness in classifying polygonal wheels (with no misclassification) using a very reduced layout of accelerometers, contrasting with other studies [16,38,39].

2. Unsupervised Learning Methodology for Polygonal Wheels Classification

Methodology

The proposed methodology for the automatic classification of polygonal wheels is presented in Figure 1. The methodology comprises six steps: (i) Data acquisition from accelerometers; (ii) Transformation from time to frequency domain using a Fast Fourier transform. This transformation is important not only to increase sensitivity to damage but also to reduce the impact of operational effects; (iii) Feature extraction from the sensor signals, using Principal Component Analysis (PCA) [45,46] or Continuous Wavelet Transforms (CWT) models [28,47], that are implemented separately. PCA is adopted for
a harmonic-based classification, and CWT is for amplitude-based classification; (iv) Data fusion by applying Mahalanobis distances (MD). The objective is to compress the extracted features while preserving the most relevant information, that is, maintaining or even enhancing the capacity to differentiate polygonal wheel scenarios. Therefore, a damage index (DI) is obtained for each simulation [48]. In the first step with an MD, the features of each sensor are merged: feature fusion. In addition, a second-order fusion is carried out to fuse the data information from each sensor–sensor fusion; (v) for feature classification, a clustering process is proposed to divide data sets into different groups based on the order of dominant harmonic and defect amplitude. In this study, the k-means clustering technique is adopted [28], employing the city-block distance. Since the k-means method needs the definition of the number of clusters, the global silhouette index (SIL) [49] is used, thereby automating the procedure.

![Methodology for polygonal wheels classification.](image)

**Figure 1.** Methodology for polygonal wheels classification.

3. Simulation

3.1. Wayside System Layout

A conceptual wayside monitoring system is defined to assess rail accelerations resulting from the passage of a train. In previous work [27], it was concluded that with a minimum number of two sensors (one on each rail), it was possible to detect out-of-roundness (OOR) defects in wheels. Therefore, four accelerometers were initially considered (two on each rail) for developing the polygonal wheel classification methodology in the present work. These accelerometers are installed on the rail at mid-span between two sleepers, where maximum bending deformations are obtained. The accelerometers are positioned precisely in the rail flange on the right side of the rail (Acc1 and Acc2) and the left side of the rail (Acc3 and Acc4), as depicted in Figure 2.
3.2. Vehicle-Track Dynamic Interaction

Train-track dynamic interaction is simulated using VSI software (Vehicle-Structure Interaction Analysis), whose validation and detailed description are provided in other publications by the authors [50,51]. In this model, the train is integrated with the track through a 3D wheel–rail contact model, wherein Hertzian theory is employed to compute the normal contact forces. Additionally, the USETAB routine is used to calculate the tangential forces arising from the rolling friction creep phenomenon.

This numerical tool is implemented in MATLAB® [52] and imports the structural matrices from both the vehicle and track previously modeled in ANSYS® [53]. The vehicle model is a Laagrs-type wagon developed and presented in detail in the work of Bragança et al. [54]. The track model can be found in [17,55] using beam elements to represent the rails and the sleepers, discrete mass points to simulate the ballast, and spring elements connecting all the components.

Wheel and track irregularities are previously geometrically characterized in MATLAB® [52] and subsequently integrated into the constraint equations that couple the train to the track in the VSI software. By employing Lagrange multipliers, this tool connects wheel displacements with the track nodal displacements, incorporating track and wheel irregularities through a set of constraint equations. These equations are solved alongside equilibrium equations, forming a unified system that couples the two subsystems (see [50] for a full description of the coupling model).

A schematic representation of the numerical model is shown in Figure 3. The first wheel of the first wagon on the right side is considered a defective wheel (marked in green).
3.3. Wheel Irregularities
3.3.1. Characterization

New wheels in railway vehicles are not completely perfect and smooth, as they present irregularities along their surface. Polygonal wheels can be characterized by various geometric parameters, including the wavelength ($\Lambda$), which varies based on the harmonic order ($\theta$) and the wheel radius ($R_w$). This relationship is defined by the following function:

$$\Lambda = \frac{2\pi R_w}{\theta}, \theta = 1, 2, 3, \ldots, n$$

The wheel irregularity level spectrum $L_w$ (in dB re 1 $\mu$m) is defined by:

$$L_w = 20 \log_{10} \left( \frac{\hat{w}}{w_{ref}} \right)$$

where $\hat{w}$ is the root mean square value of the irregularity profile $w(x_w)$, evaluated for wavelengths corresponding to each OOR order, and $w_{ref} = 1$ $\mu$m.

To characterize the geometry of this type of imperfection, the average experimental measurements of four new wheels by Johansson et al. [5] are considered. The same procedure was adopted to characterize polygonal wheel defects, where the irregularity level spectrum $L_w$ associated with each of the harmonics is based on experimental measurements [56–58]. Figure 4 depicts the level of irregularity related to each dominant harmonics. To cover a wide spectrum of harmonics, profiles with dominant harmonics between 6–8, measured by Wu et al. [58]; between 12–14, measured by Tao et al. [57]; and between 17–18, measured by Cai et al. [56], are considered. Additionally, the Figure also includes the wheel profile based on the experimental measurements of Johansson et al. [5] nominated new wheel in this study.

![Figure 4](image_url)

**Figure 4.** Wheel irregularity amplitude spectra ($L_w$) and harmonic order ($\theta$) for new and polygonal wheels.

The polygonal wheel profile results from the superposition of all waves of harmonics and levels of irregularity associated with each harmonic. Then, different polygonal wheel profiles are generated based on the sum of sine functions ($H = 30$) as follows:

$$w(x_w) = \sum_{\theta=1}^{H} A_{\theta} \sin\left( \frac{2\pi}{\Lambda} x_w + \psi_{\theta} \right)$$

where $x_w$ is the distance along wheel circumference and $A_{\theta}$ is the amplitude of the sine function for each $\Lambda$, which is computed using the following function:

$$A_{\theta} = \sqrt{2} \cdot 10^{-L_w/20} \cdot w_{ref}$$
whereas \( w_{ref} = 1 \) \( \mu m \). The wheel irregularity level \( (Lw) \) values are selected based on the irregularity spectrums of Figure 4, for all scenarios: new wheels or polygonal wheels.

Considering different phase angles \( (\psi) \) in the sinusoidal functions uniformly and randomly distributed in the range from 0 to \( 2\pi \), five cases are generated for each wheel defect amplitude based on each polygonal wheel irregularity spectrum.

### 3.3.2. Wheel Profiles

Two groups of defect amplitudes for each type of polygonal wheels are defined: group A1 (0.2–0.4 mm) and A2 (0.6–0.8 mm). Thus, a scale factor is applied to Equation (3) to generate the wheel polygonal profiles with different amplitudes. Figure 5 shows the three different types of profiles with dominant harmonic orders that are developed according to the irregularity profiles presented in Figure 4. In addition, in each of these profiles, two examples are plotted with defect amplitudes A1 and A2 and compared with the new wheel profile.

**Figure 5.** Examples of generated polygonal wheel profiles based on irregularity spectra: (a) H6-8, (b) H12-14, (c) H17-18.
3.4. Track Irregularity Profiles

Based on European Standard EN 13848-2 [59], four different artificial irregularity profiles are used to generate vertical and lateral track irregularities for both rails. In this case, power spectral density (PSD) curves are developed [55] and then artificial irregularity profiles are generated in the vertical and transverse directions for wavelengths between 1 m and 75 m with a sampling discretization of 1 mm, covering the wavelength range intervals D1 and D2 defined by the European Standard EN 13848-2 [59]. Figure 6 shows an example of an irregular rail profile, which includes lateral misalignment and vertical unevenness on both rails.

![Example of a generated track irregularity profiles.](image)

3.5. Simulation Scenarios

Derived from various speeds, loading configurations, and rail irregularity profiles, Table 1 provides an overview of the simulations conducted for both undamaged and damaged scenarios.

<table>
<thead>
<tr>
<th>Table 1. Damaged and undamaged scenarios.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline Scenarios</strong></td>
</tr>
<tr>
<td>Vehicle</td>
</tr>
<tr>
<td>Number of loading schemes</td>
</tr>
<tr>
<td>Unevenness profile</td>
</tr>
<tr>
<td>Speed range</td>
</tr>
<tr>
<td>Noise Ratio</td>
</tr>
<tr>
<td>Location</td>
</tr>
<tr>
<td>Harmonic orders (θ)</td>
</tr>
<tr>
<td>Amplitude ranges (W)</td>
</tr>
<tr>
<td>Total analyses</td>
</tr>
</tbody>
</table>

The baseline scenarios comprise crossing speeds ranging from 40 to 120 km/h and four distinct rail irregularity profiles. The loading schemes used are empty, half-loaded, full-loaded. For simulations of the baseline scenarios, a combination of perfect wheels and new wheels (defined in Section 3.3) is used. The baseline scenarios consist of 55 simulations.
with perfect wheels and 30 simulations with new wheel profiles. The simulations with new wheel profiles are carried out at different locations, in the first, third, and fifth wagons. For the damaged scenarios, a total of 30 scenarios of polygonal wheels were generated with combinations of harmonic orders and defect amplitudes. For these simulations, a single defective wheel located on the first wagon on the right front wheel, and fully loaded wagons operating at a speed of 80 km/h are considered.

3.6. Track Dynamic Response

Acceleration signals are fixed at a sampling frequency of 10 kHz for all simulations. Subsequently, a Chebyshev type II digital low-pass filter with a cut-off frequency of 500 Hz is applied to filter the time series. Therefore, this high sampling frequency can increase the variance of the subsequently extracted damage features [60]. Furthermore, an artificial noise equivalent to 5% of the maximum acceleration of the initial signal is included in the numerical signal to provide a more realistic depiction of the measured rail response [51]. Figure 7 presents two acceleration time series plots, where the excitation promoted by the polygonal damage for all profiles is notorious, with a substantial increase in the vertical acceleration values when compared to a passage with new wheels. In addition, the influence of the amplitude of the polygonal damage on the measured responses is quite considerable: by comparing Figure 7a and 7b, it is visible that for an amplitude A1, the maximum response is approximately 40 m/s², while for an amplitude A2, the maximum response is around 100 m/s².

![Figure 7](image_url)

**Figure 7.** Acceleration time series on position Acc2 for (a) healthy wheel and polygonal wheel with amplitude A1; (b) healthy wheel and polygonal wheel with amplitude A2.

The acceleration responses are transformed to the frequency domain by applying an FFT algorithm to capture the excitation frequencies induced by each of the polygonal wheel...
profiles (Figure 8). The excitation frequency induced by the polygonal wheels can be given by the following expression:

\[ f_{\text{pol}} = \frac{v}{2\pi R_w} n \]  

(5)

where \( v \) is the speed, \( R_w \) the wheel radius, and \( n \) is the number of harmonics. Based on Equation (5) and knowing that the adopted speed was always 80 km/h, it is possible to predict which dominant frequencies are excited for each harmonic profile (H6-8, H12-14 and H18-19). Assuming \( n \) is equal to the value of the order of the dominant harmonic in each of the profiles, a range of excitation frequencies of 50–65 Hz, 100–115 Hz, and 150–155 Hz are obtained using Equation (5), respectively. From the analysis of Figure 8, we can observe the frequency peaks for the H12-14 and H18-19 profiles around the expected values, while for the profile H6-8, a flat spectrum is obtained without showing any significant peak frequency. This can be explained by a smooth damage profile related to this harmonic group (Figure 4), which has a less evident harmonic peak than the other two profiles.

![Graph](image)

**Figure 8.** Frequency domain responses on position Acc2 for (a) healthy wheel and polygonal wheel with amplitude A1; (b) healthy wheel and polygonal wheel with amplitude A2.

4. Automatic Classification of Polygonal Wheels

4.1. Feature Extraction

From the first phase of the methodology, the features are extracted based on applying the CWT and PCA models to the evaluated FFT responses. The results are evaluated for a set of four sensors (two on each side) located on the rail at mid-span between the sleepers.
The main idea of feature extraction is to get a dimensionality reduction that identifies important relationships in the data.

For CWT features, the principal components are determined after extracting wavelet coefficients. Furthermore, four statistical parameters are derived from the scores, encompassing the root mean square (RMS), standard deviation, skewness, and kurtosis. For each sensor and every passage of the train, a total of 324 features are extracted. For PCA features, following the computation of the principal components, the same four statistical parameters are derived from the PCA scores. A total of 4 features are extracted for each sensor and passage.

For each sensor, the extracted features form a matrix of $n \times m$, where $n$ represents the number of train passages associated with the baseline or polygonal wheel scenarios, with a total of 115 simulations (mentioned in Table 1), and $m$ represents the number of extracted features. Thus, for each method, the dimension of the matrix is as follows:

- Matrix $X_{\text{PCA}}$ with $115 \times 4$, PCA features;
- Matrix $X_{\text{CWT}}$ with $115 \times 324$, CWT features.

Figure 9 shows four features (two PCA statistical parameters and two wavelet coefficients) extracted by accelerometer 2. By analyzing the figure, all features are already visible at this first step, leading to a tendency to distinguish between damaged and undamaged passages. The PCA features seem more sensitive to operational conditions, namely speed, than the CWT features showing more dispersed results in the baseline scenarios. Moreover, at this stage, a tendency is already noticeable in the PCA features to group the damage results according to the type of profile (dominant harmonics), while the CWT features seem to be more sensitive to the defect amplitude variations in each of the simulated profiles.

![Figure 9](image-url)  
*Figure 9.* Feature extraction for accelerometer Acc2, (a) PCA–feature 1, (b) PCA–feature 3, (c) CWT–feature 173, (d) CWT–feature 193.
4.2. Data Fusion

Following feature normalization, a data fusion is performed to enhance the sensitivity of the features to abnormal cases.

To merge the features obtained through the PCA and CWT techniques, the Mahalanobis Distance (MD) is applied for each sensor as follows:

$$MD = \sqrt{(x_i - \bar{x})C^{-1}(x_i - \bar{x})^T}$$

(6)

in which $x_i$ is the matrix of extracted features, $\bar{x}$ is a mean vector of the features from the baseline simulation, and the inverse covariance matrix of the baseline simulation is defined by $C^{-1}$. In the first step, all features are merged (Figure 10a) and later, all sensors are merged (Figure 10b). In the first fusion step, a $115 \times 1$ vector is obtained for each of the four sensors and 115 train passages. Then, in the second fusion stage, a single $115 \times 1$ vector is obtained, in which the information from all four sensors is combined for each train passage. Figure 10, based on the PCA technique, shows that the second step of the merger considerably increases the damage sensitivity. This approach groups the polygonal wheel profiles according to the dominant harmonic.

![Figure 10](image-url)  
**Figure 10.** Data fusion for PCA features: (a) 1st step fusion features for accelerometer Acc2 and (b) 2nd step fusion of all sensors.

On the other hand, as depicted in Figure 11, an approach using the CWT technique ensures a classification concerning the defect amplitude in each of the profiles. The first-order fusion is very sensitive to categorization by amplitude level; however, the second-order fusion promotes less dispersion in the results for the damage scenarios. The CWT model gains sensitivity for the categorization of the different wear amplitudes when all sensor information is merged. It is concluded that for a categorization by defect amplitude, the second fusion level will be adopted in this approach.
Figure 11. Data fusion for CWT features: (a) 1st step fusion features for accelerometer Acc2 and (b) 2nd step fusion of all sensors.

4.3. Feature Classification

4.3.1. Harmonics-Based Classification

Based on the PCA features, the methodology classifies according to the dominant harmonics (Figure 12). A sensitivity analysis is performed to evaluate the optimized number of sensors used to classify polygonal wheels. The results using four and two accelerometers are plotted in Figure 12a,b, respectively. The DI amplitude decreases with the reduction in the number of sensors. However, in all sensor numbers, the methodology is shown to be very efficient, without any false classification. The maximum intra-cluster distance (ICD) observed for both sensor layouts, with four and two accelerometers, is 1.12 and 0.78, respectively.

Figure 12. Cluster analysis for harmonic-based classification using: (a) 4 sensors and (b) 2 sensors.
4.3.2. Amplitude-Based Classification

Based on the CWT model, the methodology classifies according to the defect amplitude (Figure 13). The same as the PCA model, the clustering of the CWT features uses all sensor information, after the sensor fusion step. A sensitivity analysis is also performed to evaluate the optimized number of sensors used to classify polygonal wheels according to the defect amplitude. The results are evaluated using four sensors, with two on each side of the rail (Figure 13a), and two sensors, with one on each side of the rail (Figure 13b). The methodology proved very efficient, without any false classification and the DI remains unchanged regardless of the number of sensors. The maximum ICD for the two sensor layouts, four and two accelerometers, is 332.4 and 344.3, respectively.

![Cluster analysis for amplitude-based classification using: (a) 4 sensors and (b) 2 sensors.](image)

**Figure 13.** Cluster analysis for amplitude-based classification using: (a) 4 sensors and (b) 2 sensors.

5. Conclusions

This work proposes an automatic methodology based on machine learning that can accurately classify different types of polygonal damage in freight vehicle wheels. Two different feature extraction methods are performed, one consisting of the PCA method and the other based on the CWT model to transform acceleration signals into sensitive features for polygonal wheel classification.

The methodology proves to be highly effective in classifying polygonal wheels, with all tested scenarios correctly classified. The PCA features proved very effective for classifying harmonic-based polygonal wheels, with a stable damage index according to each dominant harmonic, resulting in no false classification. The results prove that the features are highly sensitive to the excitation frequencies caused by different orders of dominant harmonics since a considerable range was tested. The extracted features based on the CWT model are very sensitive to the defect amplitudes, regardless of the type of harmonic profile, classifying the two considered amplitude levels (A1 and A2) without any false classification. From an economic point of view, with only two accelerometers, the methodology can effectively classify in terms of dominant harmonic orders and defect amplitudes. By installing sensors on each side of the rail, the methodology can classify polygonal wheels regardless of the side of the defective wheel.

As future developments, the proposed methodology will be validated through experimental tests based on on-site measurements in which the polygonal wheels are previously characterized. To increase the robustness of the methodology, additional scenarios should
be tested, considering multiple damages, different operating speeds, and vehicle types. Furthermore, upgrading the current methodology to localize polygonal wheels in multiple wagons of a freight train will also be considered.

**Author Contributions:** Conceptualization, A.G. and R.S.; methodology, A.M. (Andreia Meixedo); software, P.M.; validation, R.S.; formal analysis, A.G., J.M. and T.J.; investigation, A.G. and R.S.; resources, D.R. and C.V.; data curation, A.G.; writing—original draft, A.G.; writing—review and editing, D.R., C.V. and A.M. (Araliya Mosleh); visualization, J.M., T.J., D.R. and A.M. (Araliya Mosleh); supervision, D.R. All authors have read and agreed to the published version of the manuscript.

**Funding:** North Portugal Regional Operational Programme (NORTE2020) and FCT/MCTES (PIDDAC): UID/B/04708/2020 and 2021.04272.CEECIND.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** The data presented in this study are available on request from the corresponding author due to privacy.

**Acknowledgments:** This paper is a result of project WAY4SafeRail-WAYside monitoring system FOR SAFE RAIL transportation, with reference NORTE-01-0247-FEDER-069595, co-funded by the European Regional Development Fund (ERDF), through the North Portugal Regional Operational Programme (NORTE2020), under the PORTUGAL 2020 Partnership Agreement, base Funding-UIDB/04708/2020 with DOI 10.54499/UIDB/04708/2020 and Programmatic Funding-UIDP/04708/2020 with DOI 10.54499/UIDP/04708/2020 (doi.org/10.54499/UIDP/04708/2020) of the CONSTRUCT-Instituto de E&Es Estruturas e Construções-funded by national funds through the FCT/MCTES (PIDDAC); and Grant no. 2021.04272.CEECIND with DOI: 10.54499/2021.04272.CEECIND/CP1679/CT0003, from the Stimulus of Scientific Employment, Individual Support (CEECIND)—4th Edition provided by FCT (Fundação para a Ciência e Tecnologia).

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**


47. Addison, PS. Introduction to redundancy rules: The continuous wavelet transform comes of age. Philos. Trans. R. Soc. A 2018, 376, 20170258. [CrossRef]


52. MATLAB®, version R2018a; The MathWorks Inc.: Natick, MA, USA, 2018.

53. ANSYS®, ANSYS, Inc.: Canonsburg, PA, USA.


Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.