A Survey of Adversarial Attacks: An Open Issue for Deep Learning Sentiment Analysis Models
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Abstract: In recent years, the use of deep learning models for deploying sentiment analysis systems has become a widespread topic due to their processing capacity and superior results on large volumes of information. However, after several years’ research, previous works have demonstrated that deep learning models are vulnerable to strategically modified inputs called adversarial examples. Adversarial examples are generated by performing perturbations on data input that are imperceptible to humans but that can fool deep learning models’ understanding of the inputs and lead to false predictions being generated. In this work, we collect, select, summarize, discuss, and comprehensively analyze research works to generate textual adversarial examples. There are already a number of reviews in the existing literature concerning attacks on deep learning models for text applications; in contrast to previous works, however, we review works mainly oriented to sentiment analysis tasks. Further, we cover the related information concerning generation of adversarial examples to make this work self-contained. Finally, we draw on the reviewed literature to discuss adversarial example design in the context of sentiment analysis tasks.
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1. Introduction

User opinions allow researchers to identify the experience, either positive or negative, that actual consumers have had with a product, service, or topic of interest [1]. The opinions expressed by actual consumers play an influential role in the decision-making of new consumers and organizations. For example, potential consumers can take a look at the quality of a product or service through users’ opinions and decide whether or not to select it. In the case of organizations, opinions allow them to determine necessary improvements to implement in their products or services to enhance their consumers’ experience [2]. Lately, the volume of users’ opinions has increased considerably, mainly due to the accessibility, anonymity, and free expression that digital media offer to users, becoming a comfortable space for users to express their opinions or feedback. Due to this large volume of information, tools are needed to facilitate simplified opinion analysis. In this context, sentiment analysis systems are an important tool for analyzing and providing summarized information concerning users’ opinions to assist both users and organizations in the decision-making process.

Sentiment analysis (SA) is a Natural Language Processing (NLP) task that uses text analysis and machine-learning techniques to automatically extract and process users’
opinions [3]. The purpose of sentiment analysis systems is to provide summarized information and assist potential users and organizations in evaluating their selections; popular sentiment analysis applications include social media monitoring, customer support management, and analyzing customer feedback, among others. Sentiment analysis has been predominantly applied to text analysis (analysis of user opinions). However, SA can be applied to different modalities as well, such as visual, speech, and text [4]. In recent years, multimodal sentiment analysis models have been proposed that combine different modalities to obtain more accurate results [5]. In this paper, we focus on sentiment analysis considering text modality.

In recent years, deep learning (DL) models have become a popular research topic for better handling large volumes of information on sentiment analysis [6]. Deep learning models are potent algorithms that achieve excellent performance, allowing previous results to be outperformed in different areas. In sentiment analysis systems, the aim of implementing deep learning models is to improve the precision of results obtained with traditional machine learning algorithms and raise the confidence of users; however, this does not always turn out to be true. Figure 1 presents the general operation of a sentiment analysis model.

![Figure 1. General operation of a deep learning-based sentiment analysis model.](image)

After several years of research, it has been demonstrated both in theory and practice that DL models can be fooled with high probability by small modifications to the input data, causing incorrect results [7,8]. Research such as [7,8] has evaluated the robustness of deep learning models in face of small changes to the input data. Szegedy et al. [7] evaluated state-of-the-art deep neuronal network (DNN) models for image classification by making minor pixel-level modifications to inputs, identifying that DNN models can be fooled with a high probability by modified inputs causing classification errors even though people could not identify any change. The resulting images obtained after performing modifications called adversarial examples. Subsequently, this name has been applied to denote intentional modifications made to input data to fool models.

Based on the idea of adversarial examples, Jia and Liang [9] were the first to consider designing adversarial examples to fool DNN models for text applications (named textual deep neuronal networks). They generated short texts using words included in the training set of the neuronal network model. Then, the texts were added to the end of the original input data to generate the adversarial examples (also denominated adversarial texts), and it was observed that adversarial examples could also fool textual deep neuronal networks. Figure 2 shows an adversarial example designed in [9].

Led by [7], different approaches have been proposed that aim to: (1) design effective imperceptible modifications to confuse the DL models’ understanding of inputs and cause incorrect results; (2) evaluate DL models against modified inputs; (3) propose defenses for potential modifications to input data; and (4) improve the robustness of DL models by adding new knowledge and capabilities via adversarial examples [10].

Since their introduction, adversarial examples have pointed to the limitations of deep learning models in correctly classifying modified inputs [11], which leads to the need to
understand their current vulnerabilities (and continuously explore new vulnerabilities) when facing adversarial examples. This can help to propose defenses that effectively guarantee confidence in deep learning models’ results. Due to the importance of sentiment analysis in the decision-making process, we survey adversarial attacks on textual deep neuronal networks in this work, specifically focusing on sentiment analysis. In this work, we aim to summarize efforts that expose the vulnerabilities presented by deep neuronal sentiment analysis models when facing adversarial examples. Considering the importance of sentiment analysis and the impact of adversarial examples, there is a need for this kind of work to provide successive researchers with an overview of extant efforts.

Figure 2. Adversarial example from [9]. The assembly model originally obtains the correct answer, but is fooled by the insertion of an adversarial text (in blue).

Related surveys and differences with this survey. Reviews of adversarial examples attacking deep learning models for text applications already exist in the literature, such as [10,12–14]; however, to the best of our knowledge, no comprehensive review has collected and summarized the efforts in this research direction while specifically focusing on sentiment analysis. This study attempts to cover this gap via three central questions: (1) How do adversarial attack methods fool sentiment analysis models? (2) What proposals exist to defend against these attacks? and (3) What are the open challenges and directions of text adversarial attacks within sentiment analysis?

Paper selection methodology. We performed a literature review on three primary data sources related to computer science and data security: IEEE, ScienceDirect, and SpringerLink. First, keywords related to the central topic of this paper, namely, adversarial examples, were defined: (Adversarial, Examples, and Attack). Subsequently, keywords to delimit the research to sentiment analysis and text applications were added: (Text, Sentiment Analysis (SA), and Sentiment). Through the set of keywords defined above (Adversarial, Examples, Attack, Text, SA, Sentiment), the following query string was integrated: (Adversarial Attacks in Sentiment Analysis, Adversarial Attacks in Text). Considering that the research topic for text applications has emerged only recently, we limited the search to papers published from 2017 to January of 2024. The executed query string was as follows: (“adversarial attack” or “adversarial texts”) and (“text” or “sentiment” or “sentiment analysis”).

The inclusion and exclusion criteria for filtering and selecting papers were formally defined as follows:

- The inclusion criteria considered the following elements:
  1. The paper’s contributions focus on the design of adversarial attack or defense mechanisms, particularly for the sentiment analysis task.
  2. Priority was given to papers published in the most recognized conferences on Natural Language Processing and Artificial Intelligence (ACL: Annual Meeting of the Association for Computational Linguistics; COLING: International Conference on Computational Linguistics; EMNLP: Empirical Methods in Natural Language Processing; IJCAI: International Joint Conference on Artificial Intelligence), although this was not a limitation.
On the other hand, the following exclusion criteria were defined:

1. Papers unrelated to text applications.
2. The content and contributions of the papers were not related to the research subject, i.e., adversarial attacks and their application in sentiment analysis.
3. Papers unrelated to sentiment analysis with deep neural network approaches.
4. The method presented in the paper was largely derived from other work.

Through the search engines the selected information sources, the query string was executed for all metadata in the advanced search section. Figure 3 depicts the process of extracting and filtering works proposing adversarial attack designs for the study task. Figure 3a illustrates the amount of articles retrieved in the data extraction stage by executing the query string. We obtained a total of 1040 articles related to adversarial attacks for text applications, including articles for sentiment analysis. First, the retrieved works were manually filtered by checking the year of publication, title, and abstract to exclude those that did not align with the research objectives of this work. As a result, the number of retrieved works was reduced to 51 (refer to Figure 3b). As a final step, the inclusion and exclusion criteria were applied, resulting in 33 papers being selected for the initial review.

Figure 3. Paper selection methodology. After applying the query string, a total of 1040 papers related to adversarial attacks for text applications and sentiment analysis were retrieved in the data extraction stage. These papers were filtered by reviewing the year, title, and abstract, then applying the inclusion and exclusion criteria after which the total number of papers for initial review was reduced to 33. (a) Papers retrieved during the data extraction stage. A total of 1040 works were obtained for text applications, including works addressing sentiment analysis attack. The green circles highlight the primary works from which others were derived according to our query string. (b) The papers obtained during data extraction were filtered by checking the year, title, and abstract to validate the period and determine whether they corresponded to the topics of adversarial attacks and sentiment analysis. A total of 51 papers remained after filtering. Application of the inclusion and exclusion criteria further reduced the total number of papers for initial review to 33.

Contributions of this survey. The objective of conducting this survey is to provide a comprehensive review of research efforts on adversarial example generation, specifically for deep neural networks used in sentiment analysis. In order to comprehend the importance of sentiment analysis in decision-making and knowing the scope that adversarial examples have on the results of deep learning models, it is necessary to understand the behavior of adversarial attacks with the aim of proposing defenses against them. We pursue this survey to serve researchers and practitioners interested in designing, attacking, and defending sentiment analysis deep neuronal networks. Although this work includes essential information concerning preliminary knowledge related to adversarial attacks, we expect that readers will have basic knowledge of sentiment analysis and deep neural network...
architectures, which are not the focus of this article. To summarize, the main contributions of this survey are:

- We collect, select, review, summarize, and discuss adversarial attacks, especially those suited to sentiment analysis models, with the objective of providing an information framework for current adversarial attacks methods that expose vulnerabilities of sentiment analysis models. This is the first survey to mainly focus on adversarial attacks for sentiment analysis. The aim is to assist researchers in addressing new vulnerabilities and developing defense methods to mitigate the negative consequences that can result from incorrect results produced by sentiment analysis models.
- We provide essential information concerning preliminary knowledge related to adversarial attacks, which allows this work to be self-contained.
- We draw on the reviewed literature to discuss open issues in adversarial example design for sentiment analysis deep neuronal network models, and identify possible new research directions concerning defenses for sentiment analysis models based on the issues and challenges identified during this review.

The rest of this document is organized as follows. Section 2 presents concepts related to the design of adversarial attacks for deep learning models in the sentiment analysis task, which allows for a better understanding of the primary state-of-the-art works regarding adversarial attacks presented in Section 3. The main works proposed for the sentiment analysis task involving defense against adversarial examples are presented in Section 4. Finally, a discussion of the current challenges in adversarial example design are described in Sections 5 and 6 presents the conclusions of this work.

2. Adversarial Examples and Deep Learning Models

Before introducing the reviewed works concerning adversarial examples and sentiment analysis models, we introduce some preliminary knowledge related to adversarial attacks and their application with regard to textual deep learning models, with the objective of providing an overview of how adversarial examples work in these types of applications.

2.1. Definitions

The principal definitions to consider when adversarial examples are studied are the following:

- **Deep Neuronal Network (DNN).** A deep learning model is a set of machine learning algorithms that attempts to model high-level abstractions using neural network architectures that support multiple and iterative nonlinear transformations of data expressed in matrix or tensor form [15].

- **Perturbation.** The perturbations $\eta$ are small modifications intentionally made to input data in order to confuse the deep learning models.

- **Adversarial Example.** An adversarial example is a modified input created via a perturbation $\eta$ of the input $x$ of a deep learning model. The perturbation $\eta$ is the minimal worst-case modification to input data that succeeds in confusing the model in its understanding and, as a consequence, in its classification. A robust model should continue to classify the correct class $y$ to $x'$, while a victim model will have a high probability of incorrectly classifying $x'$. Equation (1) presents the formalization of $x'$:

\[
\begin{align*}
  f(x) &= y, \quad x \in X \\
  x' &= x + \eta, \quad f(x') \neq y \\
  or f(x') &= y', \quad y' \neq y
\end{align*}
\]

where $\eta$ is the worst-case perturbation. The goal of the adversarial examples is to cause the label to deviate to an incorrect label $f(x') \neq y$ or to a specific label $f(x') = y'$. Modifications to create adversarial examples should be as small as possible while being capable of fooling DL models without changing human perception.
2.2. Adversarial Examples for Text Applications

In recent years, the design of adversarial examples has attracted research interest with the aim of identifying the vulnerabilities of DNN models against modified inputs and thereby proposing defense mechanisms that guarantee the safety of the results. The original idea of adversarial examples was explained by Szegedy et al. [7] when evaluating the robustness of image classification DNN models by making minor pixel-level modifications. Nevertheless, when evaluating a textual DNN model, it is impossible to apply the same methods from evaluating image DNN due to three main differences:

1. **Input space.** Image inputs are continuous, while text data are symbolic, i.e., discrete. Thus, it is hard to define perturbations in texts that maintain the semantic and syntactical properties of the inputs.

2. **Perceptibility.** While small changes in image pixels are usually difficult to perceive, small changes in text, e.g., changing characters or words, can be much more easily perceived.

3. **Semantics.** In the case of images, small changes usually do not change the semantics of the image, while perturbation of text can easily change the semantics of words or sentences.

Considering these principal differences, works involving adversarial examples for textual DNNs have proposed novel methods using different techniques to carefully preserve the semantic inputs and the imperceptibility of modifications. Jia and Liang [9] were the first to consider designing adversarial examples for text applications with DNN models. In their work, they experimented by inserting small text fragments into the input data. These fragments were created synthetically based on observed terms in the training set (refer to Figure 2). Following Jia and Liang [9], different adversarial works oriented to text-based applications have shown that performing modifications at the character, term, or sentence level by inserting, deleting, substituting, or exchanging characters or terms can cause models to produce incorrect results [16–19]. When generating adversarial examples, the modifications should be as small as possible while remaining capable of fooling the model. For text-based tasks, the modifications should not make drastic changes to the text’s semantics or syntax, and should maintain the readability of the input message.

2.3. Taxonomy of Adversarial Attacks

Generating adversarial examples is motivated by one of two objectives: (i) attacking by confusing the deep learning model’s understanding of inputs to cause incorrect results; or (ii) defending by improving the robustness of the model through the addition of new knowledge and capabilities [10]. Adversarial example attacks attempt to identify and exploit model vulnerabilities when facing modified inputs, allowing effective defenses to subsequently be proposed to cover these vulnerabilities.

To identify the best criteria for designing adversarial examples, it is advisable to develop, test, and analyze different modifications to determine which will most effectively fool the target model while preserving the semantics and syntax of the text input. Zhang et al. [10] proposed a taxonomy of adversarial attacks on text application models based on the criteria established by Yuan et al. [20] for the design of a threat model or attack. According to [10,20], adversarial attacks can be classified as follows: (i) **model access**; this refers to the operational knowledge of the model under attack when the attack is performed; (ii) **semantic application**; while this can refer to different NLP applications, such as machine translation, machine comprehension, and speech recognition, among others, in this survey we focus on discussing the application of adversarial attacks to sentiment analysis; (iii) **target**; this refers to the objective of the attack, which may be to pursue an incorrect prediction or to direct the results to be specific to a class; (iv) **granularity**, which considers the level of text granularity at which the models are attacked; and (v) **attacked DNNs**, which indicates the DNN architecture used by the attacked model. We discuss the main models used in sentiment analysis in Section 2.6. In the following sections, we describe the different groups to which adversarial attacks can belong.
2.3.1. Model Access

According to the attacker’s knowledge about the model to be fooled (or victim model), three types of attacks can be carried out: black box, white box, and grey box. A victim model can suffer attacks under different levels of knowledge at the same time, or the attacks can be generated independently.

• **Black box.** Black box attacks are applied when the architectures, parameters, activation, or loss functions are not accessible by the attacker. In this case, adversarial examples are generated by accessing the test dataset or querying the target model by making requests until a modification that allows for a change in the output is found.

• **White box.** Unlike black box attacks, white box attacks rely on knowledge of the complete details of the target model to be fooled.

• **Grey box.** Gray-box attacks occupy a middle ground between black box and white box attacks.

2.3.2. Target

The adversarial examples generated from an attack can be designed to change the model’s output to make it incorrect \( f(x') \neq y \), that is, an untargeted attack, or to change the output to a specific result \( f(x') = y' \), that is, a targeted attack (as is indicated in Equation (1)). Targeted attacks are more strict compared to untargeted attacks, as they both change the prediction output and impose constraints on the output to produce a specific prediction [21].

2.3.3. Granularity

Different works oriented to text-based tasks have shown that it is possible to cause incorrect results by performing modifications at the character, term, or sentence level by inserting, deleting, substituting, or exchanging characters or terms [16–19]. To generate adversarial examples, the modifications must be as small as possible while being capable of fooling models. Furthermore, for text-based tasks, the modifications should not make drastic changes to the semantics and syntax, and should maintain the readability of the input message. In text inputs, modifications to generate adversarial examples can be performed at a different levels of detail, including character, term, sentence, and multilevel.

• **Character.** Modifications at the character level consist of modifying one or more characters within a term in an attempt to preserve its structure. Possible modifications include insertion, deletion, swapping, and replacing [22].

• **Term.** Modifications at the term-level consist of modifying a term (simple or n-gram) within a text while attempting to preserve the semantics and syntax. Modifications at this level include insertion, deletion, swapping, and replacing a term with a synonym or antonym [23].

• **Sentence.** Modifications at the sentence level mainly involve reordering terms by paraphrasing the sentence while maintaining the message’s meaning [24]. Advanced methods aim to insert fragments of the text created based on the terms in the dataset.

• **Multilevel.** Multilevel modifications combine changes at the character/term/phrase levels with the aim of identifying the optimal change to be performed [25,26].

2.4. Strategies for Performing Modifications

Modifications can be performed through different strategies, such as modifying certain terms or a complete text in an original input according to the level of granularity. Text-based strategies for input modification include the following:

• **Concatenation.** Concatenation consists of adding a sentence called a distract text at the end of a text to confuse the model without changing the semantics of the message [9]. In this strategy, a distract text is added to the original inputs, then requests are made to the target model until the output is modified. When the target
model is successfully confused and incorrect results are generated, the distract text is identified and added to the original input to create the adversarial example (Figure 4).

- **Editing.** The editing strategy (Figure 5) performs modifications to input data in two ways: (i) synthetic, in which a change in the order of the characters is made, which can be through swapping, middle random (random characters are exchanged except for the first and the last one), or fully random (all the characters are randomly rearranged and the keyboard type is changed); or (ii) natural, in which spelling errors in the original data are exploited. Advanced applications carry out modifications such as random swap by making an exchange of neighboring terms, stop-word dropout by randomly removing empty words, paraphrasing by substituting terms with paraphrased text, and grammar errors by modifying the conjugation of a verb, as well as add negation and antonym strategies.

- **Paraphrasing.** This strategy carefully produces a paraphrase of the original entry (Figure 6).

- **GAN-based strategies.** The purpose of adopting a generative adversarial network (GAN) architecture is to make adversarial examples seem more natural [10]. Generally, these attacks consist of two components: a GAN used to design adversarial examples, and an inverter that maps the input $x$ to its representation within the latent space.

- **Substitution.** This strategy involves substituting terms with related terms, e.g., substitution by synonym.

- **Hybrid strategies.** The different strategies mentioned above can be hybridized to generate adversarial examples.

![Figure 4](image).

**Figure 4.** General principle for creating adversarial examples (or adversarial texts) by implementing concatenation.

![Figure 5](image).

**Figure 5.** General principle for creating adversarial examples (or adversarial texts) by implementing editing. Modifications are made to sentences, terms, or characters by substitution, deletion, addition, or swapping.
2.5. Measurement and Evaluation Metrics

During the development of an adversarial attack, it is necessary to measure and control the perturbations or modifications in order to keep their size to a minimum and ensure that they are imperceptible. Afterwards, the effectiveness of the attack in terms of the negative impact on model results and number of successfully misclassified modified inputs needs to be evaluated. The following measures are usually used to control modifications and measure the effectiveness of an attack.

2.5.1. Modification Control

After modifying the input data, it is necessary to measure the size of the modifications in order to ensure that they are unnoticeable. Usually, the size of the modifications is measured based on the distance between the original data (or clean data) \( x \) and adversarial example \( x' \). In the case of text data, the distance between \( x \) and \( x' \) must be measured. Correct grammar, syntax, and semantic preservation must be considered as well.

- **Grammar and syntax measurement.** Ensuring correct grammar and syntax is necessary to ensure that adversarial examples are undetectable. Strategies such as perplexity measure, paraphrase control, and grammar and syntax checkers have been proposed to measure grammar and syntax.
- **Semantic-preserving measurement.** The semantic similarity/distance measurement is performed on word vectors using measures of distances (such as the Euclidean distance) and similarity (such as the cosine similarity).
  - The Euclidean distance is the distance between two vectors in Euclidean space.
    \[
    d(p, q) = \sqrt{(p_1 - q_1)^2 + (p_2 - q_2)^2 + \ldots + (p_n - q_n)^2} \quad (2)
    \]
  - The cosine similarity computes the cosine value of the angle between the two vectors.
    \[
    \cos(p, q) = \frac{\sum_{i=1}^{n} p_i \times q_i}{\sqrt{\sum_{i=1}^{n} (p_i)^2} \times \sqrt{\sum_{i=1}^{n} (q_i)^2}} \quad (3)
    \]
- **Edit-based measurement.** Measuring the number of edits (modifications) quantifies the minimum changes from one text to the next. Different definitions of editing distances use different operations:
- Word Mover’s Distance (WMD). The WMD measures the changes in the space of word embeddings. It measures the minimum distance from the word embeddings of an adversarial text to approach the word embeddings of an original text.
- Levenshtein distance. The Levenshtein distance is a string metric for measuring the difference between two sequences, i.e., the minimum number of single-character edits.
- Perturbation ratio. The ratio of perturbed words in the sentence to the total number of words in the sentence.
- Jaccard similarity coefficient. Used to measure the similarity of finite sets using the intersection and union of the sets:

\[ J(A, B) = \frac{|A \cap B|}{|A \cup B|} \]  

in two texts, A and B are the original and modified inputs, respectively, \(|A \cap B|\) indicates the number of terms in both documents, and \(|A \cup B|\) is the number of unique terms in both documents.

2.5.2. Attack Evaluation

During the development of an adversarial attack, it is necessary to measure and control the perturbations or modifications to keep their size to a minimum and ensure that they are imperceptible. Afterwards, the effectiveness of the attack must be evaluated.

- **Success rate.** The success rate is the most direct and effective evaluation criteria [27]. The attack success rate indicates the percentage of successful adversarial examples and the percentage of unsuccessfully attacked inputs. This measure provides insight into the susceptibility of a model to the designed adversarial examples.
- **Model Robustness.** Adversarial attacks are designed to affect the performance of models concerning the correct classifications. The robustness of DL models is related to the classification accuracy (before-attack accuracy, or BA) and how it is affected by adversarial examples (after-attack accuracy, or AA).

2.6. Deep Neural Networks

Deep learning models allow the characteristics of the input data to be learned at various abstraction layers, which in turn allows systems to learn the most complex functions to identify characteristics of the study domain. Feedforward, Convolutional Neural Network (CNN), and Recurrent/Recursive Neural Network (RNN) models and their variants have been the most widely implemented models for sentiment analysis tasks due to their natural ability to handle sequences and understand the relations between different elements. In particular, Long Short-Term Memory Network (LSTM) and Convolutional Neural Network (CNN) models are able to learn about sequences both locally and in the long term, preserving the most important and complex features to help the model understand the complete relationships. Recently, two major advances in deep learning have been popularized to address text-related tasks: (1) sequence-to-sequence learning [28] and (2) attention mechanisms [29].

- **Recurrent Neural Networks.** RNN models can handle input sequences with variable lengths. RNNs create and process arbitrary memory sequences of input patterns. Unlike traditional methods for automatic sequence synthesis, RNN models can process sequential and parallel information naturally and efficiently [30].
- **Long Short-Term Memory Networks.** LSTM models are a particular type of RNN composed of units of the same type. Conventional RNN models can encounter problems during training, as the gradients tend to grow enormously or fade over time due to their dependence on present and past errors. The accumulation of errors can cause difficulties when memorizing dependencies in long texts. LSTMs tackle these problems by incorporating decisions about which information will be stored and which will be discarded [31].
• Convolutional Neural Networks. CNN models consist of multiple layers of convolution filters of one or more dimensions. After each layer, a function is added to perform nonlinear causal mapping. At the beginning of the CNN, the feature extraction phase is composed of convolutional and downsampling neurons; as more data are processed, its dimensionality decreases, with the neurons in distant layers being much less sensitive to data perturbations while being activated by increasingly complex features (https://www.juanbarrios.com/redes-neurales-convolucionales/) (accessed on 12 April 2024).
At the end of the network, perceptron neurons perform the final classification on the extracted features.

3. Adversarial Attacks on Sentiment Analysis

Sentiment analysis systems are an important tool that provides summarized information on users’ opinions to assist potential users and organizations in the decision-making process. Sentiment analysis systems attempt to determine the user experience with respect to a product or service based on the positive or negative connotations of the words used by users to express their opinions [3]. In recent years, the use of deep learning models for deploying sentiment analysis systems has become a widespread topic due to their good processing capacity and superior results achieved on large volumes of information. However, as described above, deep learning models are vulnerable to modified inputs, making sentiment analysis models vulnerable to adversarial attacks. This issue leads us to study how adversarial attacks operate in order to propose defenses that minimize the negative impact that adversarial examples can have on the results of sentiment analysis models, which could potentially affect decision-making.

According to the characteristics of the reviewed works, and considering the discussed criteria in [20] for threat model design, we propose a new taxonomy specifically focused on adversarial attack methods for sentiment analysis models. Figure 7 presents the proposed taxonomy. In this taxonomy, six criteria are used to categorize the attack methods: (i) model access refers to the knowledge of the attacked model when the attack is performed; (ii) analysis level refers to the sentiment analysis level approached by the model under attack; (iii) granularity refers to the level of granularity at which the modifications are made; (iv) element selection refers to the way the methods select the element to be modified; (v) strategy indicates the strategy by which the modification is performed; and (vi) DNN model specifies the type of DNN being attacked. The main DNN architectures used for text applications are discussed in Section 2.6.

![Figure 7. Taxonomy of adversarial attacks on deep learning models used for sentiment analysis.](image-url)
3.1. Adversarial Attacks

The principal objective of sentiment analysis models is to obtain an effective set of terms that can uniquely identify different sentiments (positive, negative, or neutral), contributing to the classification of an opinion. Previous authors have referred to these terms as valuable words on account of their a crucial role in the final classification \[32,33\]. According to \[34\], to identify the most important terms in a text, it is necessary to consider two essential questions:

1. Why is a text classified as positive or negative in a DNN model of sentiment analysis?
2. Do all words in an opinion contribute to the classification of an input to the same degree?

The existing adversarial attacks seek to precisely determine those opinion terms that contribute to the correct input classification, then use them to perform modifications and create adversarial examples. However, when developing adversarial attacks, the ability to identify the most important terms in a text which impact the final classification of an input by a model is affected by the attacker’s level of knowledge about the victim model.

Figure 8 illustrates that adversarial attacks on a sentiment analysis model may depend on the victim model’s level of knowledge. In white box attacks, attackers have full knowledge of the target model to be attacked, including its data, architecture, and parameters, allowing adversarial examples to be created by using this knowledge directly. Typically, white box attacks modify the training data to make the model incorrectly learn features, producing incorrect results. On the other hand, in black box attacks the attackers do not know the target model’s data or structure; thus, attackers can only consult the query output by the victim model to generate adversarial examples. In black box attacks, adversarial examples are generated by applying heuristics in a local model that represents the target model, which is trained until modifications that change the results are found. Usually, black box attacks collect representative data to generate adversarial examples; later, the adversarial examples generated by the substitute model are introduced to the victim model to cause incorrect results. Finally, in gray box attacks, the knowledge of the attackers is limited to the training data and general structure of the model to be attacked, and modifications are made using self-analysis methods to identify the most important parts of an input.

Table 1 summarizes the adversarial attacks reviewed in this paper. According to the proposed taxonomy (refer to Figure 7), we indicate each reviewed attack’s principal criteria: model access, sentiment analysis level attacked, granularity, and strategy applied to perform input modifications. Additionally, we include the type of modification control.
used to perform the modifications. In the following sections, we present the reviewed methods separately based on the knowledge of the victim model. First, in Section 3.2, we discuss white box attacks, then, in Section 3.3, we introduce black box and gray box attacks.

### Table 1. Reviewed adversarial attacks on sentiment analysis models.

<table>
<thead>
<tr>
<th>Work</th>
<th>Sentiment Analysis Level</th>
<th>Model Knowledge</th>
<th>Modification Granularity</th>
<th>Select Elements to Be Modified via</th>
<th>Modification Strategy</th>
<th>Modification Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>[25]</td>
<td>-</td>
<td>White-box</td>
<td>Character/Sentence</td>
<td>Word Importance on final prediction</td>
<td>Substitution</td>
<td>-</td>
</tr>
<tr>
<td>[16]</td>
<td>-</td>
<td>White-box</td>
<td>Term</td>
<td>-</td>
<td>Ed. Reconstruct the sentences via nearest semantic neighbor term</td>
<td>Word Mover’s Distance</td>
</tr>
<tr>
<td>[18]</td>
<td>-</td>
<td>Black-box</td>
<td>Term/Character</td>
<td>Word Importance on final prediction</td>
<td>Ed. Synthetic</td>
<td>Edit distance, Jaccard similarity, Euclidean distance and Semantic similarity</td>
</tr>
<tr>
<td>[17]</td>
<td>-</td>
<td>Term</td>
<td>-</td>
<td>Substitution</td>
<td>Semantic Similarity</td>
<td></td>
</tr>
<tr>
<td>[19]</td>
<td>-</td>
<td>Term</td>
<td>-</td>
<td>Substitution</td>
<td>Euclidean Distance</td>
<td></td>
</tr>
<tr>
<td>[36]</td>
<td>-</td>
<td>Black-box</td>
<td>Term/Character</td>
<td>Word Importance on final prediction</td>
<td>Ed. Eliminating one token at a time</td>
<td>-</td>
</tr>
<tr>
<td>[37]</td>
<td>-</td>
<td>Term</td>
<td>-</td>
<td>Substitution</td>
<td>Semantic Similarity</td>
<td></td>
</tr>
<tr>
<td>[38]</td>
<td>-</td>
<td>Aspect</td>
<td>Term</td>
<td>Word Importance on final prediction</td>
<td>Substitution</td>
<td>Semantic Similarity</td>
</tr>
<tr>
<td>[39]</td>
<td>-</td>
<td>Grey-box</td>
<td>Term</td>
<td>Word Importance on final prediction</td>
<td>Substitution</td>
<td>Semantic Similarity</td>
</tr>
</tbody>
</table>

#### 3.2. White Box Adversarial Attacks

In white box attacks, the attack requires full access to the model’s information, including its architecture, parameters, loss functions, activation functions, and input and output data. White box attacks typically approximate the worst-case attack scenario.

- **Liang et al.** [25] presented *TextFool*, a targeted attack that uses the FGSM (Fast Gradient Sign Method) concept to approximate the contribution of elements in a text in order to identify those that significantly impact the classification of the input text. Instead of using the sign of the cost gradient in FGSM, this work considers the magnitude. Specifically, the authors computed the cost gradient \( \Delta J(f, x, c') \) of each instance in the training set by employing backpropagation, where \( f \) is the model function, \( x \) is the original data sample, and \( c' \) is the target text class. After that, hot characters were identified, which are the characters with the highest grand dimensions. The entries containing sufficient hot characters were denoted as *Hot Training Phrases* (HTP). Using HTP, the adversarial examples were created by implementing three types of modifications: (i) *insertion*, in which HTPs of the target class are inserted into \( c' \) nearby significant entries of the original class \( c \); (ii) *modification*, in which some characters in the HTPs are replaced and *Hot Sample Phrases* (HSPs) are created; and (iii) *deletion*, in which unnecessary adjectives or adverbs in the HSPs are eliminated. These three strategies and their combinations were evaluated using a CNN architecture.

- **Gong et al.** [16] proposed an untargeted attack to perturb text inputs in the word embedding space of a CNN model. The proposed method addresses two main problems when performing text modifications, namely, the input space and the quality of adversarial examples. The main difficulties in generating adversarial texts are: (i) the text input’s discrete space, which makes it difficult to accumulate small noise samples; and (ii) measuring the quality of adversarial texts. To deal with the input space issue, the authors perturbed the text inputs in the space of embeddings against a CNN model. Specifically, they applied FGSM and DeepFool. However, applying methods from computer vision would generate meaningless adversarial texts. To address this, the authors rounded the adversarial examples to the nearest meaningful word vectors, using the word mover’s distance measure (WMD) as the distance measurement. Their evaluation on sentiment analysis and text classification datasets showed WMD to be a qualified metric for controlling perturbations.

- **Li et al.** [18] presented an untargeted attack method called *TextBugger*, which provides a perturbation constraint by using similarity measures such as edit distance, Jaccard similarity coefficient, Euclidean distance, and cosine similarity. To generate
adversarial examples, the proposed method first finds important words by computing
the Jacobian matrix for the given input text to find the confidence value of each
word, then finds the important words that have a significant impact on the classifier’s
outputs. By finding the most significant words, adversarial examples are generated
by five kinds of modifications at the character or word level: (i) inserting a space
into the word; (ii) deleting a random character of the word (except for the first and
the last character); (iii) randomly swapping two adjacent letters; (iv) Substitute-C
(Sub-C), in which characters are replaced with visually similar characters; and (v)
Substitute-W (Sub-W), in which a word is replaced with its top $k$ nearest neighbors.
For character-level perturbations, they used a semantic-preserving technique, i.e.,
replacing the word with its top $k$ nearest neighbors in a context-aware word vector space.
In addition, the authors presented the application of their method under a black box setting while making
word-level modifications. The process of generating adversarial examples contained
three steps: (i) finding important sentences that contribute most to the final prediction
results; (ii) using a scoring function to determine the importance of each word to the
classification result and ranking the words based on their scores; and (iii) making mod-
ifications to selected words, similar to the white box approach. The attack methods
were evaluated on CNN and LSTM architectures.

• Tsai et al. [17] presented an untargeted method called Greedy Search. Given a text
input, this method considers the $k$ nearest neighbors of each word in the space of
embeddings. The greedy approach forms adversarial examples by replacing the original
word $w$ with each candidate $w'$ among the $k$ neighbors and determining whether the
sigmoid value of the adversary $x'$ is less than the value $\sigma$, which indicates whether
replacing $w$ with $w'$ can contribute to change the prediction result. In addition, a
more sophisticated approach called Global Search was proposed, in which simple
modifications are performed by adding spelling error noise. Global Search by computes
small perturbations $\delta$ to the original word embeddings. To learn the perturbations $\delta$,
an objective function $J(\delta)$ is defined to maximize the difference between the sigmoid
values of the original input $x$ and the perturbed input $x + \delta$:

$$J(\delta) = (f_{\text{sigmoid}}(E_x) - f_{\text{sigmoid}}(E_x + \delta))^2 + \lambda_1 \cdot ||\delta||_2 \cdot \lambda_2 \cdot ||(E_x - (E_x + \delta))||_2$$  \hspace{1cm} (5)

where $\lambda_1$ penalizes large perturbations and $\lambda_2$ penalizes large distances between
the original and perturbed word embeddings. The two regularization terms are added to help maintain the semantics of the chosen words. The perturbed embedding $E'_x = E_x + \delta$ usually does not have an actual word that it can be mapped back to;
thus, the attack algorithm finds the candidate words $w$ in the embedding space that
are the closest to the perturbed word embedding. After computing the perturbed
embedding and recording the candidate words, the algorithm checks whether the
current perturbed embedding changes the prediction result. The algorithm continues
to compute new samples $E'$ until it fools the model. Both attacks were evaluated on a
CNN using the IMDB movie reviews dataset.

• Alzantot et al. [19] used a population-based optimization algorithm to generate se-
mantically and syntactically similar adversarial examples that fool sentiment analysis
and textual entailment models. The proposed attack algorithm exploits population-
based gradient-free optimization via genetic algorithms. Given an input sentence $x$,
the algorithm randomly selects a word $w$ in $x$ and then selects a suitable replacement
word that has similar semantic meaning, fits within the surrounding context, and
increases the target label prediction score. To select the replacement word, for each $w$
in $x$, the nearest $N$ neighbors in the space of embeddings are determined by computing
the Euclidean distance and selecting words greater than $\delta$ that are synonyms of the
term to be replaced. Then, using the Google one billion words language model, the identified synonyms that are less frequent in the context of the text are discarded, keeping only the top \( K \) words. Finally, from the \( K \) remaining terms, those that contribute most to the classification when substituting the original term are selected. The attack algorithm was evaluated on an LSTM architecture and a textual entailment model trained on the Stanford Natural Language Inference (SNLI) corpus using the IMDB movie reviews dataset.

3.3. Black Box and Gray Box Adversarial Attacks

Black box attacks do not require the details of the neural networks, although they can access the input and output. This type of attack often relies on heuristics to generate adversarial examples, and is more practical in real-world applications.

- Ribeiro et al. [35] exploited the paraphrasing strategy to create semantically equivalent adversarial examples (SEA). They generated paraphrases of an input text \( x \) and observed the model predictions from \( f(x') \) until the original prediction was modified. To control the generation of paraphrases, the authors defined an indicator function \( \text{SemEq}(x, x') \) that is 1 if \( x \) is semantically equivalent to \( x' \) and 0 otherwise. They defined a semantically equivalent adversary (SEA) as a semantically equivalent instance that changes the model prediction:

\[
\text{SEA}(x, x') = 1[\text{SemEq}(x, x') \land f(x) \neq f(x')].
\]

To generate adversarial samples, a set of paraphrases \( \Pi x \) around \( x \) was generated via beam search to obtain predictions on \( \Pi x \) using the victim model until an adversary was found or until \( S(x, x_0) < \tau \). Additionally, a semantic equivalent rule-based method was proposed to generalize adversarial examples to understand and correct the failures when generating paraphrases. The rule takes the form \( r = (a \rightarrow c) \), where the first instance of the antecedent \( a \) is replaced by the consequent \( c \) for every instance \( x \) that includes \( a \). The authors generated SEAs and proposed rules for every \( x \in X \).

- Gao et al. [36] proposed the DeepWordBug method for generating small text perturbations in a black box environment. In this method, the Replace-1 Score (R1S), Temporal Head Score (THS), Temporal Tail Score (TTS), and Combined Score (CS) punctuation strategies are used to identify key terms that cause the classifier to make an incorrect prediction when modified. Character-level transformations can then be performed on the most relevant terms to minimize the edit distance of the perturbation from the original input.

- Jin et al. [37] presented the TextFooler method, which uses the fundamental NLP tasks of text classification and textual entailment to generate adversarial examples. When provided with a sentence, the proposed approach selects the words that most significantly influence the final prediction results through a selection mechanism that measures the influence of a word \( w_i \in X \) on the classification result \( F(X) = Y \). Each word is removed from the sentence one at a time in order to calculate the word importance, then the prediction score for label \( Y \) is measured. The importance score \( I_{wi} \) is then calculated as the prediction change before and after deleting the word \( w_i \). When the words with a high importance score have been obtained, they are replaced by the closest synonyms according to the cosine similarity between \( w_i \) and every other word. The proposed attack was evaluated on CNN and LSTM architectures, including pretrained BERT.

- Xu et al. [39] presented a gray box adversarial attack and defense framework which consists of a generator \( \varsigma \) (updated) and two copies of a pretrained target classifier: a static classifier \( C \) and an updated/augmented classifier \( C^* \). During the training phase, the output of \( \varsigma \) is directly fed to \( C \) and \( C^* \) to form a joint architecture. Post-training, the generator \( \varsigma \) is used independently to generate adversarial examples (adversarial attack), while the augmented classifier \( C^* \) is an improved classifier with increased robustness (adversarial defense). The training phase is divided into attack and defense,
where the former updates only the generator $\varsigma$ and learns to introduce slight perturbations to the input by maximizing the objective function of the target model and the latter updates $C^*$ and $\varsigma$ by feeding both original examples and adversarial examples generated by $\varsigma$. Here, the adversarial examples are assumed to share the same label as their original examples. The defending steps consist of training an improved classifier with data augmented by adversarial examples. The generator $\varsigma$ is implemented as an autoencoder or a paraphrase generator. The proposed attacks were evaluated on CNN and Bi-LSTM architectures and a C-BERT model obtained by fine-tuning the BERT-Base model.

4. Defense against Adversarial Attacks on Sentiment Analysis

In recent years, different studies and researchers have proposed several methods for dealing with the new threats of adversarial examples for text applications models. Such defenses aim to deal with modified inputs, seeking to identify and discard them in order to mitigate their negative impact on the model’s results. Until now, defensive methods have focused mainly on implementing techniques such as data augmentation and adversarial training or incorporating methods that identify changes in the inputs; these approaches use knowledge of the attack process to intentionally generate adversarial examples that models can learn from to identify and discard possible modifications. Figure 9 illustrates the general operation of actual defenses against adversarial examples.

Figure 9. General defense mechanism within a sentiment analysis model. The aim of the defense mechanism is to identify and discard modified inputs in order to mitigate their negative impact on model results.

General functioning of defenses against adversarial examples consists of the following:

1. **Modification control investigates the differences between legitimate and adversarial texts.** Frequently, textual adversarial examples present notable differences compared to the original input texts. For example, adversarial texts may use character-level modifications, in many cases consisting of misspelled words. Consequently, researchers have used spell checkers to identify modified text inputs as a means of detecting this type of adversarial text [40,41]. However, modifications made by substitution with synonyms cannot be detected by these types of defenses.

2. **DNN models can be improved to strengthen them against adversarial attacks.** This defense includes modifying architectures to improve security and working with a training set with known parameters [42].

   One fundamental purpose of generating effective adversarial examples is to use them to improve the robustness of existing models [8]. There are two principal strategies in text applications models to achieve this goal, namely, adversarial training and distillation. These strategies are briefly described in the following sections. For more comprehensive reviews of defense strategies for text applications, please refer to [43,44].
4.1. Adversarial Training Strategy

In [7], the authors proposed the adversarial training strategy. This strategy consists of training a neural network to correctly classify both legitimate inputs (inputs without modifications) and adversarial examples. The adversarial strategy includes techniques such as data augmentation, model regularization, and robust optimization, which are explained below.

- **Data augmentation.** This process augments the original training set with the generated adversarial examples and attempts to teach the model to discard them during the training phase.
- **Model regularization.** The model’s regularization imposes the adversary examples generated as a form of regularization.

\[
\min(f(x), y) + \lambda f(x', y)
\]

where \(\lambda\) is a hyperparameter.
- **Robust Optimization.** Madry et al. [45] proposed DNN-model learning as a robustness optimization with a min–max formulation, which is the composition of a non-concave internal maximization problem (attack) and a non-convex external minimization problem (defense).

4.2. Distillation Strategy

Papernot et al. [42] proposed distillation as another defense against adversarial examples. The objective is to use the softmax output of the original neural network (for example, the class probabilities when classification is made) to train a second model with the same structure as the original. The softmax of the original DNN is modified by introducing a temperature parameter \(T\):

\[
q_i = \frac{\exp(z_i/T)}{\sum_k \exp(z_k/T)}
\]

where \(z_i\) is an input of softmax layer and \(T\) controls the level of knowledge distillation. When \(T = 1\) (refer to Equation (8)) returns to the normal softmax function, if \(T\) is large, then \(q_i\) is close to a uniform distribution; when it is small, the function will output more extreme values. Grosse et al. [46] adopted distillation defense for discrete data and applied a high temperature \(T\), as a high-temperature softmax has been proven to reduce models’ sensitivity to small perturbations.

4.3. Adversarial Defense

In this section, we present the main reviewed defense works proposed against adversarial examples, particularly for sentiment analysis models. These works have been used as a reference for the design of other proposals. Table 2 summarizes the reviewed defenses according to their main characteristics.

<table>
<thead>
<tr>
<th>Work</th>
<th>Defense Strategy</th>
<th>Granularity</th>
<th>Defense Evaluation</th>
<th>DNN Model Defended</th>
</tr>
</thead>
<tbody>
<tr>
<td>[47]</td>
<td>Modification control</td>
<td>Character</td>
<td>Accuracy in recognizing misspelled words, Sensitivity to adversarial perturbations on a input</td>
<td>BERT fine-tuned</td>
</tr>
<tr>
<td>[40]</td>
<td>Modification control</td>
<td>Term</td>
<td>Model robustness</td>
<td>CNN, RNN and BERT</td>
</tr>
<tr>
<td>[48]</td>
<td>Modification control</td>
<td>Character/Term</td>
<td>Model robustness</td>
<td>BERT</td>
</tr>
<tr>
<td>[34]</td>
<td>Modification control</td>
<td>Term</td>
<td>Model robustness</td>
<td>CNN, BiLSTM, RNN</td>
</tr>
<tr>
<td>[39]</td>
<td>Data augmentation</td>
<td>Term</td>
<td>Model robustness</td>
<td>CNN, BiLSTM, BERT-Base</td>
</tr>
</tbody>
</table>
Pruthi et al. [47] proposed designing and implementing a model for word validation and recognition before the classifier. The method is trained to recognize words modified by dropping, adding, and swapping internal characters within words. This defense proposes a two-stage solution to deal with character-level adversarial attacks, placing a word recognition model $W$ before the downstream classifier $C$. This recognition model is based on a semi-character architecture of RNNs, introducing various feedback strategies for handling uncommon or unseen words. The proposed defense method is inspired by psycholinguistic studies that proposed a semi-character-based RNN (ScRNN) that processes a sentence of words with misspelled characters and predicts the correct words. ScRNN treats the first and the last characters individually and is agnostic about the ordering of the internal characters. At each sequence step, the training target is the correct corresponding word (output dimension equal to vocabulary size), and the model is optimized using the cross-entropy loss.

Wang et al. [40] proposed a defense mechanism called the Synonym Encoding Method (SEM). This mechanism inserts an encoder before the input layer of the model and then trains the model to remove adversary perturbations. Using an encoder, the defense method substitutes the words in the original sentence with their close synonyms. To define the encoder $E$ that encodes a set of synonyms, the authors clustered the synonyms in the embedding space and allocated a unique token for each cluster, obtaining the same cluster for different words.

Zhou et al. [48] proposed the DIScriminate Perturbations (DISP) mechanism for identifying and adjusting malicious modifications and blocking attacks. To identify adversarial examples, the discriminator validates the probability of a term in the text being modified, based on which it provides a set of potential modifications. For each potential modification, an insertion estimator learns to restore modified terms by selecting a replacement token based on a search of the $k$ nearest neighbors. The proposed mechanism tries to block adversarial attacks on some models for texts without modifying their structure or the training process.

Wang et al. [34] proposed a general defense mechanism called TextFirewall for different attacks with different strategies. Given a text input $x$, TextFirewall analyzes and quantifies each word’s impact in the text to distinguish the polarity instead of directly detecting the difference between adversarial text and legitimate input (inputs without any modification). With $x$ feeding the model the top-$k$ items that impact the classification results, if the loss is greater than zero, then $y^*$ is set to 1; otherwise, $y^*$ is 0. The defense mechanism compares $y^*$ and $y'$ to judge the role of $x$. If $y^*$ is the same as $y'$, then $x$ is predicted as a legitimate input (input without modification); otherwise, $x$ is an adversarial example.

Xu et al. [39] presented a gray box adversarial attack and defense framework consisting of a generator $\zeta$ (updated) and two copies of a pretrained target classifier: a static classifier $C$ and an updated/augmented classifier $C^*$. The operation of this method is described above in Section 3.3.

5. Discussion of Adversarial Attacks and Open Challenges for Sentiment Analysis

The design of adversarial example attacks in text applications has become popular in recent years. The volume and depth of contributions regarding defenses for text applications such as sentiment analysis has been less than for other tasks. Therefore, effective attack strategies and defense mechanisms must be explored to ensure the correct functioning of sentiment analysis systems. At present, two critical and significant challenges are present when designing textual adversarial examples: preserving syntax, and validating correct grammar and semantics. Additionally, there are challenges within text applications that inherently need to be addressed within the sentiment analysis task, for example, making modifications that are both imperceptible to humans and effective in confusing models. This might be one of the most challenging problems, as changes within a text are easy to detect even when unintentional, such as orthographic errors. Another remaining challenge
is to ensure the generality of the methods used to create adversarial examples in order to preserve their effectiveness and make them easy to use in other models.

Based on the reviewed literature, this section includes the current challenges in designing adversarial examples:

• **Perceptibility.** While image modifications are often imperceptible to humans, modifications in texts are readily identifiable. Invalid words and syntactical errors can be identified relatively easily using a grammar checking process, allowing them to be discarded. From the point of view of semantic preservation, changing a word in a sentence can drastically change the semantics; thus, without additional processing, the modified inputs can be easily identified and dismissed. To ensure an effective attack, successful approaches must make the modifications imperceptible while preserving correct grammar and semantics [10]. In [49], the authors presented a white box attack method against a word-level CNN text classifier. The proposed approach uses the Euclidean and cosine distances as a combined metric to find the most semantically similar substitution when generating perturbations. In addition, the dispersion of the location of the modified words in the adversarial examples is controlled by introducing a coefficient of variation (CV) factor. Combining these two methods increases the attack success rate and makes the modification positions in the generated examples more dispersed. Recent research seeks to precisely determine the terms that contribute to the correct classification of input and use them to create adversarial examples [32–34]. For sentiment analysis applications, adversarial examples must be carefully designed to consider an effective set of terms that uniquely identify different sentiments (positive, negative, or neutral) that contribute to classifying an opinion.

• **Transferability.** Transferability is a desirable property in adversarial examples, reflecting the generalization of attack methods by ensuring that the adversarial instances created for one model and on one dataset can be used on another model or dataset while remaining effective [10]. In Reference [50], the authors proposed that transferability between seemingly different models is due to a high linear correlation between the feature sets extracted by different networks. In Reference [51], a systematic investigation of factors affecting adversarial examples’ transferability for text classification models was explored. The authors contemplated several factors, including network architectures, tokenization schemes, word embedding, and model capacity. On this basis, they proposed a genetic algorithm to find an ensemble of models that can be used to induce adversarial examples to fool different existing models. We remark that to achieve transferability between sentiment analysis models, adversarial examples should be designed under modifications that consider disrupting the characteristics of the task, thereby confounding the model understanding and management of the sentiment analysis task over the understanding of text input.

• **Task-oriented.** Most current works address different tasks by applying global strategies to modify inputs. This does not necessarily provide a correct solution, as specific challenges in each task must be handled to ensure a correct modification process. Although previous adversarial example attacks focusing on sentiment analysis have fooled models and reduced the precision of the results, these works have focused on addressing the sentiment analysis at the document level, and have not modeled the problem to deal with aspect-level natural characteristics. An ideal adversarial example design for sentiment analysis models should combine sentiment analysis and adversarial example characteristics to perform modifications on inputs to achieve task-oriented adversarial examples. In this design, two main issues are encountered. First, to construct task-oriented adversarial examples, it is necessary to correctly determine a set of terms that uniquely identify different sentiments (positive, negative, or neutral) contributing to classifying an opinion. Second, it is necessary to establish the set of possible perturbations $N$ for each term while evaluating and controlling them so that each perturbation can be performed while both preserving the correct semantics and syntax and fooling the model.
• **New architectures.** Several architectures that are widely used in sentiment analysis have not yet been effectively attacked, for example, generative models (Generative Adversarial Networks (GAN)) and Variational Auto-Encoders (VAE). These models require a great deal of experience for model training, which may explain why they have not been effectively attacked. Other architectures that have attracted attention involve attention mechanisms, which are becoming a prevalent component in sequential models. However, as there are few studies examining the functioning of these attention mechanisms, there is a lack of models that can be used to generate modified inputs that are effectively against them. Nevertheless, adversarial examples do not have to identify and exploit DNN vulnerabilities. Instead, the design of adversarial examples should approach the modifications to be performed based on the input elements that support the task. In this way, adversarial attacks could be transferred among different DNN models, at least for the same task.

• **Attack-dependent defenses.** Current defenses against adversarial examples rely on knowledge of the generation process by which the model’s inputs were modified, an approach that is not appropriate due to the increasing performance of adversarial examples. More effective defenses must be attack-independent, meaning that they do not require knowledge of the generation process to identify modifications and discard adversarial examples. Notably, such defense mechanisms should be more preventive than reactive.

6. Conclusions

Since their introduction, adversarial examples have pointed out the limitations of deep learning models in correctly classifying intentionally modified inputs. The negative impact of adversarial examples on the deep learning models compels the exploration of new vulnerabilities and defense mechanisms that can effectively cover them to guarantee the model’s results.

This work has presented an informative framework in which key concepts concerning the design of adversarial examples are outlined, and has summarized the principal works on attack and defense for deep neural network models performing sentiment analysis tasks. This knowledge is expected to help researchers develop new approaches for designing attacks using adversarial examples and propose new defenses specific to the sentiment analysis task.

At present, designing and implementing adversarial texts remains challenging, as the nature of the data makes it relatively easy to identify modifications in a text. Currently, the main challenge in text applications is to design adversarial examples with imperceptible modifications that preserve the correct semantics and grammar. For effective adversarial examples, design methods must create effectively modified inputs capable of being transferred to other models that can successfully affect the model’s results. In addition, it is necessary to explore recent architectures to find vulnerabilities and carry out experiments to find weaknesses in them. On the other hand, due to the effectiveness that adversarial examples have already demonstrated in breaking the safety of deep learning models in the text area, it is necessary to propose effective defense mechanisms to guarantee the reliability of the results. Thus far, the existing defense mechanisms depend primarily on knowledge of the attack process; however, in a real scenario it is not always possible to know this process. Therefore, future defense mechanisms should be independent of the attack mechanism in order to prevent future attacks. We suggest that sentiment analysis models should incorporate defense mechanisms in their design in order to safeguard their data and avoid their results being disturbed.
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Abbreviations

The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>After-attack Accuracy</td>
</tr>
<tr>
<td>BA</td>
<td>Before-attack Accuracy</td>
</tr>
<tr>
<td>BERT</td>
<td>Bidirectional Encoder Representations from Transformers</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional Neuronal Network</td>
</tr>
<tr>
<td>DL</td>
<td>Deep Learning</td>
</tr>
<tr>
<td>DNN</td>
<td>Deep Neuronal Network</td>
</tr>
<tr>
<td>GAN</td>
<td>Generative Adversarial Network</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>LSTM</td>
<td>Long Short-Term Memory</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>Bidirectional Long Short-Term Memory</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>RNN</td>
<td>Recurrent Neuronal Network</td>
</tr>
<tr>
<td>SA</td>
<td>Sentiment Analysis</td>
</tr>
<tr>
<td>SNLI</td>
<td>Stanford Natural Language Inference</td>
</tr>
<tr>
<td>WMD</td>
<td>Word Mover’s Distance</td>
</tr>
</tbody>
</table>
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