A Deep Learning-Based Ultrasonic Diffraction Data Analysis Method for Accurate Automatic Crack Sizing
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Featured Application: This study belongs to the field of intelligent non-destructive testing and proposes a CNN-based method for accurate quantification of defect characterized by ultrasonic diffraction method. The innovation in this study lies in several key aspects: (1) Development of a CNN architecture that automatically classifies A-scan signals in the scan path; (2) Connectivity region solving algorithm to accurately calculate the defect-region size according to the classification results; (3) An intelligent noise reduction framework that enables accurate identification of defective areas in complex noise situations.

Abstract: The purpose of this paper is to automate the interpretation of data during ultrasonic diffraction using a non-destructive testing (NDT) technique to accurately size defects for assisting in decision-making. A convolutional neural network (CNN) architecture was developed to automatically measure the length of the defect. Using the architecture, the population of A-scan signals in the scanning path was classified. The defect region was extracted and its size in the scanning direction was obtained by the connected region solution algorithm based on the classification results. The arrival time of diffraction waves was accurately identified by the intelligent denoising framework proposed, combined with Hilbert transform, and then the height of defects was calculated by corresponding geometric relations. The estimation results demonstrate that the measurement method can be considered as a useful technique for crack sizing in industrial structures, even in the case of complex noise.
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1. Introduction

When ultrasonic waves propagating through a material encounter a discontinuity, reflected waves are generated at the surface of the discontinuity. The conventional ultrasonic non-destructive testing (NDT) techniques, pulse-echo testing techniques, exploit this reflex phenomenon to detect flaws inside materials, and have been widely used in the inspection of industrial structures and parts. Although pulse-echo techniques show excellent performance in defect characterization, such as location and quantification of defects, the particular directionality of echo, which can only be received by the transducer at a specific position, limits the defect detection rate. In the late 1970s, an innovative ultrasonic testing technique based on diffracted waves from acute ends of the crack was first invented by Silk at the Harwell Laboratory [1,2]. The advantage of diffracted waves is that they travel in any direction and can therefore be received by the transducers at many positions. Additionally, defect assessment for the ultrasonic diffraction method only depends on the arrival times of diffracted waves rather than their amplitudes [3]. Hence, the ultrasonic diffraction method
is sensitive to defects, especially cracks [4,5]. The defect detection rate of the ultrasonic diffraction method is comparable to or exceeds that of radiographic detection [6].

In this technology, two angle probes, one for the transmitter and the other for the receiver, are separated by a certain distance, called the probe center separation (PCS), fixed with a scanning device and step-by-step moved along the direction to be detected. Figure 1a illustrates the ultrasonic diffraction inspection schematic at a cross-section of a weld, where the scanning direction is parallel to the center line of the weld, that is, perpendicular to the screen. At each position or cross-section, an A-scan signal is obtained. Each A-scan always has two typical waves, one that propagates along the surface of the weld (surface wave), and another that is reflected on the backwall (backwall wave), as shown in Figure 1b. When the ultrasonic beam encounters an internal defect, diffracted waves from top and bottom tip of the defect are generated between the surface wave and backwall wave. The presence of a defect can be established by the detection of diffracted waves. Measuring the arrival time of the waves, the depth and height of the defect can be calculated by corresponding geometric relation. All A-scans in the scanning path will constitute ultrasonic diffraction image where every pixel is the sample amplitude in the A-scan and a column of pixels corresponds to an A-scan, as shown in Figure 2. The length of the defect can be determined by identifying the region where the defect occurs in the ultrasonic diffraction image.

The sizing accuracy for the ultrasonic diffraction method includes two aspects, length measurement and height measurement. The length measurement accuracy is related to accurate identification of the region where the defect occurs in the ultrasonic diffraction image. In the image, the defect usually appears as a flat parabola, as shown in Figure 3. This results from the large angle range of the ultrasonic beam in the ultrasonic diffraction method. At present, the standard measurement method is to manually fit two small parabolas with the two cambered ends of the defect, and the resulting distance between the vertex of the
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two parabolas is the length of the defect (Figure 3). However, the measurement results depend on and vary with the experience of the inspector. Different results are obtained even by the same inspector at different times. Additionally, the noise caused by the material grains and the measurement system may make cambered ends of the defect invisible. As shown in Figure 3, they can hardly be found. Therefore, the above method cannot be executed effectively. The height measurement accuracy is related to the arrival time measurements from the diffracted waves. However, the diffracted waves are likely to overlap and contain the noise, as exhibited in Figure 2a, which is very detrimental to the measurement. In addition, if large structures, such as pipelines and reactors, are inspected, the number of obtained data for interpretation will be considerable. Therefore, developing an effective and automatic data analysis method is imperative to enhancing measurement accuracy and efficiency.

![Figure 2](image-url)

Figure 2. An example of ultrasonic diffraction data actually acquired. (a) is the A-scan signal at position 60 of the scanning axis; (b) is the ultrasonic diffraction image (B-scan) generated by all A-scan signals in the scanning path.

In this context, Bolland et al. first proved that when a crack appears in a structure, a group of parabolas with a principal axis is present in the ultrasonic diffraction image [7]. Thus, the crack in the structure can be located by examining these parabolas and determining the position of their summit points. Thouraya used a mathematical morphology approach, the watershed technique, to extract relevant pixels corresponding to the presence of a defect, and subsequently adopted a skeletonization technique to characterize the defect [8]. Some works employed different means and then used the Hough transform (HT) to automatically detect parabolic shapes for locating crack tips in B-scan images [9,10]. To save calculation and processing time, matched filtering was used to detect parabolic forms when the shapes in ultrasonic diffraction images are intact [11].

In terms of A-scan signal processing, various signal processing techniques have been employed for estimating the parameters of diffracted echoes, such as the methods based on cross-correlation (CC) and its enhanced forms [12,13]. The CC method considers a white Gaussian noise presence in the acquired signal and needs a reference signal, which will affect the estimation accuracy. Demirli developed a model-based method [14,15] to overcome the limitations and evaluate the parameters of ultrasonic signals by the Levenberg–Marquart or Gauss–Newton algorithms that can solve the non-linear optimization problem. However, these methods cannot ensure the convergence of an estimation problem due to dependence on the initial guesses. So, they can have trouble processing complex signals. Ruiz-Reyes et al. conquered this difficulty by applying an MP approach [16]. In the ap-
proach, a signal is estimated through matching it to a minimum number of elementary functions selected from a large dictionary. Further, Nabil estimated the ultrasonic diffraction signals by the envelope extraction using Hilbert transform (HT) and subsequently the envelope estimation using a matching pursuit (MP) approach that is optimized by differential evolution to reach fast and accurate results [17]. Zelin Zhi et al. proposed a Faster R-CNN model for TOFD signal processing that can classify and localize various defect signals, providing a localization accuracy of 92.43 ± 1.25% [18]. Duje Medak et al. proposed an ultrasound B-scan (S-scan) imaging technique that utilizes machine vision, which achieved a detection accuracy of 91.3% [19].
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**Figure 3.** Schematic diagram of the conventional method to determine the length of defect in the ultrasonic diffraction image.

Although considerable successes have been achieved in ultrasonic diffraction data analysis by various techniques, they can only estimate the perfect ultrasonic data without noise or with simple noise (white Gaussian noise). The real data, however, contain multifarious complicated noises caused by grain or surface roughness of the structure to be detected. These methods can run into difficulty in complicated situations. In addition, systematic studies on both the length and height estimation of defects in the ultrasonic diffraction method have not been reported.

In this paper, a deep learning-based ultrasonic diffraction data analysis method is proposed to overcome the above difficulties. It can automate the interpretation of ultrasonic data to accurately size defects for assisting in decision-making. Firstly, a convolutional neural network (CNN) architecture is developed to automatically measure the length of the defect. Using the architecture, the population of A-scan signals in the scanning path is classified. The defect region is extracted and its size in the scanning direction is obtained by the connected region solution algorithm based on the classification results. Secondly, in determining the height of defects (size in the direction of ultrasonic propagation), the arrival time of diffraction waves is accurately identified by the intelligent denoising framework previously proposed, combined with Hilbert transform, and then the height of defects is calculated by corresponding geometric relations. Two welded joints, with five embedded artificial cracks in the middle and at the root, respectively, were prepared to verify the effectiveness of the method. The estimation results demonstrate that the measurement method can be considered as a useful technique for crack sizing in industrial structures, even in the case of complex noise.
2. Ultrasonic Diffraction Theory Background

Ultrasonic diffraction method is a well-established ultrasonic NDT technique that exhibits high defect detection rate and sizing accuracy. This technique is based on using the diffracted waves from the defect edges to detect defects. Since diffracted waves travel in any direction, its detection probability barely relies on the positions of the transducers and is not affected by orientations of defects that can be unfavorable for ultrasonic pulse-echo methods. Hence, it has been widely used in the inspection of industrial structures and parts.

2.1. Flight Diffraction Model

The ultrasonic diffraction system contains two angle probes in a transmitter–receiver configuration, as shown in Figure 1a. They are separated PCS distance by a rigid bar on the scanning device. The PCS is determined by the following equation:

\[ PCS = \frac{4}{3} T \tan \theta \quad (1) \]

\( T \) is the thickness of the specimen to be detected and \( \theta \) is the main beam angle of the probe. When an ultrasonic pulse is generated by the transmitter, two typical waves will generally be received by the receiver. One is the surface wave that propagates along the surface of the weld, and the other is backwall wave that is reflected on the backwall. When a crack is present in the specimen under test, two diffracted waves from the top and bottom tip of the defect appear between the surface wave and backwall wave, as shown in Figure 1b. The presence of defect can be established by the detection of diffracted waves. Measuring the arrival time of the waves, the depth and height of the defect can be calculated by corresponding geometric relation.

The arrival time of diffracted waves is calculated by Equation (2):

\[ t(x) = \frac{D^2}{c(D^2 + d^2)^{3/2}} x^2 + \frac{2\sqrt{D^2 + d^2}}{c} \quad (2) \]

where \( D \) is the depth at which the diffracted wave is generated, \( d \) is half of PCS, \( c \) is the ultrasound velocity, and \( x \) is the distance of the defect away from the middle of the probes (see Figure 1a). In actual detection, \( x \) can be ignored. So, Equation (2) is reduced to this form.

\[ t = \frac{2\sqrt{D^2 + d^2}}{c} \quad (3) \]

Further, the depth of the diffracted wave is derived from Equation (3).

\[ D = \sqrt{\frac{t_1^2 c^2}{4} - d^2} \quad (4) \]

Therefore, the height of the defect is given by Equation (5).

\[ H = \sqrt{\frac{t_2^2 c^2}{4} - d^2} - \sqrt{\frac{t_1^2 c^2}{4} - d^2} \quad (5) \]

\( t_1 \) and \( t_2 \) are, respectively, the arrival time of diffracted waves from the top and bottom tip of the defect, which can be measured using an A-scan signal. From Equations (4) and (5), it is apparent that whether the arrival time can be accurately measured directly determines the measurement accuracy of defect height and depth.

2.2. Image Generation

As mentioned in Section 1, when scanner device with the probes is moved along the direction to be detected, an ultrasonic diffraction image (B-scan) can be synthesized by
all A-scans in the scanning path. In the image, every pixel is the sample amplitude in the A-scan and a column of pixels corresponds to an A-scan, as shown in Figure 3. Low amplitudes are shown as black pixels, high amplitudes as white pixels, and zero amplitude as gray pixels [20]. The A-scan at each probe position always contains a surface wave and a backwall wave. The thickness of the specimen and PCS are constant, which makes the arrival time of these two waves in each A-scan the same. Thus, two gray horizontal bands appear at the top and bottom in the image. They, respectively, represent the surface wave and backwall wave.

The presence of the defect must lie in the region between these two bands, according to ultrasonic time of flight. The defect generally appears as a flat parabola in this region (see Figure 3) due to the large beam range of the ultrasonic diffraction probe. In the scanning process, when the probes are close to but do not begin to overlap with the defect, part of the ultrasound wave with large diffusion angle has actually encountered the defect and the corresponding diffracted wave is received by the receiver, which will cause arc-shaped features at both ends of the defect in the ultrasonic diffraction image. Therefore, the length of the defect cannot be measured simply by the presence of a region with diffraction signals. Obviously, this amplifies the length of the defect to a great extent. Considering this, a standard measurement method is adopted. It manually fits two small parabolas with the two cambered ends of the defect, and the resulting distance (AB in Figure 3) between the vertex of the two parabolas is the length of the defect.

However, the measurement results depend on and vary with the experience of the inspector due to the subjective nature of this operation. The different results are obtained even by the same inspector at different times, as in the manually discriminated area in Figure 3, where a defect with an actual length of 30 mm may have a diffracted wave area radiating up to 60 mm. In the region encompassed by diffracted waves, the reliability of manual determination is limited, and the application of machine learning can enhance the consistency of determination outcomes through the comprehensive extraction and recognition of defective signals. In addition, the noise caused by the material grains and the measurement system may make cambered ends of the defect invisible. As shown in Figure 3, they can hardly be found. Therefore, the above method cannot be executed effectively [21].

3. Deep Learning-Based Crack Sizing Method

3.1. Length Measurement Architecture

The efficiency of the conventional manual measurement method varies with the experience of the inspector. Additionally, the noise caused by the material grains and the measurement system can further aggravate this. Therefore, developing an effective and automatic data analysis method is imperative to enhancing the measurement accuracy and efficiency and mitigate the interpretation burden of operators.

According to the analysis in Section 2.2, the core problem of accurately measuring the defect length is how to effectively determine the left and right ends of the defect in ultrasonic diffraction images or the scanning path. Hence, an automatic measurement strategy was conceived. The population of A-scan signals in the scanning path is classified by the corresponding intelligent algorithm. The TOFD dataset is classified by performing complete feature extraction and defect signal recognition. This technique precisely detects defects area on the B-scan and the area size correlates directly with the defect length. The defect region is extracted and its size in the scanning direction is obtained by the connected region solution algorithm based on the classification results.

Some artificial intelligence techniques, especially neural networks, have widely been used to automatically classify flaws in ultrasonic testing during the last several decades [22]. A. Masnata employed a three-layered neural network to automatically classify cracks, porosity, and slag defects based on features extracted from ultrasonic pulse echoes using Fisher discriminant analysis [23]. Later, a large number of recognition networks and feature extraction techniques for ultrasonic signal were developed and utilized to achieve
better recognition accuracy [24–26]. Although good performance has been achieved, the complexity of feature extraction by signal processing techniques and the sensitivity of the selected feature to operating conditions limit its application in practice. As computing power increases incredibly and has the ability to process large quantities of dimensional data, a fully connected deep neural network (DNN) was developed to classify various defects by original ultrasonic signals without any feature extraction [27]. Since the fully connected DNN shows relatively poor performance at low signal-to-noise ratio, a robust DNN framework with convolution layers, called a convolutional neural network (CNN), was successfully adopted to identify flaws under noisy conditions [28] and to classify the delamination and void defects in CFRP specimens [29]. The CNN was firstly proposed by LeCun [30], which later provided amazing performance in the fields of speech recognition and computer vision [31,32].

So, in this paper, a CNN framework is designed to automatically classify the ultrasonic diffraction A-scans for measuring the length of the defect, as illustrated in Figure 4. The deep learning architecture is composed of two convolutional layers followed by a pooling layer behind each, two fully connected (FC) layers, and one output layer. Convolutional layers combined with pooling layers are used for feature extraction while FC layers are used for classification.

Sixteen $8 \times 1$ kernel filters are applied to the input signal with 896 samples in the first convolutional layer, followed by non-linear operation with an activation function to generate sixteen $445 \times 1$ feature maps. Here, the activation function, $\text{Relu}(x) = \begin{cases} x, & x > 0 \\ 0, & x \leq 0 \end{cases}$, is adopted. Subsequently, the feature maps are down-sampled to obtain sixteen $223 \times 1$ feature maps by the $2 \times 1$ kernel filters in the first pooling layer. In the second convolutional layer and the second pooling layer, similar convolutional and pooling options are conducted on the new feature maps to generate thirty-two $56 \times 1$ feature maps. In this multiple-layer stacking manner, the features of signals can be extracted, non-linearly combined, hierarchically compressed, and assembled into high-level features by the proposed architecture. This is the advantage of the convolution layer, unlike the FC layer, not connected with each node in the adjacent layer, but with the local regions of interest through convolutional kernels. Therefore, the convolution layer is very competent for feature extraction.

![Figure 4](https://example.com/figure4.png)

**Figure 4.** The designed CNN framework for automatically classifying the ultrasonic diffraction A-scans.
The final feature maps are reshaped and then passed to the first FC layer with a dropout probability of 0.25 to save computing time and avoid overfitting. After that, through the second FC layer with 200 nodes and the output layer with 2 nodes, the classification results are obtained. The number of nodes in the FC layer was determined through many trials and the number with good performance was selected. The detailed configuration parameters and operation results of the architecture are shown in Table 1.

Table 1. Parameters of the designed CNN framework.

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>Number of Input Channel</th>
<th>Number of Output Channel</th>
<th>Kernel Size/Stride</th>
<th>Features Maps</th>
<th>Padding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv 1</td>
<td>1</td>
<td>16</td>
<td>8 × 1/2</td>
<td>16 × 445 × 1</td>
<td>Same</td>
</tr>
<tr>
<td>Pooling 1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Conv 2</td>
<td>16</td>
<td>32</td>
<td>4 × 1/2</td>
<td>32 × 111 × 1</td>
<td>Same</td>
</tr>
<tr>
<td>Pooling 2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FC dropout</td>
<td>-</td>
<td>-</td>
<td>0.25</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FC</td>
<td>-</td>
<td>-</td>
<td>200</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Output</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The regularized cost function, \(MSE_{reg}\), is applied during the training process, defined as follows:

\[
MSE_{reg} = \gamma MSE + \left(1 - \gamma\right) \frac{1}{n} \sum_{j=1}^{n} w_j^2, \tag{6}
\]

where \(w_j\) denotes the weight and \(\gamma\) is a super-parameter that can be adjusted manually. \(MSE\) is mean square error, defined as follows:

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (y^{(i)} - \hat{y}^{(i)})^2, \tag{7}
\]

where \(y^{(i)}\) is the target value and \(\hat{y}^{(i)}\) is the predicted value based on input data by neural network.

3.2. Height Measurement Architecture

It is observed in Equation (5) that the height measurement accuracy is related to the arrival time measurements from the diffracted waves. However, the diffracted waves are likely to overlap and contain noise, as shown in Figure 2a, which is very detrimental to the measurement. Current signal processing technologies for measuring the parameters of ultrasonic diffraction waves have shortcomings in one way or another, as described in Section 1. Therefore, these sophisticated methods need to be further developed to accurately estimate ultrasonic diffraction signals. In this study, the arrival time of diffraction waves is precisely identified by the intelligent denoising framework previously proposed [29,30], combined with Hilbert transform.

The intelligent denoising framework can achieve signal reconstruction from noisy ultrasonic data by combining basic statistical analysis with a series of machine learning algorithms. The proposed framework analyzes abundant information from numerous raw signals to distinguish the desired signal from complicated noises, avoiding the limitation of information provided by only a single signal. Its complete workflow is shown in Figure 5. Firstly, the database of the ultrasonic signals taken from test specimens is set up. The database is later delivered to our self-developed machine learning algorithms. The algorithms start with similarity analysis in signals, especially for the database with various complicated noises, using a k-means algorithm. These highly similar signals or the same class of signals are subsequently passed on to the core part, the denoising autoencoder, for training it. With the trained autoencoder, we will move on to the denoising step where
the noise can be automatically reduced according to the rule learned by the autoencoder. The detailed steps of removing noise were shown in the previous work [33,34]. It has been successfully applied to various complicated noises in practice, e.g., grain noises and surface roughness noise, which are almost the same as the desired signal.

![Intelligent denoising framework](image)

Figure 5. The intelligent denoising framework.

So, the original ultrasonic diffraction signals acquired are denoised through the above framework. The envelopes of the clean signals are extracted by Hilbert transform. In this way, the arrival time of diffracted waves can successfully be determined in the envelope.

### 4. Data Acquisition

#### 4.1. Experimental Setup

To validate the proposed method, some testing experiments were conducted. Two flat plate welded joints (600 mm × 400 mm × 90 mm) were prepared by joining flat plates made of 20# carbon steel using argon arc welding in combination with arc welding. Five artificial cracks were embedded in the middle of one (called Joint1) and at the root of the other (called Joint2), respectively, which were evenly spaced in the weld. Table 2 gives details of the defects. In the middle of Joint1, five defects of the same size were set. To increase the difficulty for the proposed method, five defects of varying size were set at the root of Joint2, as is shown in Figure 6. As these defects are far from the probe, the diffracted signal will become weak, which may make it more difficult for the measurement method to identify defects. Meanwhile, its measurement performance can be checked under varying conditions.

<table>
<thead>
<tr>
<th>Welded Joint Number</th>
<th>Defect Number</th>
<th>Length</th>
<th>Height</th>
<th>Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Joint1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>25</td>
<td>6</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>D2</td>
<td>25</td>
<td>6</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>D3</td>
<td>25</td>
<td>6</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td>25</td>
<td>6</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>D5</td>
<td>25</td>
<td>6</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td><strong>Joint2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1</td>
<td>15</td>
<td>2</td>
<td>84</td>
<td></td>
</tr>
<tr>
<td>D2</td>
<td>15</td>
<td>3</td>
<td>84</td>
<td></td>
</tr>
<tr>
<td>D3</td>
<td>20</td>
<td>4</td>
<td>84</td>
<td></td>
</tr>
<tr>
<td>D4</td>
<td>25</td>
<td>5</td>
<td>84</td>
<td></td>
</tr>
<tr>
<td>D5</td>
<td>25</td>
<td>6</td>
<td>84</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Detailed parameters for defects embedded in welded joints.
As these defects are far from the probe, the diffracted signal will become weak, which may make it more difficult for the measurement method to identify defects. Meanwhile, its measurement performance can be checked under varying conditions.

Figure 6. Drawings of joints and simulation defects.

The ultrasonic diffraction equipment in the experiments contains an ultrasonic transmitter–receiver module, a computer system controlling the ultrasonic module through the matched software, two probes (transmitter and receiver) in pitch–catch configuration, and a scanner device for fixing the probes. The computer sends corresponding instructions to the ultrasonic module to generate ultrasonic pulses in the transmitter and receive the response pulses in the receiver. The received pulses are digitized and stored on the computer. The scanner device is used to carry the two probes to scan the weld and record the signal at each position. Here, the step of the scanner is set to 1 mm, meaning that one signal is recorded every 1 mm. The used ultrasonic probes have a beam angle of 60° and central frequency of 5 MHz, and the sampling frequency is 100 MHz. As the defects exist in the lower part of the weld, the distance between two probes is set to 208 mm according to Equation (1), i.e., \( PCS = 252 \text{ mm} \). Figure 7 shows the experimental setup.

Figure 8 shows an example of ultrasonic diffraction images obtained from the two welded joints. The image of Joint1 obviously demonstrates the five cracks in its middle while careful observation needs to be taken to see the cracks in the image of Joint2. The diffracted waves from the cracks at the root of Joint2 travel for so long that they suffer from large attenuation. Therefore, weak defect signals appear in its image, which increases the difficulty of defect evaluation, especially by manual means.
Figure 7. The ultrasonic diffraction equipment in experiments.

Figure 8 shows an example of ultrasonic diffraction images obtained from the two welded joints. The image of Joint1 obviously demonstrates the five cracks in its middle while careful observation needs to be taken to see the cracks in the image of Joint2. The diffracted waves from the cracks at the root of Joint2 travel for so long that they suffer from large attenuation. Therefore, weak defect signals appear in its image, which increases the difficulty of defect evaluation, especially by manual means.

Figure 8. Ultrasonic diffraction images obtained from the two welded joints: (a) image of Joint1; (b) image of Joint2.
4.2. Ultrasonic Dataset

Since the ultrasonic equipment for inspection and the specimens to be tested with realistic flaws are generally awfully expensive, acquiring the ultrasonic data is a costly process. Additionally, due to the small proportion of defect region in the tested specimen, a large number of defect signals are difficult to collect. This shortcoming can be remedied by generating or simulating signals to develop a deep learning model. Though these methods may be useful for training models, estimation should be conducted on an actual dataset to guarantee the credibility of the results obtained. So, in acquiring data, we scanned the weld back and forth in both directions and repeated twice to obtain more defect data. The original database acquired contains a total of 4400 signals, including 900 defect signals and 3500 non-defect signals.

However, notice that the allocation of classes within the database is unbalanced, i.e., the non-defect class has significantly more signals than the defect class. The number of non-defect class signals was reduced to that of the defect class to deal with this imbalance by taking random samples from the non-defect class. Meanwhile, the reduced database was divided into training and testing datasets where 90% of each class is reserved for training and the remaining 10% for testing. The reason for this is that the trained model can present good performance on the seen examples while possibly failing to estimate the unseen examples. Hence, common practice is that the data are divided into training and testing datasets to investigate the practical performance of the model. The model is trained on training datasets and its performance is evaluated on testing datasets.

All the signals were normalized before feeding to the neural network with Equation (8). This normalization was used to obtain all the signals on the same scale, which can avoid activation function saturation [35].

\[
\text{signal}_{\text{nor}} = \frac{|\text{signal}|}{\max(|\text{signal}|)} 
\] (8)

5. Results and Discussion

5.1. Length Measurement Results and Discussion

In this work, the designed CNN model was achieved in TENSORFLOW (Version 1.12.0, Google, Amphitheatre Pkwy, Mountain View, CA, USA) on a desktop with an intel core-i5 9400 CPU, 16 GB of RAM, and a 256 GB SSD. The deep learning model was trained for 10,000 iterations. The initial learning rate was set to 0.01, which decays by 0.001 every 100 iterations to avoid gradient disappearance caused by an excessive learning rate. The batch size was 100 and the training error was recorded every 100 iterations; the designed network achieved good convergence at 8000 iterations.

Performance of the CNN model trained was evaluated on the testing dataset. The accuracy achieved on the testing dataset for the network was 99.23%, while the performance on the training dataset was also estimated and the achieved result was 99.68%. It was observed that the accuracy on the training dataset was slightly higher than that on the testing dataset. This is methodologically normal, since, for a network it, is better at identifying the seen samples. Anyway, the accuracy of the model is considerable.

However, even an accurate A-scan identification is of little significance without the context from its surrounding area, since the sizing, estimation and decision-making of a defect is not only dependent on a single A-scan but the A-scans in a certain abnormal area. Figure 9, further, shows that the classification results of two tested specimens vary with the spatial position of the probe, where 0 denotes non-defect A-scan and 1 denotes defect A-scan. It can clearly be seen that the defect areas in both Joint1 and Joint2 have been well identified. It is worth noting that recognition results at the edge of some defects float back and forth between 0 and 1, e.g., part of the defects (D4 and D5) in Joint1, and almost all defects (D2, D3, D4, and D5) in Joint2. This may result from a low signal-to-noise ratio in the ultrasonic data, making the boundary between classes blurred. So, the features extracted from the signals at the edge of the defect by the proposed CNN can be
between that of non-defect and defect, which leads to difficult decision-making for the CNN. This instability at the edge of the defect is exacerbated in Joint2, further confirming this suspicion. From the B-scan image in Figure 8b, the defect signal is so weak that it is barely distinguishable to the naked eye. Despite the slight instability, the CNN accurately identified the defect areas.

Length of the defect can be automatically measured by the connected region solution algorithm based on the classification results corresponding to the probe positions. This algorithm can extract the non-zero regions of a binarized sequence. The classification results shown in Figure 9 constitute the sequence. Nonetheless, the instability mentioned above will affect the automatic process, which can make the algorithm mistake a small floating area at the edge of the defect for a small flaw. This drawback can be solved by setting a minimum size of the region. When the size of the connected region is greater than this size, it is extracted. Since the instability is random, the minimum size can be set to 1. Hence, the length of defect is obtained automatically, as listed in Table 3.

![Figure 9](image-url)

**Figure 9.** The classification results of two tested specimens in the space of the probe positions: (a) the results of Joint1; (b) the results of Joint2.
Table 3. Comparisons of the lengths measured by proposed method and designed values.

<table>
<thead>
<tr>
<th>Welded Joint Number</th>
<th>Defect Number</th>
<th>Designed Value</th>
<th>Measured Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint1</td>
<td>D1</td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>D2</td>
<td>25</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>D3</td>
<td>25</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>D4</td>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>D5</td>
<td>25</td>
<td>24</td>
</tr>
<tr>
<td>Joint2</td>
<td>D1</td>
<td>15</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>D2</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>D3</td>
<td>20</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>D4</td>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>D5</td>
<td>25</td>
<td>24</td>
</tr>
</tbody>
</table>

To evaluate the measurement performance of this deep learning model, the length values measured by it were compared with the designed values. Figure 10 shows the comparison results, where (a) and (b) are, respectively, the comparisons of Joint1 and Joint2, and (c) and (d) are, respectively, the deviations from the designed values corresponding to Joint1 and Joint2. It can be seen from Figure 10a,b that the measured values of defects in the two tested joints are both close to the designed values. The deviation of Joint1 is between $-0.040$ and $+0.080$, and the mean deviation is $\pm 0.074$. The deviation of Joint2 is between $-0.133$ and $+0.042$, and the mean deviation is $\pm 0.056$. By comparing the deviations of Joint2 to Joint1, the model consistently performs well, despite weak signals and complex defects in Joint2.

Figure 10. Comparisons of the lengths measured by the proposed method and the designed values: (a) comparison of Joint1; (b) comparison of Joint2; (c) deviations from the designed values of Joint1; (d) deviations from the designed values of Joint2.
5.2. Height Measurement Results and Discussion

The height measurement accuracy is related to the arrival time measurements from the diffracted waves. However, the diffracted waves are likely to overlap and contain noise, which is very detrimental to the measurement. Current signal processing technologies for measuring the parameters of ultrasonic diffraction waves have shortcomings in one way or another, as described in Section 1. Therefore, these sophisticated methods need to be further developed to accurately estimate ultrasonic diffraction signals. The original A-scan signals acquired are firstly denoised through the denoised framework proposed in Section 3.2 to avoid the adverse effect of noise on the signal. The envelopes of the clean signals are further extracted by Hilbert transform. In this way, the arrival time of diffracted waves can successfully be determined in the envelope.

Figure 11 displays two examples of processed results from Joint1 and Joint2, respectively, where (a) is the processed result of defect D3 in Joint1 and (b) is the processed result of defect D1 in Joint2. Here, surface and backwall waves are cut off to highlight the region of interest. As can be seen from Figure 11a, although the diffracted signals from the top and bottom tips of the defect are strong enough before denoising, they are seriously disturbed by noise, so that the top and bottom tips of the defects cannot be determined in the envelope obtained by Hilbert transform. Moreover, they are intertwined. After denoising by the proposed method, the two tips are extracted successfully in the new envelope. For the original signal of defect D1 in Joint2, in addition to the above problems, it encounters the risk of being drowned out by noise due to its weakness. However, the method is still competent for tip recognition in this case, as shown in Figure 11b.

![Figure 11. Two examples of the envelopes extracted by the proposed method: (a) the processed results from defect D3 in Joint1; (b) the processed results from defect D1 in Joint2.](image)

For defect D3 in Joint1, the arrival time of the top and bottom tips is, respectively, estimated to be 51.26 µs and 52.15 µs using the method. For defect D1 in Joint2, the arrival time is estimated to be 56.26 µs and 56.66 µs. According to Equation (5), the heights of the two defects are computed to be 6.4 mm and 1.8 mm, respectively. Similarly, heights of other defects can be obtained through the above estimation process. Table 4 displays the estimation results of the proposed method.
Table 4. The comparisons of the heights measured by the proposed method and the designed values.

<table>
<thead>
<tr>
<th>Welded Joint Number</th>
<th>Defect Number</th>
<th>Designed Value</th>
<th>Measured Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
<td>6</td>
<td>6.1</td>
</tr>
<tr>
<td></td>
<td>D2</td>
<td>6</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>D3</td>
<td>6</td>
<td>6.3</td>
</tr>
<tr>
<td>Joint1</td>
<td>D4</td>
<td>6</td>
<td>6.4</td>
</tr>
<tr>
<td></td>
<td>D5</td>
<td>6</td>
<td>6.5</td>
</tr>
<tr>
<td></td>
<td>D1</td>
<td>2</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>D2</td>
<td>3</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td>D3</td>
<td>4</td>
<td>3.7</td>
</tr>
<tr>
<td>Joint2</td>
<td>D4</td>
<td>5</td>
<td>5.3</td>
</tr>
<tr>
<td></td>
<td>D5</td>
<td>6</td>
<td>5.6</td>
</tr>
</tbody>
</table>

To highlight its measurement performance, the estimated values were compared with the designed values. Figure 12 shows the comparison results, where (a) and (b) are, respectively, the comparisons of Joint1 and Joint2, and (c) and (d) are, respectively, the deviations from the designed values corresponding to Joint1 and Joint2. It can be observed from Figure 12a,b that the measured values of defects in the two joints are also both close to the designed values. The deviation of Joint1 is between $-0.083$ and $+0.033$, and the mean deviation is $±0.050$. The deviation of Joint2 is between $-0.067$ and $+0.010$, and the mean deviation is $±0.073$. Therefore, it can be concluded that the method is suitable for the estimation of defect height using the ultrasonic diffraction method.

![Figure 12](image-url)
6. Conclusions

This paper presents a deep learning-based ultrasonic diffraction data analysis method for the automatic interpretation of ultrasonic data, with the objective of accurately measuring defects. A series of defects in weld joints of varying depths, heights, and lengths were created to test the efficacy of the proposed method. In terms of length measurement, the lengths of defects can be automatically determined by the designed convolutional neural network (CNN) architecture in conjunction with a connected-region-based method. The mean measurement accuracy is \( \pm 0.065 \). In the case of height measurement, the arrival time of the diffracted waves can be accurately estimated by the proposed intelligent denoising architecture in conjunction with the Hilbert transform. Furthermore, the height of the defects can be calculated by means of the corresponding geometric relation. The mean measurement accuracy can be estimated to be \( \pm 0.061 \). Consequently, the proposed method can be employed for the automated analysis of ultrasonic data and the precise estimation of the ultrasonic diffraction technique in practice, even in the presence of noise and a weak signal.

The study presented in this paper demonstrates that the proposed convolutional neural network (CNN) model is capable of accurately identifying the boundary of the tip diffraction signal and noise reduction through signal classification. This enables the realization of high-precision quantification of defects under noise interference conditions. In other instances of common weld seam defects, such as porosity clusters and imperfections, the characteristics of defect signals undergo significant alterations. Consequently, the generalizability of the proposed method and the capacity to identify defect types based on comprehensive defect signal feature extraction and quantification require further in-depth investigation.
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