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Abstract: BlenderBot 2.0 represents a significant advancement in open-domain chatbots by incorporat-
ing real-time information and retaining user information across multiple sessions through an internet
search module. Despite its innovations, there are still areas for improvement. This paper examines
BlenderBot 2.0’s limitations and errors from three perspectives: model, data, and user interaction.
From the data perspective, we highlight the challenges associated with the crowdsourcing process,
including unclear guidelines for workers, insufficient measures for filtering hate speech, and the
lack of a robust process for verifying the accuracy of internet-sourced information. From the user
perspective, we identify nine types of limitations and conduct a thorough investigation into their
causes. For each perspective, we propose practical methods for improvement and discuss potential
directions for future research. Additionally, we extend our analysis to include perspectives in the
era of large language models (LLMs), further broadening our understanding of the challenges and
opportunities present in current AI technologies. This multifaceted analysis not only sheds light
on BlenderBot 2.0’s current limitations but also charts a path forward for the development of more
sophisticated and reliable open-domain chatbots within the broader context of LLM advancements.

Keywords: BlendorBot; chatbot; dialogue; deep learning; natural language processing

1. Introduction

Developing agents capable of conversing on any topic represents a significant chal-
lenge in the field of open-domain dialogue systems. Such capability is a crucial aspect of
human intelligence in natural language understanding and finds applications across a wide
array of industrial services. The ultimate objective of this research is to create AI that can
engage in meaningful dialogue, providing responses that are both relevant and engaging
to any user.

Recent studies, including [1,2], have proposed dialogue modeling approaches aimed at
generating knowledge-based responses. Additionally, research such as [3,4] has introduced
dialogue modeling techniques for generating empathetic responses, tailored to the user’s
interests. These advancements have notably enhanced the performance of conversational
models, enabling them to generate responses by leveraging knowledge and understand-
ing users’ interests. However, achieving the desired level of conversational skill remains
a challenge.

One major limitation is the difficulty of incorporating recent information into the
dialogue model, which typically relies on static knowledge from datasets collected at a
specific point in time. To accurately reflect the dynamic nature of real-world knowledge,
conversational models would need to continually update their datasets, a process that is
both resource-intensive and challenging. A model that can adapt to changing knowledge
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in real-time would more closely mimic human-like conversation, deepening engagements
with users and advancing the goal of human–AI interaction.

Another issue is the short-term memory of dialogue models compared to human
memory. While humans can remember details about others for extended periods, current
models tend to forget user-specific information, such as hobbies, after a limited number of
turns in a conversation. This results in the need for users to repeat information, reducing
the diversity and richness of conversations and potentially leading to user disengagement.

BlenderBot 2.0, as discussed in [5,6], addresses these challenges by incorporating
multi-session memory and internet search capabilities. This approach allows the model to
maintain interest and summarize conversations over longer periods, achieving a semblance
of long-term memory. Moreover, it can update its knowledge base in real time through
internet searches. However, BlenderBot 2.0 still faces significant challenges, including
reliance on inaccurate information from the internet and generating incorrect search queries.

This paper examines the limitations of BlenderBot 2.0 and, by extension, current
open-domain dialogue models from three perspectives: model, data, and user. It proposes
improvements beyond conventional modeling techniques, aiming to address errors and
enhance the dialogue model’s performance across various metrics.

The significance of this research lies not only in advancing the technological capabili-
ties of open-domain dialogue systems but also in its broader implications for human-AI
interaction. By addressing the limitations of current models, we move closer to creating AI
that can understand and adapt to the dynamic nature of human knowledge and memory.
This advancement has the potential to revolutionize the way we interact with machines,
making AI more accessible, personalized, and effective in a variety of applications, from
education and healthcare to customer service and beyond. Ultimately, this research con-
tributes to the development of AI that can more deeply and meaningfully engage with
humans, fostering a future where AI supports and enhances our daily lives in increasingly
sophisticated ways.

This article is organized as follows: the introduction provides an overview of the
research objectives and the significance of developing advanced open-domain chatbots.
Following this, the section on related works and background explores the evolution of
chatbot technologies, with a particular focus on BlenderBot 1.0 and 2.0. The subsequent
sections present a detailed error analysis from three perspectives: model-centric, data-
centric, and user-centric. For each perspective, we identify key limitations and propose
potential improvements. The discussion section synthesizes these findings and offers
comprehensive strategies for enhancing the performance of BlenderBot 2.0 and similar
systems. Finally, the conclusion summarizes the main contributions of this study and
outlines directions for future research.

2. Related Works and Background
2.1. Open-Domain Chatbot

Chatbots are systems engineered for engaging in extended conversations, designed
to replicate the unstructured nature of chats characteristic of human-to-human interac-
tion [7]. Essentially, a chatbot system produces a response R, taking into account the user’s
message M and the history of the dialogue C. The primary objective of such systems is to
generate responses that are indistinguishable from those a human might provide during a
conversation [8]. Unlike task-oriented dialogue systems, which are limited to discussing a
predetermined set of topics, developing an open-domain chatbot poses a greater challenge
due to the necessity of generating responses across a broad spectrum of everyday topics.

The evolution of chatbot services began with the pioneering chatbot Eliza [9] and has
since expanded to include modern examples such as Apple’s Siri (https://www.apple.
com/kr/siri/ (accessed on 1 May 2024)), Microsoft’s XiaoIce (also known as Little Bing) [10]
(https://www.xiaoice.com/ (accessed on 1 May 2024)), Simsimi (https://www.simsimi.
com/ (accessed on 1 May 2024)), and Lee-Luda (https://luda.ai/ (accessed on 1 May 2024)),
showcasing the global and diverse nature of open-domain chatbot services.

https://www.apple.com/kr/siri/
https://www.apple.com/kr/siri/
https://www.xiaoice.com/
https://www.simsimi.com/
https://www.simsimi.com/
https://luda.ai/
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In recent years, there has been a surge in research focused on enhancing open-domain
chatbots through the use of pre-trained models. Notably, models such as GPT-2 [11],
Google’s Meena [12], PLATO-2 [13], and BlenderBot 1.0 [14] have demonstrated superior
performance compared to traditional encoder–decoder-based models, marking significant
progress in the field.

2.2. BlenderBot 1.0

BlenderBot 1.0, introduced by Facebook AI Research (FAIR) in 2020, marks a significant
advancement in open-domain chatbots by being the inaugural model to integrate diverse
conversational abilities, including empathy and knowledge. Unlike preceding efforts that
primarily focused on enhancing performance through an increase in model parameters,
BlenderBot 1.0 achieves improvements in conversational skills by leveraging datasets that
amalgamate tasks such as empathy, persona, and knowledge.

Utilizing a poly encoder [15] for encoding the dialogue history and a retrieve and refine
(RetNRef) strategy for response generation, BlenderBot 1.0’s architecture is designed for
efficient and context-aware conversation management, as illustrated in Figure 1. The model
undergoes pre-training with the Reddit dataset [16], which comprises social networking
service posts and comments, to capture the essence of natural dialogues. Further refinement
is achieved using the Blended Skill Talk (BST) dataset [17], which merges ConvAI2 [18],
Wizard of Wikipedia (WoW) [1], and Empathetic Dialogues (ED) [19], fostering a model
capable of engaging in conversations that are informative, empathetic, and personal.

FAIR has made open-source versions of the model available with parameter sizes of
90 M, 2.7 B, and 9.4 B, along with the datasets (https://parl.ai/projects/recipes/ (accessed
on 1 May 2024)), highlighting the scalability of BlenderBot 1.0. The 90M parameter model,
in particular, boasts 3.6 times more parameters than its predecessor models. In human
evaluations, BlenderBot 1.0 is frequently perceived as being more engaging than its con-
temporaries, including Google’s Meena [12]. Despite its advancements, BlenderBot 1.0 is
not without shortcomings, such as occasionally repeating user remarks, struggling to recall
past conversations, or disseminating inaccurate information.

Dialogue	Retrieval Knowledge	Retrieval

TF-IDF

Poly-Encoder

Decoder

Response

Candidate 
ResponseCandidate 

ResponseKnowledge 
Candidate

Retrieved
Knowledge

Wikipedia Dump

Dialogue 
History

Retrieved
Response

Poly-Encoder

Decoder

Response

Candidate 
ResponseCandidate 

ResponseCandidate 
Response

Dialogue
History [SEP]
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Figure 1. Architecture of BlenderBot 1.0.
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2.3. BlenderBot 2.0

The prevailing challenges with BlenderBot 1.0 and GPT-3, such as generating con-
tradictory responses, its inability to recall prior conversations, and provision of outdated
or incorrect information [20], led to the development of BlenderBot 2.0 [5,6]. This en-
hanced iteration addresses these issues by ensuring consistency in conversations across
multiple sessions, facilitated by training with the Wizard of the Internet (WizInt) [6] and
Multi-Session Chat (MSC) datasets [5]. Furthermore, BlenderBot 2.0 incorporates dynamic
knowledge from the internet to provide up-to-date information.

The MSC dataset facilitates the retention of user preferences over long-term memory
for conversations spanning multiple sessions, simulating real-life interactions with intervals
ranging from hours to weeks. On the other hand, the WizInt dataset empowers the model
to generate responses informed by current internet search results, where crowdworkers
simulate real-time web searches to enrich training data.

Consequently, the MSC dataset introduces a pioneering approach to session-based
conversational continuity, enabling a seamless resumption of dialogues over time. Mean-
while, the WizInt dataset enhances the model’s capability to deliver responses augmented
with the latest web search findings.

Figure 2 illustrates BlenderBot 2.0’s architectural framework, where a query generator
plays a critical role in both maintaining the conversational history in long-term memory
and in fetching pertinent web documents for response formulation. The conversation his-
tory is succinctly summarized using an abstractive summarizer before being archived in
long-term memory. During response generation, the system retrieves the most relevant doc-
uments, including user-specific details, such as personas, from memory. Simultaneously, to
incorporate the most current internet-derived information, the search engine processes the
generated query to fetch the top documents, which, along with the memorized documents,
are encoded separately. The decoder then crafts the final response by amalgamating the
encoded dialogue context with the document encodings.

Figure 2. Architecture of BlenderBot 2.0.

BlenderBot 2.0 has demonstrated superior performance in human evaluations, espe-
cially in dialogues that leverage historical session data. Additionally, the integration of an
internet search module significantly reduced the occurrence of knowledge fabrication from
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9.1% to 3.0%. Both the models and datasets have been made publicly available, facilitating
replication and further research by the academic community.

3. Error Analysis from a Model-Centric Approach

BlenderBot 2.0 solves the problems of previous open-domain chatbot models by
generating responses based on real-time internet search results and memories of previous
dialogues. However, from a model-centric standpoint, it, too, has some limitations. This
section discusses BlenderBot 2.0’s module and model architecture issues.

3.1. Correctness of Internet Search Results

BlenderBot 2.0 employs the Bing search engine (www.bing.com (accessed on 1 May
2024)) to source information from the internet. However, the rationale for selecting Bing
over other available search engines is not elaborated upon. Additionally, the model lacks
clear criteria for preferring certain information when the search results, represented by the
top K documents, vary.

Furthermore, BlenderBot 2.0 does not authenticate the accuracy of the information it
retrieves. While it incorporates a safety classifier to filter responses for bias and sensitivity,
this mechanism does not assess the factual correctness of the information. Consequently,
reliance on unverified information could lead to the generation of inaccurate responses,
undermining the model’s objective to reflect the most current and accurate information
instead of drawing solely from historical data.

3.2. Service Time and Computing Resources Problem

BlenderBot 2.0 faces challenges related to service performance, notably in terms of
response latency, i.e., the time it takes for the chatbot to reply to a user’s message. Re-
sponse time is a crucial metric for chatbot systems [21]. However, BlenderBot 2.0 lacks
a detailed analysis of how internet searches and memory network operations affect its
response latency.

Moreover, due to its substantial number of parameters, BlenderBot 2.0 requires sig-
nificant computational resources to operate as an efficient chatbot service. Considering
that both companies and individuals have limited resources, and the primary aim of
conversational models and chatbots is to enhance user convenience, the feasibility of com-
mercializing a large-scale model, despite its superior performance, is questionable [22,23].

4. Error Analysis from a Data-Centric Approach

The datasets utilized by BlenderBot 1.0 and BlenderBot 2.0 are detailed in Table 1.
BlenderBot 1.0, employing a 2.7 B parameter model for initial pre-training, represents a
foundational approach to open-domain chatbots. In contrast, BlenderBot 2.0, as an advance-
ment of BlenderBot 1.0, enhances capabilities in multi-session dialogue and the integration
of real-time internet search results, leveraging the MSC and WizInt datasets. However, from
a data-centric viewpoint, BlenderBot 2.0 encounters three primary limitations:

Table 1. Datasets used in BlenderBot 1.0 and 2.0.

Task Dataset Name

BlenderBot 1.0
Pre-training Reddit
Fine-tuning Blended Skill Talk (BST)

BlenderBot 2.0 Fine-tuning
Multi Session Chat (MSC)

Wizard of the Internet (WizInt)

4.1. Absence of Unified Standards in Data Collection

Initially, the datasets’ collection processes [24] lacked a unified criterion for crowd-
sourcing, leading to inconsistent standards across sessions, particularly within the MSC
dataset. Moreover, the WizInt dataset does not establish clear guidelines for workers on

www.bing.com
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when internet searches should be conducted, leaving the decision heavily influenced by
individual workers’ background knowledge. This absence of standardized criteria results
in varying levels of consistency across datasets, thereby impacting the model’s training
effectiveness and its ability to accurately reflect desired characteristics.

4.2. Lack of a Data-Cleaning Process

The filtering process for the datasets appears insufficient [25]. Notably, the MSC
dataset includes instances of hate speech, a significant concern given the broader social
issues surrounding large language models, such as the propagation of hate speech, abusive
language, and socio-political biases [26]. The absence of a thorough cleaning process
exacerbates these issues, increasing the risk of generating unsafe responses. This challenge
mirrors the downfall of Lee-Luda, a former Korean chatbot model compromised by training
on unfiltered datasets.

Furthermore, the WizInt dataset lacks a rigorous verification process for the accuracy of
internet-sourced information. Although this feature enables the model to enrich responses
with current data, it also poses the risk of disseminating inaccurate information. Given
the potential for users to develop trust in the model’s responses, implementing a fact-
checking process during data construction is crucial to ensure the reliability and safety of
the information provided.

4.3. Expansion into Multilingual Models

Expanding BlenderBot into a multilingual model necessitates the creation of multi-
lingual counterparts to the MSC and WizInt datasets, highlighting the need for extensive
social media datasets to pre-train BlenderBot 1.0 and the development of filtering criteria
that accurately reflect the linguistic features specific to each language.

The MSC dataset is distinguished by its focus on multi-session dialogues, incorporat-
ing personas and session summaries for each speaker, which adds a layer of complexity
not found in traditional dialogue datasets that typically feature only single-turn or single-
session dialogues. On the other hand, the WizInt dataset is unique in its inclusion of
dialogues, internet search queries, and the corresponding search results, offering a richer
dataset that facilitates the training of models to perform internet searches relevant to
ongoing dialogues.

For the multilingual expansion of BlenderBot 2.0, datasets that mirror the MSC and
WizInt datasets’ characteristics are essential. These datasets should ideally be compiled
through crowdsourcing to ensure a diverse and comprehensive range of dialogues, search
queries, and results across different languages. However, the reliance on crowdsourcing
for data collection introduces significant challenges, primarily due to the increased costs
associated with hiring crowd workers, which poses a constraint on resources.

This approach underscores the complexity and resource-intensive nature of creating a
multilingual chatbot capable of engaging in nuanced, multi-session dialogues and utilizing
up-to-date internet search results to inform its responses. The effort to expand into multiple
languages, while crucial for creating more inclusive and accessible conversational AI,
requires careful planning and substantial investment to overcome these challenges.

5. Error Analysis from a User-Centric Approach

We examined the improvements in BlenderBot 2.0 based on our conversation analy-
sis with the model. Here, we categorize problems experienced by end-users interacting
with BlenderBot 2.0 into eight major categories. This analysis highlights the issues within
BlenderBot 2.0 and delves into the causes of each identified problem.

5.1. Internet Document Retrieval Problems

We identify two main issues associated with Internet document retrieval: (1) even when
a correct search query is generated, responses may still be derived from irrelevant sites,
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leading to incorrect information being presented. (2) Even when the correct information is
retrieved from the appropriate site, the model may still produce an incorrect response.

An example of the latter issue is illustrated in Figure 3. This example shows that,
despite generating suitable queries such as Faker and Faker’s real name and identifying
internet sites with the correct information, the model fails to accurately reflect the correct
information, Lee Sang-hyeok, in its response.

Figure 3. An example of Case 1: Internet document retrieval problems.

Large language models (LLMs) still face Internet document retrieval problems [27–30].
This persistent issue highlights a significant limitation in the ability of these advanced AI
systems to access and utilize real-time data from the Internet. Despite their vast knowledge
base and sophisticated algorithms, LLMs are constrained by the lack of direct internet
connectivity. This limitation not only impacts their ability to provide the most current
information but also restricts their effectiveness in certain research and data-intensive
tasks. As a consequence, the application of LLMs in dynamic fields requiring up-to-date
information remains a challenge, underscoring the need for enhanced capabilities in online
data retrieval and processing.

5.2. Search Query Generation Problems

We categorize search query generation problem into two main types: (1) the query
generator fails to produce a search query, relying instead on dialogue history, even when
a query is necessary to retrieve accurate information from the Internet. This can lead to
inaccurate responses. (2) The model generates an incorrect response using an incorrect
search query.

Figure 4 exemplifies such problems. When asked in the first turn of Case 2–1 about
which year the movie Doctor Strange belongs to, the model responds with incorrect infor-
mation (2019) without generating a search query. Additionally, Case 2–2 demonstrates the
generation of hallucinated knowledge responses without an Internet search.
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Figure 4. An example of Case 2: search query generation problems.

We identified the key characteristic of the error in BlenderBot 2.0’s search query
generation: the model seldom attempts to search the Internet on the first turn, despite the
apparent need. We attribute this behavior to the MSC and WizInt datasets, which primarily
consist of plain conversations that do not require retrieval.

In the case of LLMs, similar challenges are encountered, especially in terms of search
query generation. These AI systems, skilled in processing and generating language, often
struggle to translate complex or ambiguous user inputs into effective search queries. This
can lead to less accurate or relevant search results, impacting the efficiency and reliability
of LLMs. The issue is more pronounced in specialized or niche topics, where precise query
formulation is key to retrieving relevant information. Addressing these query-generation
problems is crucial for enhancing LLM performance in various applications.

5.3. Untrue Result Retrieval Problems

The issue of untrue result retrieval arises when the model generates responses based
on incorrect information because the information on the retrieved site is outdated, fake,
or simply untrue. This issue is independent of the Internet search engine or model’s
capabilities, as the generator may produce the appropriate search query for the context of a
conversation and retrieve what appears to be an ideal site. The root cause of this problem is
the presence of incorrect information on the Internet, which is a longstanding issue.

In the second turn of Case 3, as illustrated in Figure 5, the query generator produces
an appropriate query, Lionel Messi transfer, concerning the current club of Lionel Messi.
However, the information in the retrieved article inaccurately suggests that Lionel Messi
will be transferred to Inter Miami.

Figure 5. An example of Case 3: untrue result retrieval problems.
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Fortunately, this issue was infrequently encountered in our tests with BlenderBot 2.0.
This may be mitigated by BlenderBot 2.0’s reliance on Wikipedia (https://www.wikipedia.
org/ (accessed on 1 May 2024)), one of the most actively updated sites with dynamic
information correction.

In the case of LLMs, “untrue result retrieval problems” are a significant concern, par-
ticularly regarding hallucinations. LLMs, while advanced in processing and generating
language, can sometimes retrieve or generate information that is inaccurate or entirely
fabricated. This phenomenon, often referred to as “hallucination,” poses a major challenge
in ensuring the reliability and trustworthiness of the outputs provided by these models.
Hallucinations in LLMs can occur due to various factors, including biases in the train-
ing data, limitations in understanding context, or errors in interpreting the user’s intent.
Addressing these issues is crucial for improving the accuracy and credibility of LLMs,
especially in applications where factual correctness is paramount.

5.4. Unsafe Response Generation Problems

The unsafe response generation problem is defined as producing responses that pose
social and ethical concerns, including profanity, racism, political and privacy issues, gender
discrimination, and sexual remarks. Although this issue was seldom observed in our tests,
there was a response in Case 4–1, shown in Figure 6, that demeaned individuals of certain
nationalities. Since the response was generated without an Internet search, it suggests the
presence of unsafe sentences within the training datasets.

Figure 6. An example of Case 4: unsafe response generation problems.

In the case of LLMs, “unsafe response generation problems” are a critical issue that
needs attention. LLMs, with their advanced language processing abilities, can sometimes
generate responses that are inappropriate, offensive, or harmful. This problem arises from
various factors, including the presence of biased or harmful content in their training data
and the model’s inability to fully understand the ethical and social nuances of human
communication. These unsafe responses can range from subtly insensitive remarks to
overtly offensive or dangerous statements. Mitigating these risks involves not only refining
the training data and algorithms but also implementing robust filters and context-aware
moderation mechanisms to ensure that the outputs of LLMs are safe and socially acceptable.
Addressing these challenges is essential for the responsible deployment and acceptance of
LLMs in diverse social and professional contexts.

https://www.wikipedia.org/
https://www.wikipedia.org/
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5.5. Redundant or Unrelated Response Generation Problems

The problem of generating redundant or unrelated responses involves repeating a
previous response or producing one that is unrelated to the user’s query. In Case 5, depicted
in Figure 7, the user inquires about the population of Bareilly, but BlenderBot 2.0 produces
an irrelevant response ("That’s a good question"). This may be attributed to the absence of a
persona and previous conversation history in this interaction, indicating BlenderBot 2.0’s
limitations in handling multi-turn conversations.

Figure 7. An example of Case 5: redundant or unrelated response generation problems.

In the case of LLMs, “redundant or unrelated response generation problems” are
noteworthy challenges. These AI models, proficient in language processing, occasionally
generate responses that are either repetitive or not pertinent to the user’s query. Redundancy
in responses can manifest as unnecessary repetition of information, which might be due
to the model’s attempt to provide comprehensive answers but can lead to inefficiency
in communication. On the other hand, generating unrelated responses is often a result
of the model misinterpreting the user’s intent or context of the question. Both issues
can significantly impede the effectiveness of LLMs in providing concise and relevant
information. Addressing these problems involves enhancing the model’s ability to discern
and adhere to the specific context and intent of user queries, ensuring that the responses
are both relevant and succinct.

5.6. Tabular Data Problem

The tabular data problem refers to the inability to accurately reflect information con-
tained in tables within a response. Figure 8 showcases this issue, where, despite generating
an appropriate search query and discovering a relevant internet site, BlenderBot 2.0 fails
to extract the required information from a table structure. Given that Wikipedia is the
primary source for the model’s Internet searches, this represents a significant challenge, as
Wikipedia frequently uses tabular data to present information.

In the case of LLMs, the “tabular data problem” is a notable challenge. These models,
while adept at processing natural language, often struggle with interpreting and generating
responses based on tabular data. The difficulty lies in the model’s ability to understand the
structured format of tables, which can include rows, columns, and complex relationships be-
tween different data points. LLMs might fail to accurately extract or relay information from
tables, leading to incomplete or incorrect responses. Furthermore, generating responses
that effectively incorporate tabular data requires a deep understanding of the underlying
context and the ability to relate it to the user’s query. Improving the handling of tabular data
in LLMs is crucial for tasks that involve data analysis, summary, or extraction, ensuring
that these models can effectively work with a wide range of data formats.
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Figure 8. An example of Case 6: tabular data problem.

5.7. Numerical Response Problems

The numerical response problem is characterized by the model’s failure to accurately
generate responses involving numerical information. As illustrated in Figure 9, Case 7–1
does not directly mention the number of children, despite the fact that the names of three
children can be identified in Case 7–2. Furthermore, even though the user asserts that
Einstein had three children in Case 7–2, BlenderBot 2.0 confirms that three is correct but
inaccurately claims he had four children: (two sons and two daughters). This inconsistency
highlights BlenderBot 2.0’s struggle to generate precise numerical responses unless the
exact number is explicitly mentioned on a site found via an Internet search. This indicates a
fundamental lack of understanding of basic mathematical concepts by the model.

Figure 9. An example of Case 7: numerical response problem.

In the context of large language models (LLMs), “numerical response problems” pose
a significant challenge [31]. These advanced AI models often encounter difficulties when
tasked with generating numerical responses, particularly in scenarios where precision
and accuracy are crucial. Numerical response generation issues can include rounding er-
rors, incorrect calculations, or misinterpretation of numerical inputs. These challenges can
have wide-ranging implications, especially in applications where numerical correctness
is critical, such as scientific research, financial analysis, or engineering tasks. Addressing
these obstacles involves enhancing the model’s capacity for accurate numerical calcula-
tions, ensuring that the responses it generates are not only mathematically sound but also
contextually appropriate.
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5.8. URL Recognition Problem

The URL recognition problem arises when the model fails to interpret information
from a site when provided with a URL sequence as input. As demonstrated in Figure 10,
BlenderBot 2.0 treats URLs merely as part of the dialogue sequence, basing its generated
responses and queries on this sequence.

Figure 10. An example of Case 8: URL recognition problem.

In Case 8–1, shown in Figure 10, the URL is not effectively retrieved because there are
insufficient cues to deduce the content contained within the URL sequence. Similarly, in
Case 8–2, the model fails to retrieve content from the URL provided by the user due to a
lack of clues about the site’s content, preventing the generation of an appropriate query.
While most site URLs include titles from which the site’s content can be inferred, there are
instances where it is challenging to deduce information from the title alone. Additionally,
some URL addresses do not incorporate titles, further complicating the issue.

In the context of LLMs, the “URL recognition problem” is a significant challenge.
These AI models often struggle to accurately identify and handle URLs within text inputs.
This issue arises from the complex nature of URLs, which can vary in format and structure.
LLMs may have difficulty correctly recognizing URLs, leading to errors in processing and
sometimes rendering them as plain text without proper hyperlink functionality. In various
applications, such as web content analysis or text summarization, accurate URL recognition
is crucial for preserving the integrity and functionality of web references. Addressing
this problem involves refining LLMs’ ability to identify and appropriately handle URLs,
ensuring that they are treated as hyperlinks when necessary and preserving their intended
functionality in text-based outputs.

6. Discussion on Improving BlenderBot 2.0

In this section, we propose approaches to address the errors identified previously,
focusing on model improvements, data refinement, and dialogue enhancement strategies.



Appl. Sci. 2024, 14, 4821 13 of 17

6.1. Data and Model-Centric Approaches
6.1.1. Reducing Ambiguity in Data Collection

To construct the MSC and WizInt datasets, crowdsourcing was utilized, marking
a departure from traditional dataset compilation methods. However, it is imperative to
diminish ambiguity by establishing and adhering to clear standards for data collection.

Specifically, for the MSC dataset, it is crucial to clarify the session’s ambiguity and set
explicit criteria for crowdworkers regarding internet search instances during the WizInt
dataset construction. Such measures are anticipated to bolster long-term dialogue and
Internet search capabilities with datasets formed under these unified standards. Moreover,
the integration of a hate speech examination and filtering process is confirmed to mitigate
related undesirable responses.

6.1.2. Enhancements for Multilingual Expansion

As discussed in Section 4.3, dataset collection currently relies on crowdsourcing, which
is constrained by time and financial resources. We suggest the following alternatives to
circumvent these limitations:

(1) Employing translation models combined with a post-editing process to ensure the
procurement of high-quality datasets, potentially eliminating the need for additional data
collection by leveraging existing English datasets.

(2) Utilizing the model’s adaptor layer, as recent studies have shown the effectiveness
of cross-lingual post-training approaches, such as implicit translation layers (ITLs) [32], for
adapting high-resource language models to low-resource languages. This approach could
facilitate the development of a multilingual BlenderBot 2.0 without extensive crowdsourcing.

6.1.3. Verifying Internet Accuracy

The Bing search engine is employed to fetch relevant documents from the internet
to reflect up-to-date information. However, the rationale behind the preference for a Bing
search over other engines is not elaborated, nor is the analysis of its superiority.

Additionally, the authenticity of the retrieved information remains unverified, and
guidelines for prioritizing certain information when search results are incongruent are
absent. Implementing a system that prioritizes the most recent information among the top
K documents retrieved could mitigate these issues.

6.1.4. Optimizations for Commercialization

The incorporation of Internet searches and memory access for context-relevant in-
formation retrieval likely contributes to delayed response times. Reducing this latency is
essential for commercializing the chatbot model to ensure prompt response generation.
However, research on minimizing response delay is lacking.

Moreover, model downsizing is critical for BlenderBot 2.0’s application across general
companies or individual users. Techniques such as pruning, which entails removing partial
parameters, could expedite inference. Additionally, knowledge distillation, which enables
a smaller model to emulate and match the performance of a larger model, could facilitate
the provision of the same service in a more resource-efficient manner.

6.2. User-Centric Approach-Based Discussion
6.2.1. Improvements in Internet Document Retrieval

Despite the model’s capability to generate appropriate search queries and retrieve the
correct websites, it often fails to produce accurate responses. This failure can be attributed
to two main issues: the model’s inability to extract the correct information from retrieved
websites, and its failure to incorporate the extracted information into the generated re-
sponses accurately.

The first issue highlights a deficiency in the model’s information extraction capabilities.
Enhancing the WizInt dataset to include a more diverse range of data could improve the
search engine’s performance, addressing this shortfall.
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The second issue suggests a limitation within the generation model’s encoder–decoder
architecture. Given that BlenderBot 2.0 is pioneering in its use of internet-derived informa-
tion alongside dialogue history for response generation, its broad approach may contribute
to this problem. Augmenting the training dataset and expanding the model’s parameters
are viable solutions to refine its response generation capabilities.

6.2.2. Enhancements in Search Query Generation

The occurrence of responses devoid of a search query, despite the necessity for internet-
based information, hints at the incorporation of crowdworkers’ knowledge within the
WizInt dataset. Moreover, the generation of incorrect or inappropriate search queries
points to deficiencies in the search query generator’s performance. Addressing these issues
necessitates further research into the query generator mechanism and updates to the WizInt
dataset based on precise criteria.

To mitigate the issue of queries not being generated in the initial interaction, it is advis-
able to eschew commencing each dialogue turn with mere greetings. Instead, restructuring
the WizInt dataset to prompt information-seeking behavior and Internet searches with
suitable queries from the first turn can enhance the model’s query generation efficiency.

6.2.3. Improvement in Untrue Result Retrieval Problems

The Internet predominantly accumulates rather than updates information, leading
to the prevalence of incorrect data. Utilizing Wikipedia as a primary information source
is advantageous due to its continuous updates and modifications by users, making it
a reliable repository for accurate and up-to-date information. Consequently, the WizInt
dataset predominantly relies on Wikipedia. However, as Wikipedia cannot cover all topics,
the use of additional sources is inevitable.

To enhance the accuracy of information reflected in responses, a filtering process is
essential for verifying the correctness of retrieved data. One approach involves searching
multiple websites for a single query and filtering out misinformation based on the aggre-
gated data from these sources. Alternatively, employing multiple search queries can also
mitigate the issue of inaccurate or outdated information, thus improving response quality.

6.2.4. Improvement in Duplicate and Non-Relevant Response Generation Problems

As outlined in Section 5.5, an increase in dialogue turns can lead to overemphasis on
dialogue history and persona in responses due to their disproportionate inclusion during
dataset creation. Addressing this requires updating the dataset with refined criteria to
balance the influence of dialogue history and persona on response generation.

6.2.5. Improvement in Unsafe Response Generation Problems

The model may generate unsafe responses in two scenarios: when an unsafe context
is introduced by an internet-retrieved document and when the training dataset contains
unsafe responses. The former issue is mitigated by a safety detector during inference, which
screens out unsafe utterances. However, the latter issue, stemming from the training dataset,
necessitates the removal of unsafe dialogues and the design of the model to exclude unsafe
contexts during encoding, possibly through the integration of specialized pipelines [33].

6.2.6. Improvement of Tabular Data Reflection Problems

The challenge of incorporating tabular information from sources like Wikipedia into
responses is notable, as BlenderBot 2.0 currently lacks the capability to interpret tabular
data. Implementing a parsing algorithm or module capable of processing tabular structures
within the model’s encoder could address this issue. Leveraging pre-trained models de-
signed for tabular data, such as TaPas [34] and TaBERT [35], can facilitate the inclusion of
tabular information in generated responses.
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6.2.7. Improvement in URL Recognition Problems

BlenderBot 2.0 demonstrates proficiency in generating search queries and responses
from utterances containing URLs, largely because many URLs include descriptive titles
indicative of the website’s content. However, challenges arise with URLs that do not
clearly convey content, such as those using numeric encodings for titles in Korean articles.
Although a decryption algorithm can translate numeric domain addresses back into descrip-
tive titles, this solution is not universally applicable, as demonstrated in Case 8–2, where
site domains may lack descriptive titles, leading to irrelevant search queries. Addressing
this issue necessitates the development of a specialized module capable of extracting URLs
from user utterances and directly retrieving content from the specified sites to enhance
URL recognition capabilities.

7. Conclusions

The advent of large-scale pre-trained models has enabled open-domain chatbots like
BlenderBot 2.0 to closely mimic human conversations, fostering the anticipation of human-
like artificial intelligence. Despite these advancements, achieving a completely human-like
conversation remains a challenge, constrained by various factors. Through an analysis of
BlenderBot 2.0 from the perspectives of model architecture, data handling, and dialogue
management, we identified significant issues and proposed corresponding solutions. Our
future endeavors will focus on addressing these challenges within BlenderBot 2.0 and
extending our efforts to develop a Korean version of BlenderBot, further advancing the
field of conversational AI.
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