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Abstract: In air-cooled data centers, hot aisle containment is used to separate hot and cold air from
mixing to improve cooling effectiveness. However, this creates a significant pressure imbalance
between the cold and hot aisles, with the latter being high. The hot aisle high pressure creates bac
pressure that pushes against the server-unit fan system, which subsequently results in hot recirculation
and insufficient server-unit cooling. This study examines the application of series-configured server
fans with the intention of increasing the system pressure head to overcome the hot aisle containment
back pressure and eliminate server hot air recirculation. A detailed computational fluid dynamics
model for the Dell 2950 2U server is calibrated and validated using existing experimental test results.
Furthermore, the impact of changing the server fan system to a series configuration by adding four
or more server fans is investigated under different hot-aisle pressure conditions. It was found that
changing the server fan system configuration from parallel to series arrangement positively improved
the available system static pressure, but it did not result in the elimination of hot air recirculation. The
server with the series-configured fan system experienced an average inlet air temperature increase of
9% when compared to the original server under similar conditions. This study serves as a base for
integrating liquid and air-cooling systems to form hybrid cooling systems for high-density racks in
legacy data centers.

Keywords: computational fluid dynamics; data center; server; thermal design power; hot air recirculation;
back pressure; temperature distribution

1. Introduction

Energy is at the core of the sustainability debate, impacting all three components of
sustainability: economic, social, and environmental [1]. In recent years, internet service
utilization has increased exponentially, leading to a high energy demand and consumption
in data centers. A data center is an environmentally controlled physical space with clean
electrical power and network connectivity optimized for hosting servers [2]. Current
power consumption trends are continuously increasing to satisfy the growing needs of
e-commerce and other novel technologies such as cloud computing [3]. Koomey et al. [4]
found that global data centers accounted for between 1.1% and 1.5% of the global total
electricity consumption. The high demand for computation speed has led to a surge in
the utilization of high-power density rack servers (processing and storage ITE) in cloud
computation data centers.

A third of the total power consumption in data centers does not go towards com-
putation and data storage functions, but towards cooling ITE (servers, storage, and net-
working) [5]. Wang et al. [6] noted that in traditional data centers, the cooling system
infrastructure consumes 40–50% of the data center’s total power supply. In most data
centers, cooling is provided through air-cooling systems because of their high reliability
and low initial capital cost [7]. The air-cooled data center cooling system comprised cooling
units (CRAH/CRAC units), air containment, and air-path plenums. The conditioned cold
air is supplied to the servers, which are equipped with fans responsible for drawing air
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from the cold aisle through the front air intake into the server to cool the internal com-
ponents, such as the central processing unit (CPU, memory modules, motherboard, and
power supply), and discharge air into the hot aisle [8]. Thus, improving the server cooling
efficiency affects the overall data center efficiency. Shah et al. [9] performed an energy
analysis of a data center cooling system, and the results revealed an overall cooling system
inefficiency of 20%. A substantial portion of the wasted cooling energy is apportioned
to local hotspots in data centers [10]. Zhao et al. [11] stated that when the server is fully
stressed or under maximum IT load, it generates a significant amount of heat, without
sufficient cooling capacity it can become a hotspot, which will subsequently lead to a failure.
The serve inlet and outlet air temperatures were previously used as indicators of hotspots
in the data center. Khalili et al. [10] experimentally studied the impact of internal design
on the efficiency of IT equipment in a hot aisle containment system. The server CPU and
inlet/outlet temperatures were used as indicators to identify hotspots on the server under
various operating conditions. Kodama et al. [12] found that server IT workload or node
arrangement affects the fan speed, where CPU temperatures are used to show the impact.

Zhao et al. [11] conducted overview research on data center local hotspot management
strategies, where non-uniform airflow distribution, unbalanced airflow supply and demand,
and airflow were stated as the primary causes for hotspot formation in air-cooled data
centers. All these issues cause insufficient cold air supply to the server or negative pressure
in front of the server, which eventually draws hot air from the hot aisle to fill the suction
side of the server and mix with the cold air. Mixed air increases the inlet air temperature,
which subsequently leads to insufficient cooling of the server or the formation of a hotspot
(Figure 1).

Appl. Sci. 2024, 14, x FOR PEER REVIEW  2  of  20 
 

the cold aisle through the front air intake into the server to cool the internal components, 

such as the central processing unit (CPU, memory modules, motherboard, and power sup-

ply), and discharge air into the hot aisle [8]. Thus, improving the server cooling efficiency 

affects the overall data center efficiency. Shah et al. [9] performed an energy analysis of a 

data center cooling system, and the results revealed an overall cooling system inefficiency 

of 20%. A substantial portion of the wasted cooling energy is apportioned to local hotspots 

in data centers [10]. Zhao et al. [11] stated that when the server is fully stressed or under 

maximum  IT  load,  it generates a significant amount of heat, without sufficient cooling 

capacity it can become a hotspot, which will subsequently lead to a failure. The serve inlet 

and outlet air  temperatures were previously used as  indicators of hotspots  in  the data 

center. Khalili et al. [10] experimentally studied the impact of internal design on the effi-

ciency of IT equipment in a hot aisle containment system. The server CPU and inlet/outlet 

temperatures were used as  indicators  to  identify hotspots on  the server under various 

operating conditions. Kodama et al. [12] found that server IT workload or node arrange-

ment affects the fan speed, where CPU temperatures are used to show the impact. 

Zhao et al. [11] conducted overview research on data center local hotspot manage-

ment strategies, where non-uniform airflow distribution, unbalanced airflow supply and 

demand, and airflow were stated as the primary causes for hotspot formation in air-cooled 

data centers. All these issues cause insufficient cold air supply to the server or negative 

pressure in front of the server, which eventually draws hot air from the hot aisle to fill the 

suction side of the server and mix with the cold air. Mixed air increases the inlet air tem-

perature, which subsequently leads to insufficient cooling of the server or the formation 

of a hotspot (Figure 1). 

 

Figure 1. Formation of hotspots in air-cooled data centers; permissions republished with permission 

from Zhao et al. Elsevier (2023) published a critical review of the thermal management of data cen-

ters for local hotspot elimination was published by Elsevier (2023) [11]. 

Zhao et al. [11] approach accounts for the hot recirculation at rack-level only, where 

the hot air recirculates by going over the rack to mix in the cold aisle before entering the 

server. This mixing is likely to occur in non-containerized cold or hot aisles. Khalili et al. 

[10] studied the impact of internal design on the efficiency of IT equipment in the hot aisle 

containment system. The study was conducted experimentally, where three 2U servers 

from various manufacturers and generations were utilized to analyze the internal thermal 

Figure 1. Formation of hotspots in air-cooled data centers; permissions republished with permission
from Zhao et al. Elsevier (2023) published a critical review of the thermal management of data centers
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Zhao et al. [11] approach accounts for the hot recirculation at rack-level only, where
the hot air recirculates by going over the rack to mix in the cold aisle before entering
the server. This mixing is likely to occur in non-containerized cold or hot aisles. Khalili
et al. [10] studied the impact of internal design on the efficiency of IT equipment in the
hot aisle containment system. The study was conducted experimentally, where three 2U
servers from various manufacturers and generations were utilized to analyze the internal
thermal performance of the server. The experimental results confirmed the interdependency
between the ITE internal design, back pressure (hot aisle pressure), and hotspot formation
owing to hot air recirculation. Khalili et al. [13] numerically studied the impact of changing
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the chassis fan location with regard to the server hot air recirculation. The CFD model
revealed that chassis fan relocation significantly improves the server’s overall cooling
efficiency, but it brought in the new phenomenon of “reverse flow through the power
supply units” due to back pressure (hot aisle pressure).

To improve the air-cooled data center cooling system capacity, a novel hybrid cooling
system (air and indirect single-phase liquid) has been experimentally evaluated [14]. The
hybrid system was composed of two L2A (liquid to air) in-row CDUs, three racks, and
fully containerized cold and hot aisles. Hot air recirculation was observed at the inlet of the
servers owing to the open rack-discharge side. Blanking panels were added to the back of
the racks, the inlet air mixing subsided, and visible hotspots remained in the intake. This
may have been due to the hot aisle back pressure pushing against server chassis fans. Most
previous studies have focused on hot air recirculation as a data center-level issue instead
of server-level inefficiency, as noted by Zhao et al. [11]. This study focuses on evaluating
the hot air recirculation phenomenon inside a server unit resulting from the hot aisle back
pressure. An air-cooled server is selected for this study so that the hot air recirculation
evaluation can be narrowed down to the airflow impact on the hot recirculation formation.

A detailed computational fluid dynamics model for the Dell 2950 2U server is cali-
brated and validated using the existing experimental test results from Khalili et al. [10].
To accurately forecast fan performance at lower costs, simplified models, such as the
extended actuator disk model (EADM) and reverse-engineered empirical actuator disk
model (REEADM), have been developed because of the high computational cost of solving
full three-dimensional numerical models of axial flow fans [15]. Kusyumov et al. [16]
used momentum theory in conjunction with a pressure jump and a virtual blade model
to investigate the effect of rotors on the aerodynamics of a helicopter fuselage. Barakos
et al. [17] used a pressure-sensitive paint rotor [17] to simulate rotor flow wakes using
a virtual disk (AD) model, and the outcomes were compared to those of fully resolved
rotor blade simulations. They proved that compared to the completely resolved models,
the CFD findings for the AD models accurately depicted the primary vortical structures
surrounding the rotor disk.

The central focus has been on the main cooling components of the server, that is, the
“fan set”. The server thermal design requires knowledge of the impact of the internal con-
figuration of the server on cooling efficiency. Hence, this study attempts to understand the
impact of the fan set configuration on the server inlet temperature at multiple back-pressure
readings. The use of computational fluid dynamics to study server thermal performance
under various operational conditions has risen sharply over the past decade owing to
the introduction of high-density server racks [8,18,19]. Complex CFD models have high
computational requirements, and convergence of the solution is time-consuming. Several
experimentally validated CFD compact server models have been developed in multiple
studies to minimize the computation time and resources required for the solution [19–21].

2. Materials and Methods
2.1. Geometrical Configuration

In this study, numerical simulations were performed based on the experimental
measurements conducted by Khalili et al. [10]. The first phase involved creating a computer-
aided drawing (CAD) model from the actual server using 3D scanning technology and
an Autodesk Inventor to further detail the model. The second phase involved creating a
CFD model and subsequently validating the CFD model against the experimental results
of Khalili et al. [10]. The first phase was conducted in three stages: scanning, meshing,
detailing of components (on Autodesk Inventor), and assembling (Autodesk Inventor).
Einstar 3D scanner software v.1.2.2.0 was installed on a laptop and calibrated according
to the manufacturer’s requirements, as shown in Figure 2a. Figure 2b shows the P-Q
curves for the single, two-fan parallel, and series fans. It is observed that when there is
less resistance, the flow nearly doubles, and the airflow rate increases owing to the parallel
operation. However, the static pressure increases and remains constant. The static pressure
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doubled during the series operation, but the flow rate did not increase. This combination of
axial fans works well when there is insufficient airflow from a single fan owing to excessive
system resistance [22].
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Figure 2. (a) Hardware setup and scanner calibration and (b) pressure-flow distribution curve
of series and parallel axial fans. Permissions were republished with permission from Wang C. A
noise source analysis of two identical small axial flow fans in series under operating conditions was
published by Elsevier (2017) [22].

A cooling fan is a low-cost component used for forced-convection cooling in con-
ventional server-unit cooling systems. The server cooling fans were designed to produce
sufficient static pressure to overcome the pressure drop across the server unit. The cooling
fans ramped up and down in response to the temperature changes of the server CPU, RAM,
SAS, and other thermal components. The server airflow is a function of the fan-set static
pressure. Consequently, an increase in system impedance decreases the airflow across the
server. A parallel fan system is commonly used in conventional server units, where a set of
server fans and other server components are optimized as a system. The design approach
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does not consider the server discharge pressure condition, which affects the server airflow
and the overall cooling performance. The ideal parallel server fan set provides a high
airflow at a low system impedance, whereas the series configuration provides a low airflow
with a high static pressure. A proper server thermal design should consider the host layout,
intake, and discharge pressure conditions to study the flow interaction effect between the
server and surroundings. In this context, a numerical study was performed on the effect of
the server back pressure (hot aisle pressure) against series and parallel fan configurations.

Table 1 lists the minimum operational system requirements for the computer to be
used during scanning. The server was scanned using a 3D scanner and the model was
displayed on a laptop for data quality monitoring. The green color in the model indicates
good data quality, and orange indicates poor data quality, making it difficult to process and
mesh the data, as shown in Figure 3.

Table 1. Recommended computer system requirements for running scans.

Operation System Hardware Hardware Performance Specification

CPU Intel Core i7-11800H and above
Graphics card NVIDIA GTX1060 and above

Graphic memory 6 GB and above
RAM 32 GB and above
USB 2.0 and above

Operating system Windows 10/Windows 11 (both 64-bit only)
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The model progressed into the meshing phase, where the data could be edited to allow
meshing, as shown in Figure 4.
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In the second step, the model was meshed and saved as an STP file to allow further
editing of components that were not fully defined, as shown in Figure 5.
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The STP file from the above does not provide sufficient detail for subsequent use in
CFD simulations, which requires a much more simplified and detailed model. A Vernier
caliper was used to physically measure and reproduce all major components of the Au-
todesk Inventor. Reproducing all major server components while neglecting smaller ones,
which would have warranted a much smaller mesh size, increased the density of the
volume mesh, as shown in Figure 6. It needs to be mentioned that a mesh of greater fine-
ness would be necessary to capture the intricate geometry and fluid dynamics of smaller
components. Yet, employing a finer mesh raises the count of cells or elements within the
computational domain, consequently increasing the computational burden. Therefore,
accommodating highly refined mesh for smaller components presents challenges in paral-
lelization efficiency [23]. Our study attempted to balance the workload between processors
which proved to be more difficult, potentially undermining the overall efficiency of the
computation. However, a grid sensitivity in Section 3.2 mitigated this problem.
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Figure 6. (a) Isometric external view of the CAD model (detailed in Autodesk) and (b) isometric
internal view without a cover of the CAD model (detailed in Autodesk).

2.2. Fan Specification and Component Power

The server comprises four parallel San Ace 60 fans spanning approximately three-
quarters of the server width located at the front end of the server in a push configuration,
which draws air from the inlet and pushes it toward the thermal sources. Equally sized
parallel fans double the airflow rate at the free-delivery point [24].

According to Korpela [24], this type of application should be used only when the
fans operate in a low-resistance system or free-delivery-point condition. To simulate the
operation of the server fans, they were modeled as compact models based on the San Ace
60 fan curve. The heat dissipation of the server components in Table 2 is based on the
experimental data reported by Khalili et al. [10].

Table 2. The main component of thermal design power [10].

Component Quantity TDP
[Watt]

Intel Processor-E5345 2 80
DIMM 8 3

Hard drives 2 6
Power supplies 2 83
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3. Numerical Analysis
3.1. Governing Equation and the Large-Eddy Simulation Turbulence Model

The following equations are conservative forms of the filtering equations for mass and
momentum conservation in Newtonian incompressible flow [25]:

∂i
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When the equation is calculated, the pressure is obtained not only by the static pres-
sure, but also by the addition of the modified pressure 𝑃⃐ሬ = 𝑝⃐ + ଵଷ 𝜏௟௟. SGS eddy viscosity 
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where 𝐶ୗ is the Smagorinsky constant, which depends on flow type. A Smagorinsky con-
stant 𝐶ୗ = 0.1 was used in this study to account for near-wall effects. 

3.1.2. Virtual Disk Model: Actuator Disk Methods 
Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of fan 

parameters such as power coefficients. The study modelled virtual disks, as shown in Fig-
ure 7a, based on actuator disk methods. Using computational fluid models, the blade ele-
ment approach calculates the power produced by axial fans, showcasing blade behavior, 
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They pro-
vided a turbine rotor, which was mapped onto a computational mesh, and the thrust force 
acting on it was averaged over annular rings or the entire disk. This yields the thrust force 
acting on the rotor as 

ui = 0 (1)

∂t
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ρ
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ment approach calculates the power produced by axial fans, showcasing blade behavior, 
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When the equation is calculated, the pressure is obtained not only by the static pres-
sure, but also by the addition of the modified pressure 𝑃⃐ሬ = 𝑝⃐ + ଵଷ 𝜏௟௟. SGS eddy viscosity 
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where 𝐶ୗ is the Smagorinsky constant, which depends on flow type. A Smagorinsky con-
stant 𝐶ୗ = 0.1 was used in this study to account for near-wall effects. 

3.1.2. Virtual Disk Model: Actuator Disk Methods 
Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of fan 

parameters such as power coefficients. The study modelled virtual disks, as shown in Fig-
ure 7a, based on actuator disk methods. Using computational fluid models, the blade ele-
ment approach calculates the power produced by axial fans, showcasing blade behavior, 
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They pro-
vided a turbine rotor, which was mapped onto a computational mesh, and the thrust force 
acting on it was averaged over annular rings or the entire disk. This yields the thrust force 
acting on the rotor as 
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p is the filtered pressure, µ is the molecular
viscosity, and τij is the unknown sub-grid scale (SGS) stress tensor. The filtered or resolved
scale strain rate tensor is represented by Sij. These are the movements in large-eddy
simulation (LES)-resolved fields.

3.1.1. SGS Modeling

Numerous SGS models have been developed, and the majority depict the SGS stress
tensor using Boussinesq’s hypothesis and eddy viscosity assumption. Here, represents how
these are displayed [26].

τij = 2µtSij +
1
3

δijτl (5)

where µt is the eddy viscosity of the SGS. We substitute this into Equation (5), which then
becomes

∂t

(
ρ
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where 𝐶ୗ is the Smagorinsky constant, which depends on flow type. A Smagorinsky con-
stant 𝐶ୗ = 0.1 was used in this study to account for near-wall effects. 

3.1.2. Virtual Disk Model: Actuator Disk Methods 
Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of fan 

parameters such as power coefficients. The study modelled virtual disks, as shown in Fig-
ure 7a, based on actuator disk methods. Using computational fluid models, the blade ele-
ment approach calculates the power produced by axial fans, showcasing blade behavior, 
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They pro-
vided a turbine rotor, which was mapped onto a computational mesh, and the thrust force 
acting on it was averaged over annular rings or the entire disk. This yields the thrust force 
acting on the rotor as 
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where 𝐶ୗ is the Smagorinsky constant, which depends on flow type. A Smagorinsky con-
stant 𝐶ୗ = 0.1 was used in this study to account for near-wall effects. 

3.1.2. Virtual Disk Model: Actuator Disk Methods 
Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of fan 

parameters such as power coefficients. The study modelled virtual disks, as shown in Fig-
ure 7a, based on actuator disk methods. Using computational fluid models, the blade ele-
ment approach calculates the power produced by axial fans, showcasing blade behavior, 
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They pro-
vided a turbine rotor, which was mapped onto a computational mesh, and the thrust force 
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When the equation is calculated, the pressure is obtained not only by the static pressure,

but also by the addition of the modified pressure

Appl. Sci. 2024, 14, x FOR PEER REVIEW 8 of 20 
 

Hard drives 2 6 
Power supplies 2 83 

3. Numerical Analysis 
3.1. Governing Equation and the Large-Eddy Simulation Turbulence Model 

The following equations are conservative forms of the filtering equations for mass 
and momentum conservation in Newtonian incompressible flow [25]: ∂௜𝑢⃐ሬ௜ = 0 (1)∂௧(𝜌𝑢⃐ሬ௜) + ∂௝൫𝜌𝑢⃐ሬ௜𝑢⃐ሬ௝൯ = − ∂௜𝑝⃐ + 2 ∂௝൫𝜇𝑆పఫതതതത൯ − ∂௝൫𝜏௜௝൯ (2)𝑆పఫതതതത = 12 ൫∂௜𝑢⃐ሬ௝ + ∂௝𝑢⃐ሬ௜൯ (3)𝜏௜௝ = 𝜌൫𝑢ఫ𝑢ఫതതതതത − 𝑢⃐ሬ௜𝑢⃐ሬ௝൯ (4)

where ρ is the density, 𝑢⃐ሬ௜ is the filtered velocity, 𝑝⃐ is the filtered pressure, µ is the mo-
lecular viscosity, and 𝜏௜௝ is the unknown sub-grid scale (SGS) stress tensor. The filtered 
or resolved scale strain rate tensor is represented by 𝑆పఫതതതത . These are the movements in 
large-eddy simulation (LES)-resolved fields. 

3.1.1. SGS Modeling 
Numerous SGS models have been developed, and the majority depict the SGS stress 

tensor using Boussinesq’s hypothesis and eddy viscosity assumption. Here, represents 
how these are displayed [26]. 𝜏௜௝ = 2𝜇୲𝑆పఫതതതത + ଵଷ 𝛿௜௝𝜏௟  (5)

where 𝜇௧ is the eddy viscosity of the SGS. We substitute this into Equation (5), which then 
becomes ∂௧(𝜌𝑢⃐ሬ௜) + ∂௝൫𝜌𝑢⃐ሬ௜𝑢⃐ሬ௝൯ = − ∂௜𝑝⃐ + 2 ∂௝ൣ(𝜇 + 𝜇୲)𝑆⃐௜௝൧  (6)

When the equation is calculated, the pressure is obtained not only by the static pres-
sure, but also by the addition of the modified pressure 𝑃⃐ሬ = 𝑝⃐ + ଵଷ 𝜏௟௟. SGS eddy viscosity 
calculation is the only remaining problem, and the simplest model was originally pro-
posed by Smagorinsky: 

⎩⎪⎨
⎪⎧𝜇୲ = 𝜌൫𝐶ୗΔ⃐ሬሬ൯ଶ𝑆𝑆 = ൫2𝑆⃐௜௝𝑆⃐௜௝൯భమΔ = (Δ𝑥Δ𝑦Δ𝑧)భయ

  (7)

where 𝐶ୗ is the Smagorinsky constant, which depends on flow type. A Smagorinsky con-
stant 𝐶ୗ = 0.1 was used in this study to account for near-wall effects. 

3.1.2. Virtual Disk Model: Actuator Disk Methods 
Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of fan 

parameters such as power coefficients. The study modelled virtual disks, as shown in Fig-
ure 7a, based on actuator disk methods. Using computational fluid models, the blade ele-
ment approach calculates the power produced by axial fans, showcasing blade behavior, 
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They pro-
vided a turbine rotor, which was mapped onto a computational mesh, and the thrust force 
acting on it was averaged over annular rings or the entire disk. This yields the thrust force 
acting on the rotor as 

P =

Appl. Sci. 2024, 14, x FOR PEER REVIEW 8 of 20 
 

Hard drives 2 6 
Power supplies 2 83 

3. Numerical Analysis 
3.1. Governing Equation and the Large-Eddy Simulation Turbulence Model 

The following equations are conservative forms of the filtering equations for mass 
and momentum conservation in Newtonian incompressible flow [25]: ∂௜𝑢⃐ሬ௜ = 0 (1)∂௧(𝜌𝑢⃐ሬ௜) + ∂௝൫𝜌𝑢⃐ሬ௜𝑢⃐ሬ௝൯ = − ∂௜𝑝⃐ + 2 ∂௝൫𝜇𝑆పఫതതതത൯ − ∂௝൫𝜏௜௝൯ (2)𝑆పఫതതതത = 12 ൫∂௜𝑢⃐ሬ௝ + ∂௝𝑢⃐ሬ௜൯ (3)𝜏௜௝ = 𝜌൫𝑢ఫ𝑢ఫതതതതത − 𝑢⃐ሬ௜𝑢⃐ሬ௝൯ (4)

where ρ is the density, 𝑢⃐ሬ௜ is the filtered velocity, 𝑝⃐ is the filtered pressure, µ is the mo-
lecular viscosity, and 𝜏௜௝ is the unknown sub-grid scale (SGS) stress tensor. The filtered 
or resolved scale strain rate tensor is represented by 𝑆పఫതതതത . These are the movements in 
large-eddy simulation (LES)-resolved fields. 

3.1.1. SGS Modeling 
Numerous SGS models have been developed, and the majority depict the SGS stress 

tensor using Boussinesq’s hypothesis and eddy viscosity assumption. Here, represents 
how these are displayed [26]. 𝜏௜௝ = 2𝜇୲𝑆పఫതതതത + ଵଷ 𝛿௜௝𝜏௟  (5)

where 𝜇௧ is the eddy viscosity of the SGS. We substitute this into Equation (5), which then 
becomes ∂௧(𝜌𝑢⃐ሬ௜) + ∂௝൫𝜌𝑢⃐ሬ௜𝑢⃐ሬ௝൯ = − ∂௜𝑝⃐ + 2 ∂௝ൣ(𝜇 + 𝜇୲)𝑆⃐௜௝൧  (6)

When the equation is calculated, the pressure is obtained not only by the static pres-
sure, but also by the addition of the modified pressure 𝑃⃐ሬ = 𝑝⃐ + ଵଷ 𝜏௟௟. SGS eddy viscosity 
calculation is the only remaining problem, and the simplest model was originally pro-
posed by Smagorinsky: 

⎩⎪⎨
⎪⎧𝜇୲ = 𝜌൫𝐶ୗΔ⃐ሬሬ൯ଶ𝑆𝑆 = ൫2𝑆⃐௜௝𝑆⃐௜௝൯భమΔ = (Δ𝑥Δ𝑦Δ𝑧)భయ

  (7)

where 𝐶ୗ is the Smagorinsky constant, which depends on flow type. A Smagorinsky con-
stant 𝐶ୗ = 0.1 was used in this study to account for near-wall effects. 

3.1.2. Virtual Disk Model: Actuator Disk Methods 
Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of fan 

parameters such as power coefficients. The study modelled virtual disks, as shown in Fig-
ure 7a, based on actuator disk methods. Using computational fluid models, the blade ele-
ment approach calculates the power produced by axial fans, showcasing blade behavior, 
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They pro-
vided a turbine rotor, which was mapped onto a computational mesh, and the thrust force 
acting on it was averaged over annular rings or the entire disk. This yields the thrust force 
acting on the rotor as 

p + 1
3 τll . SGS eddy viscosity

calculation is the only remaining problem, and the simplest model was originally proposed
by Smagorinsky: 

µt = ρ

(
CS

Appl. Sci. 2024, 14, x FOR PEER REVIEW 8 of 20 
 

Hard drives 2 6 
Power supplies 2 83 

3. Numerical Analysis 
3.1. Governing Equation and the Large-Eddy Simulation Turbulence Model 

The following equations are conservative forms of the filtering equations for mass 
and momentum conservation in Newtonian incompressible flow [25]: ∂௜𝑢⃐ሬ௜ = 0 (1)∂௧(𝜌𝑢⃐ሬ௜) + ∂௝൫𝜌𝑢⃐ሬ௜𝑢⃐ሬ௝൯ = − ∂௜𝑝⃐ + 2 ∂௝൫𝜇𝑆పఫതതതത൯ − ∂௝൫𝜏௜௝൯ (2)𝑆పఫതതതത = 12 ൫∂௜𝑢⃐ሬ௝ + ∂௝𝑢⃐ሬ௜൯ (3)𝜏௜௝ = 𝜌൫𝑢ఫ𝑢ఫതതതതത − 𝑢⃐ሬ௜𝑢⃐ሬ௝൯ (4)

where ρ is the density, 𝑢⃐ሬ௜ is the filtered velocity, 𝑝⃐ is the filtered pressure, µ is the mo-
lecular viscosity, and 𝜏௜௝ is the unknown sub-grid scale (SGS) stress tensor. The filtered 
or resolved scale strain rate tensor is represented by 𝑆పఫതതതത . These are the movements in 
large-eddy simulation (LES)-resolved fields. 

3.1.1. SGS Modeling 
Numerous SGS models have been developed, and the majority depict the SGS stress 

tensor using Boussinesq’s hypothesis and eddy viscosity assumption. Here, represents 
how these are displayed [26]. 𝜏௜௝ = 2𝜇୲𝑆పఫതതതത + ଵଷ 𝛿௜௝𝜏௟  (5)

where 𝜇௧ is the eddy viscosity of the SGS. We substitute this into Equation (5), which then 
becomes ∂௧(𝜌𝑢⃐ሬ௜) + ∂௝൫𝜌𝑢⃐ሬ௜𝑢⃐ሬ௝൯ = − ∂௜𝑝⃐ + 2 ∂௝ൣ(𝜇 + 𝜇୲)𝑆⃐௜௝൧  (6)

When the equation is calculated, the pressure is obtained not only by the static pres-
sure, but also by the addition of the modified pressure 𝑃⃐ሬ = 𝑝⃐ + ଵଷ 𝜏௟௟. SGS eddy viscosity 
calculation is the only remaining problem, and the simplest model was originally pro-
posed by Smagorinsky: 

⎩⎪⎨
⎪⎧𝜇୲ = 𝜌൫𝐶ୗΔ⃐ሬሬ൯ଶ𝑆𝑆 = ൫2𝑆⃐௜௝𝑆⃐௜௝൯భమΔ = (Δ𝑥Δ𝑦Δ𝑧)భయ

  (7)

where 𝐶ୗ is the Smagorinsky constant, which depends on flow type. A Smagorinsky con-
stant 𝐶ୗ = 0.1 was used in this study to account for near-wall effects. 

3.1.2. Virtual Disk Model: Actuator Disk Methods 
Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of fan 

parameters such as power coefficients. The study modelled virtual disks, as shown in Fig-
ure 7a, based on actuator disk methods. Using computational fluid models, the blade ele-
ment approach calculates the power produced by axial fans, showcasing blade behavior, 
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They pro-
vided a turbine rotor, which was mapped onto a computational mesh, and the thrust force 
acting on it was averaged over annular rings or the entire disk. This yields the thrust force 
acting on the rotor as 

∆
)2

S

S =

(
2

Appl. Sci. 2024, 14, x FOR PEER REVIEW 8 of 20 
 

Hard drives 2 6 
Power supplies 2 83 

3. Numerical Analysis 
3.1. Governing Equation and the Large-Eddy Simulation Turbulence Model 

The following equations are conservative forms of the filtering equations for mass 
and momentum conservation in Newtonian incompressible flow [25]: ∂௜𝑢⃐ሬ௜ = 0 (1)∂௧(𝜌𝑢⃐ሬ௜) + ∂௝൫𝜌𝑢⃐ሬ௜𝑢⃐ሬ௝൯ = − ∂௜𝑝⃐ + 2 ∂௝൫𝜇𝑆పఫതതതത൯ − ∂௝൫𝜏௜௝൯ (2)𝑆పఫതതതത = 12 ൫∂௜𝑢⃐ሬ௝ + ∂௝𝑢⃐ሬ௜൯ (3)𝜏௜௝ = 𝜌൫𝑢ఫ𝑢ఫതതതതത − 𝑢⃐ሬ௜𝑢⃐ሬ௝൯ (4)

where ρ is the density, 𝑢⃐ሬ௜ is the filtered velocity, 𝑝⃐ is the filtered pressure, µ is the mo-
lecular viscosity, and 𝜏௜௝ is the unknown sub-grid scale (SGS) stress tensor. The filtered 
or resolved scale strain rate tensor is represented by 𝑆పఫതതതത . These are the movements in 
large-eddy simulation (LES)-resolved fields. 

3.1.1. SGS Modeling 
Numerous SGS models have been developed, and the majority depict the SGS stress 

tensor using Boussinesq’s hypothesis and eddy viscosity assumption. Here, represents 
how these are displayed [26]. 𝜏௜௝ = 2𝜇୲𝑆పఫതതതത + ଵଷ 𝛿௜௝𝜏௟  (5)

where 𝜇௧ is the eddy viscosity of the SGS. We substitute this into Equation (5), which then 
becomes ∂௧(𝜌𝑢⃐ሬ௜) + ∂௝൫𝜌𝑢⃐ሬ௜𝑢⃐ሬ௝൯ = − ∂௜𝑝⃐ + 2 ∂௝ൣ(𝜇 + 𝜇୲)𝑆⃐௜௝൧  (6)

When the equation is calculated, the pressure is obtained not only by the static pres-
sure, but also by the addition of the modified pressure 𝑃⃐ሬ = 𝑝⃐ + ଵଷ 𝜏௟௟. SGS eddy viscosity 
calculation is the only remaining problem, and the simplest model was originally pro-
posed by Smagorinsky: 

⎩⎪⎨
⎪⎧𝜇୲ = 𝜌൫𝐶ୗΔ⃐ሬሬ൯ଶ𝑆𝑆 = ൫2𝑆⃐௜௝𝑆⃐௜௝൯భమΔ = (Δ𝑥Δ𝑦Δ𝑧)భయ

  (7)

where 𝐶ୗ is the Smagorinsky constant, which depends on flow type. A Smagorinsky con-
stant 𝐶ୗ = 0.1 was used in this study to account for near-wall effects. 

3.1.2. Virtual Disk Model: Actuator Disk Methods 
Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of fan 

parameters such as power coefficients. The study modelled virtual disks, as shown in Fig-
ure 7a, based on actuator disk methods. Using computational fluid models, the blade ele-
ment approach calculates the power produced by axial fans, showcasing blade behavior, 
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They pro-
vided a turbine rotor, which was mapped onto a computational mesh, and the thrust force 
acting on it was averaged over annular rings or the entire disk. This yields the thrust force 
acting on the rotor as 

Sij

Appl. Sci. 2024, 14, x FOR PEER REVIEW 8 of 20 
 

Hard drives 2 6 
Power supplies 2 83 

3. Numerical Analysis 
3.1. Governing Equation and the Large-Eddy Simulation Turbulence Model 

The following equations are conservative forms of the filtering equations for mass 
and momentum conservation in Newtonian incompressible flow [25]: ∂௜𝑢⃐ሬ௜ = 0 (1)∂௧(𝜌𝑢⃐ሬ௜) + ∂௝൫𝜌𝑢⃐ሬ௜𝑢⃐ሬ௝൯ = − ∂௜𝑝⃐ + 2 ∂௝൫𝜇𝑆పఫതതതത൯ − ∂௝൫𝜏௜௝൯ (2)𝑆పఫതതതത = 12 ൫∂௜𝑢⃐ሬ௝ + ∂௝𝑢⃐ሬ௜൯ (3)𝜏௜௝ = 𝜌൫𝑢ఫ𝑢ఫതതതതത − 𝑢⃐ሬ௜𝑢⃐ሬ௝൯ (4)

where ρ is the density, 𝑢⃐ሬ௜ is the filtered velocity, 𝑝⃐ is the filtered pressure, µ is the mo-
lecular viscosity, and 𝜏௜௝ is the unknown sub-grid scale (SGS) stress tensor. The filtered 
or resolved scale strain rate tensor is represented by 𝑆పఫതതതത . These are the movements in 
large-eddy simulation (LES)-resolved fields. 

3.1.1. SGS Modeling 
Numerous SGS models have been developed, and the majority depict the SGS stress 

tensor using Boussinesq’s hypothesis and eddy viscosity assumption. Here, represents 
how these are displayed [26]. 𝜏௜௝ = 2𝜇୲𝑆పఫതതതത + ଵଷ 𝛿௜௝𝜏௟  (5)

where 𝜇௧ is the eddy viscosity of the SGS. We substitute this into Equation (5), which then 
becomes ∂௧(𝜌𝑢⃐ሬ௜) + ∂௝൫𝜌𝑢⃐ሬ௜𝑢⃐ሬ௝൯ = − ∂௜𝑝⃐ + 2 ∂௝ൣ(𝜇 + 𝜇୲)𝑆⃐௜௝൧  (6)

When the equation is calculated, the pressure is obtained not only by the static pres-
sure, but also by the addition of the modified pressure 𝑃⃐ሬ = 𝑝⃐ + ଵଷ 𝜏௟௟. SGS eddy viscosity 
calculation is the only remaining problem, and the simplest model was originally pro-
posed by Smagorinsky: 

⎩⎪⎨
⎪⎧𝜇୲ = 𝜌൫𝐶ୗΔ⃐ሬሬ൯ଶ𝑆𝑆 = ൫2𝑆⃐௜௝𝑆⃐௜௝൯భమΔ = (Δ𝑥Δ𝑦Δ𝑧)భయ

  (7)

where 𝐶ୗ is the Smagorinsky constant, which depends on flow type. A Smagorinsky con-
stant 𝐶ୗ = 0.1 was used in this study to account for near-wall effects. 

3.1.2. Virtual Disk Model: Actuator Disk Methods 
Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of fan 

parameters such as power coefficients. The study modelled virtual disks, as shown in Fig-
ure 7a, based on actuator disk methods. Using computational fluid models, the blade ele-
ment approach calculates the power produced by axial fans, showcasing blade behavior, 
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They pro-
vided a turbine rotor, which was mapped onto a computational mesh, and the thrust force 
acting on it was averaged over annular rings or the entire disk. This yields the thrust force 
acting on the rotor as 

Sij

) 1
2

∆ =
(

∆x∆y∆z)
1
3

(7)

where CS is the Smagorinsky constant, which depends on flow type. A Smagorinsky
constant CS = 0.1 was used in this study to account for near-wall effects.

3.1.2. Virtual Disk Model: Actuator Disk Methods

Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of
fan parameters such as power coefficients. The study modelled virtual disks, as shown in
Figure 7a, based on actuator disk methods. Using computational fluid models, the blade
element approach calculates the power produced by axial fans, showcasing blade behavior,
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They
provided a turbine rotor, which was mapped onto a computational mesh, and the thrust
force acting on it was averaged over annular rings or the entire disk. This yields the thrust
force acting on the rotor as

Tdisk = sdisk

B

∑
b=1

∫ R

0

∫ 2π

0
tb(r)dθdr (8)
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where B is the number of turbine blades; R = D/2 is the rotor radius (blade length); r
is the local radial position; and θ is the azimuthal direction. In addition, sdisk = 1/(2π),
represents the effective solidity of actuation zone. The torque of the rotor is calculated
as follows:

Qdisk = sdix

B

∑
b=1

∫ R

0

∫ 2π

0
qb(r)rdθdr (9)
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Instead, the shape of the virtual disk was created by specifying relevant parameters,
such as radius, thickness, and orientation, to an existing mesh. Propeller performance
curve table for the simulation. A polynomial (wind speed) node and rotation rate were
selected. A new local coordinate system, as shown in Figure 7b, was created to indicate
where all four series fans and six fans were parallel to the positions of the virtual disk. The
inflow velocity vector was specified in these local coordinate systems.

The fan effects were modeled using the body force propeller method, which is part of
the Star CCM+ virtual disk model. The fluid dynamic forces on the virtual disk resulting
from fluid interaction were represented using the Wageningen B-series [28] propeller
performance curves, as shown in Table 3. Table 3 shows the data imported to Star CCM+,
which matches the non-dimensional advance ratio (J) thrust (Kt), torque (Kq), and efficiency
(Eta) as properties with their respective columns.
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Table 3. The power flow curve of the fan model.

J Kt Kq Eta

0.01 0.0614 0.1496 0.00019
0.3 0.0473 0.1314 0.013

0.625 0.0318 0.116 0.0048
1.55 −0.0127 −0.0521 −0.017

2 −0.0343 −0.1503 −0.03
2.6 −0.063 −0.2813 −0.045

3.2. Mesh Sensitivity Study

The internal volume of the server was extracted using the surface wrapper feature
of Star CCM+. The volume of interest is the volume of the surface wrapper extracted
from the self-contained volume of the server. In other words, all outer surfaces of the
internal parts of the server were surface wrapped to form a volume within the server. The
method was used to create seed points placed at two defined locations within the server
and extract the volume. A surface mesh wrapper was used concurrently with trimmer
volume meshes (hexahedral mesh with a minimal cell skewness angle close to zero to
target orthogonal meshes around concave cells). The prism layer with a total thickness
of 1 × 10−4 m from the surface and seven inflation layers, produces near-wall cells of
y+ = 5 the values used. The subsequent objective was to determine the optimal mesh grid
size that would prevent a significant decrease in the model’s accuracy resulting from the
discretization of the computational domain [29]. Therefore, a grid convergence index (GCI)
was used to evaluate the discretization error of the computational meshes to ensure the
accuracy and convergence of the numerical solutions [30]. The Richardson extrapolation
method was used in the analysis, and cell size was used to obtain the minimal refinement
ratio. A refinement ratio r = G_course/G_ f ine of 1.34 is proposed by Celik et al. [28] for
lowering grid sizes [31–33].

GCIfine =
1.25|ε|
rp − 1

(10)

ε = ( f2 − f1)/ f1 (11)

where is r the refinement ratio between two successive grids, and N cells is the number of
grid elements.

The GCI values were calculated using different mesh sizes to test the mesh convergence.
The outlet pressure from the far field was used. The initial boundary condition at the
outflow was set to a zero-gauge pressure.

A three-grid investigation of grid convergence was used in this study, and the base
sizes selected from which the mesh cells were generated were f_1, f_3, and f_5, as listed in
Table 4. The outlet pressure is represented by phi and its extrapolated value is extrapolated
by phi. Where r is the refinement ratio between two successive grids, and N cells is the
number of grid elements. The grid convergence index (GCI) is a percentage, and the
asymptotic GCI indicates its asymptotic value. When its value was approximately unity, it
denoted a grid-independent solution. p indicates the order attained during the simulation.

Table 4. Computational grid sensitivity results.

f Base Size
[mm]

Cell Mesh Size
[-]

Outlet Pressure
[Pa]

Fan Thrust
[N]

Error
(Outlet Pressure)

Error
(Fan Thrust)

1 5.5 1.220578 × 106 2.254 1.251 × 10−3 0.000% 0.000%
2 5 1.246704 × 106 2.124 1.231 × 10−3 5.768% 1.599%
3 4.5 1.287264 × 106 2.114 1.223 × 10−3 0.471% 0.650%
4 4 1.799871 × 106 2.107 1.245 × 10−3 0.331% −1.799%
5 3.5 1.962441 × 106 2.130 1.235 × 10−3 −1.092% 0.803%
6 3 1.989244 × 106 2.095 1.240 × 10−3 1.643% −0.405%
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The pyGCS code result output is shown in Figure 8 as follows from pyGCS im-
port GCS#, creating a grid convergence study object based on a representative grid size
gcs = GCS (dimension = 3, simulation order = 2, grid size = [3, 4, 5.5], cells = [1,989,244,
1,799,871, 1,220,578], solution= [2.094528, 2.106948, 2.253675]) # output information to
Markdown-formatted table gcs.print table (output type = ‘markdown’, output path = ‘.’).
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The optimal convergence of the GCI asymptotic value is 1.006, which is close to unity,
as recommended by Celik et al. [31]. This convergence translates to a grid size selection,
where the outlet pressure (phi) was 2.107 Pa. It converged towards an initial boundary
conduction with a gauge pressure of 0 Pa at the outlet. Therefore, the number of cells at
this convergence was 1,799,871, see Figure 9. The refinement ratio, r, between the grid base
sizes, is 1.4 over a course grid with 1,220,578 and the finest at 1,989,244, generally with
more cells [25].
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3.3. Model Validation

Computational fluid dynamics models can be experimentally validated by comparing
the CFD model under the same conditions as the existing experimental results [3]. The heat
flux used for all the heat-generating components was based on the thermal design power
of the actual server. Visual disk fans were used for this model, and an actual server fan
curve was used to define the operation of these fans. The fans were kept at 6800 rpm while
varying the discharge-back pressure. The following experimental boundary conditions and
component thermal design power heat dissipation rates were simulated to validate the
CFD model:

3.3.1. Boundary Conditions

The following boundary conditions are based on the actual experimental data.
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The server initial cold aisle inlet temperature

T_inlet (x, 0) = 20 ◦C (12)

The server discharge pressure

∂Pdischarge

∂x
= (−20 pa to 20 pa) (13)

3.3.2. Model Validation Results

Figure 10 shows the impact of varying server back pressure on the IPMI inlet air
temperature experimental results from Khalili et al. [10], experimental study on the impact
of internal design on the efficiency of IT equipment in a hot aisle containment system
and the CFD inlet air temperature results under the same experimental conditions, where
the fan set speed was maintained constant at different back-pressure magnitudes. The
initial server supply air inlet temperature for both the experimental and CFD simulations
are approximately 20 ◦C, between −0.15 and 0.02-inches of wc back pressure. The CFD
results have an error of under 5%. An additional validation of the numerical model was
conducted for the static pressure across the chassis (inlet baffle) of the server in relation to
the airflow rate through it. The numerical model showed a discrepancy within 15% of the
experimental results. This deviation is attributed to the flow impedance being proportional
to the square of the flow stream, requiring the surface resistance of the chassis model to be
highly accurate. It is postulated that the accuracy of the virtual disk is conditional to the
precision of the fitting curve, the mesh density, and the numerical efficiency of the solver.

Appl. Sci. 2024, 14, x FOR PEER REVIEW  13  of  20 
 

 

Figure 10. Variation of IPMI IAT for experimental measurements and CFD results against back pres-

sure [10]. 

3.4. Solver and Numerical Parameters 

More implicitness was achieved by considering the resistance coupling factors from 

the semi-implicit method for the pressure-linked equation (SIMPLE) algorithm and the 

coupled algorithm  for pressure-velocity coupling. A converged and  temporarily stable 

time step was used  in  the simulations. To accurately describe  the  temporal and spatial 

dynamics, a time-step size of ∆t = 1.0 × 10−4 and a typical cell size of approximately ∆x ≈ 4 

mm were used. A computer cluster with four (virtual) nodes, each with 24 cores running 

24 Message Passing Interface (MPI) processes for a total of 192-way parallel, ran each con-

verged model at a Central Processing Unit (CPU) time of 133,260.91 s. The MPI protocol 

significantly reduces the time spent on communication between computing nodes in dis-

tributed memory architectures, thereby enhancing the overall computational efficiency of 

the system [34]. The time step, ∆t, was increased to 1 s to reach 60 s after the model was 

run for 5 s for residuals to stabilize. 

4. Results and Discussion 

4.1. Pressure in the System 

As shown  in Figure 11,  the server  fans were reconfigured  to a series arrangement 

with  four additional server  fans added behind  the original server  fans, but  the overall 

server  configuration  remained  unchanged. All  the  openings,  internal  compartments, 

boundary conditions, and fan-set speed remained unchanged. As shown in Figure 11, the 

results  showed  an  increased  system  available pressure when  the  system was  running 

against a 10 Pa hot aisle back pressure. Based on the proportionality between the fan static 

pressure and the airflow rate through the system, the supply inlet temperature is expected 

to decrease. The noticeable working point of the two systems is that after 22 s the fans in 

parallel provide a reduced pressure in the system. The increase in system pressure is ex-

pected to lower hot air recirculation at a back pressure of 10 Pa in comparison to the par-

allel-configuration fan set. 

Figure 10. Variation of IPMI IAT for experimental measurements and CFD results against back
pressure [10].

The supply air inlet temperature starts increasing at the free delivery pressure, which
signifies insufficient static fan set pressure or high system impedance. From the free delivery
back pressure, there is an evident proportionality relationship between the back pressure
and the inlet supply air temperature. The IPMI inlet server supply air temperature was
used to validate the CFD model against the experimental results. Based on the results, there
is an average of 3% difference for each data point between the experimental data and CFD
model results under similar environmental and operational conditions. The differences can
be attributed to sensor inaccuracies, material properties (fluid flow and thermal), and heat
dissipation values. Based on the CFD model validation results, the server back pressure is
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directly proportional to the server inlet temperature. This phenomenon was also evident in
the study by Khalili et al. [10], who noted the increase of inlet temperature, when the back
pressure is increased.

3.4. Solver and Numerical Parameters

More implicitness was achieved by considering the resistance coupling factors from
the semi-implicit method for the pressure-linked equation (SIMPLE) algorithm and the
coupled algorithm for pressure-velocity coupling. A converged and temporarily stable time
step was used in the simulations. To accurately describe the temporal and spatial dynamics,
a time-step size of ∆t = 1.0 × 10−4 and a typical cell size of approximately ∆x ≈ 4 mm were
used. A computer cluster with four (virtual) nodes, each with 24 cores running 24 Message
Passing Interface (MPI) processes for a total of 192-way parallel, ran each converged model
at a Central Processing Unit (CPU) time of 133,260.91 s. The MPI protocol significantly
reduces the time spent on communication between computing nodes in distributed memory
architectures, thereby enhancing the overall computational efficiency of the system [34].
The time step, ∆t, was increased to 1 s to reach 60 s after the model was run for 5 s for
residuals to stabilize.

4. Results and Discussion
4.1. Pressure in the System

As shown in Figure 11, the server fans were reconfigured to a series arrangement with
four additional server fans added behind the original server fans, but the overall server
configuration remained unchanged. All the openings, internal compartments, boundary
conditions, and fan-set speed remained unchanged. As shown in Figure 11, the results
showed an increased system available pressure when the system was running against a
10 Pa hot aisle back pressure. Based on the proportionality between the fan static pressure
and the airflow rate through the system, the supply inlet temperature is expected to
decrease. The noticeable working point of the two systems is that after 22 s the fans in
parallel provide a reduced pressure in the system. The increase in system pressure is
expected to lower hot air recirculation at a back pressure of 10 Pa in comparison to the
parallel-configuration fan set.
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Figure 12 shows the system’s available pressure at free delivery pressure (0 Pa back
pressure). The series configuration consumes significant power with no significant im-
provement in air distribution. It provides no further noticeable contribution to the sys-
tem after 41 s. These results also reveal that the series fan configuration is not ideal for
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servers that run on a low IT load (computation workload), which is prevalent in cloud
computation servers.
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Figure 12. Available system head-pressure comparison between parallel and series fan configuration
at 6800 rpm speed and 0 Pa back pressure.

Figure 13a,b shows the velocity streamlines at the 0 Pa back pressure. As shown in
Figure 13a, the parallel fan configuration possesses a uniform intake flow resulting from a
low system impedance and there is also poor airflow uniformity in the discharge region
of the fans, which signifies hot recirculation and insufficient static fan pressure. A similar
phenomenon is evident from the series fan configuration velocity streamline results shown
in Figure 13b. Although the series fan arrangement improves the system’s available head
pressure, it does not improve the cold air intake distribution. Air is predominately drawn
through the far-right corner of the server intake section, which leaves a dead zone next to
the hard drive (SAS). Both configurations showed airflow recirculation under free-delivery
pressure conditions.

Figure 14a,b show the system pressure against time for the simulated series and
parallel fan configurations operating at −10 Pa to 20 Pa back pressure and a constant fan
speed of 6800 rpm. A significant system pressure improvement was evident for the series
configuration under 20 Pa and 10 Pa back-pressure conditions. In both configurations, the
−10 Pa to 5 Pa back-pressure conditions exhibited similar system trends. However, the
results from the parallel fan configuration server show different behaviors. The available
pressure head of the system increased with the back pressure. Contrary to common
knowledge, high back pressure decreases the available system pressure.

4.2. Inlet Air Temperature

The server inlet air temperature is a good indicator of hotspots within the server. The
temperature must remain within the allowable range of the server, as recommended by
ASHRAE. The initial boundary condition for the server was 20 ◦C, and it was operated
with a series of fan arrangements. The series fan system server experienced higher inlet
air temperature and lower air change in temperature, when compared to the parallel fan
system server, as shown in Figure 15 and Table 5. This symbolizes an increase in hot air
recirculation and poor cooling effectiveness even though there is an evident increase in
system available pressure. The series fan system server experiences a 19% increase in inlet
air temperature, which is way higher than the rest of the data points. This increase reaches
the same level as the parallel fan system server at the inlet temperature at 20 ◦C.
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4.3. Airflow Distribution: Fan Configuration

The server cooling fans were designed to produce sufficient static pressure to overcome
the pressure drop across the server unit. The cooling fans ramped up and down in response
to the temperature changes of the server CPU, RAM, SAS, and other thermal components.
The server airflow is a function of the fan-set static pressure. Consequently, an increase
in system impedance decreases the airflow across the server. A parallel fan system is
commonly used in conventional server units, where a set of server fans and other server
components are optimized as a system. The design approach does not consider the server
discharge pressure condition, which affects the server airflow and the overall cooling
performance. The ideal parallel server fan set provides a high airflow at a low system
impedance, whereas the series configuration provides a low airflow with a high static
pressure. A higher static pressure is required to overcome the resistance of the system,
which includes the back pressure. It was established that a positive net system pressure
does not necessarily result in the elimination of hot-air recirculation. Figure 15 shows a
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positive system pressure, but the server inlet supply temperature continued to increase
with an increase in the back pressure.
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Table 5. Series versus parallel fan system configuration impact on inlet and outlet air temperature
results.

Back-Pressure Pa Temp, Inlet Air ◦C
(Parallel)

Temp, Outlet Air
◦C (Parallel)

Temp, Inlet Air ◦C
(Series)

Temp, Outlet Air
◦C (Series)

Percentage
Difference (IAT)

−20 20 30.97 20.7 30.97 3%
−10 19.8 30.68 20.4 30.68 3%
−5 20.3 31.15 21.85 31.14 7%
0 19.7 31.53 24.19 31.52 19%
5 21 31.1 22.08 31.3 5%

10 21.4 30.67 25.18 30.67 15%
20 24.2 30.71 26.98 33.06 10%

5. Conclusions

A detailed computational fluid dynamics model for the Dell 2950 2U server was built,
calibrated, and validated using the existing experimental test results. Furthermore, the
model was used to evaluate the formation of the hot-air recirculation phenomenon at the
server level and the methods to eliminate it. The server fan system was reconfigured to
a series fan arrangement by adding four more server fans in the series to the original fan
system. The following conclusions were drawn:

1. The server-supply inlet temperature was used to validate the CFD model based on
the experimental results. Based on the results, there was an average of 3% between
the experimental data and CFD model results under similar environmental and
operational conditions. This study represents a significant advancement towards
real-life modeling of complex configurations.

2. The use of a compact fan (virtual disk model) to simulate the fans did not affect the
accuracy of the simulation results. The model was validated against experimental
results, with results within a 3% accuracy. Utilization of this feature shortens the
computation time.

3. Increasing the server fan head does not address the issue of hot air recirculation in
the server, which aggravates the situation. The server inlet air temperature increased
by an average of ~5% from −20 Pa to −5 Pa back pressure, and by 19% at the free
delivery point (0 Pa). The inlet air temperature was further increased by 10% at back
pressures of 5–20 Pa. The outlet air temperature decreased by 1%, signifying poor
cooling effectiveness owing to high static pressure.



Appl. Sci. 2024, 14, 7904 18 of 20

4. This also highlights the importance of correctly sizing the server fans, which can
significantly impact the overall server thermal performance, even under low-load
conditions. It was established that a positive net system pressure does not necessarily
result in the elimination of hot-air recirculation. Server fan sizing or fan set configuration
should be dictated by the required server component temperature, i.e., CPU.

5. The current work serves as a base for integrating liquid and air-cooling systems to
form hybrid cooling systems for high-density racks in legacy data centers, where
in-row CDU(L2A) is used in conjunction with CRAH/CRAC as the cooling source.
Future work in this area can include rearranging the high thermal components and
placing them down towards the discharge section of the server. Different types of
cooling fluids should be considered to cool the components.
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Nomenclature

CPU Central Processing Unit
CRAH Computer Room Air Handler
CRAC Computer Room Air Conditioning
CHPC Center for High-Performance Computing
CDU Coolant Distribution Unit
L2A Liquid to Air
IT Information Technology
ITE Information Technology Equipment
CFD Computational Fluid Dynamics
3D Three Dimensional
Q Flowrate
RAM Random-Access Memory
SAS Serial Attached SCSI
STP Standard for Exchange of Product
CAD Computer Aided Design
TDP Thermal Design Power
LES Large-Eddy Simulation
ρ Density
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When the equation is calculated, the pressure is obtained not only by the static pres-
sure, but also by the addition of the modified pressure 𝑃⃐ሬ = 𝑝⃐ + ଵଷ 𝜏௟௟. SGS eddy viscosity 
calculation is the only remaining problem, and the simplest model was originally pro-
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where 𝐶ୗ is the Smagorinsky constant, which depends on flow type. A Smagorinsky con-
stant 𝐶ୗ = 0.1 was used in this study to account for near-wall effects. 

3.1.2. Virtual Disk Model: Actuator Disk Methods 
Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of fan 

parameters such as power coefficients. The study modelled virtual disks, as shown in Fig-
ure 7a, based on actuator disk methods. Using computational fluid models, the blade ele-
ment approach calculates the power produced by axial fans, showcasing blade behavior, 
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They pro-
vided a turbine rotor, which was mapped onto a computational mesh, and the thrust force 
acting on it was averaged over annular rings or the entire disk. This yields the thrust force 
acting on the rotor as 

u Filtered Velocity
µ Molecular Viscosity
τ Stress Tensor
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large-eddy simulation (LES)-resolved fields. 

3.1.1. SGS Modeling 
Numerous SGS models have been developed, and the majority depict the SGS stress 

tensor using Boussinesq’s hypothesis and eddy viscosity assumption. Here, represents 
how these are displayed [26]. 𝜏௜௝ = 2𝜇୲𝑆పఫതതതത + ଵଷ 𝛿௜௝𝜏௟  (5)

where 𝜇௧ is the eddy viscosity of the SGS. We substitute this into Equation (5), which then 
becomes ∂௧(𝜌𝑢⃐ሬ௜) + ∂௝൫𝜌𝑢⃐ሬ௜𝑢⃐ሬ௝൯ = − ∂௜𝑝⃐ + 2 ∂௝ൣ(𝜇 + 𝜇୲)𝑆⃐௜௝൧  (6)

When the equation is calculated, the pressure is obtained not only by the static pres-
sure, but also by the addition of the modified pressure 𝑃⃐ሬ = 𝑝⃐ + ଵଷ 𝜏௟௟. SGS eddy viscosity 
calculation is the only remaining problem, and the simplest model was originally pro-
posed by Smagorinsky: 

⎩⎪⎨
⎪⎧𝜇୲ = 𝜌൫𝐶ୗΔ⃐ሬሬ൯ଶ𝑆𝑆 = ൫2𝑆⃐௜௝𝑆⃐௜௝൯భమΔ = (Δ𝑥Δ𝑦Δ𝑧)భయ

  (7)

where 𝐶ୗ is the Smagorinsky constant, which depends on flow type. A Smagorinsky con-
stant 𝐶ୗ = 0.1 was used in this study to account for near-wall effects. 

3.1.2. Virtual Disk Model: Actuator Disk Methods 
Star-CCM+ 17.04.008-R8 is a helpful tool for modeling fans, allowing the input of fan 

parameters such as power coefficients. The study modelled virtual disks, as shown in Fig-
ure 7a, based on actuator disk methods. Using computational fluid models, the blade ele-
ment approach calculates the power produced by axial fans, showcasing blade behavior, 
and fluid dynamics. Zhao et al.’s approach was adopted for our fan model [27]. They pro-
vided a turbine rotor, which was mapped onto a computational mesh, and the thrust force 
acting on it was averaged over annular rings or the entire disk. This yields the thrust force 
acting on the rotor as 

p Filtered Pressure
µt Eddy Viscosity
CS Smagorinsky Constant
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J Advance Ratio
Kt Thrust
Kq Torque
GCI Grid Convergence Index
∆t Timestep
∆x Grid size
Rpm Revolution Per Minute
Inch wc Inches Water Column
EADM Extended Actuator Disk Model
REEADM Reverse-Engineered Empirical Actuator Disk Model
IPMI IAT Intelligent Platform Management Interface inlet air temperature
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