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Featured Application: using Virtual Tours (VTs) to complement Building Information Models
(BIMs) and Internet of Things (IoT) systems as a solution for remote control, building automation
systems, and other tasks involved in Computer-Aided Facility Management (CAFM). The aim is
to provide contextual access to information and opportunities for interaction, simplifying the task
of those responsible for managing and maintaining building assets.

Abstract: This study investigates the integration of Building Information Models (BIMs) and Virtual
Tour (VT) environments in the Architecture, Engineering and Construction (AEC) industry, focusing
on Computer-Aided Facility Management (CAFM), Computerized Maintenance Management Sys-
tems (CMMSs), and data Life-Cycle Assessment (LCA). The interconnected nature of tasks throughout
a building’s life cycle increasingly demands a seamless integration of real-time monitoring, 3D mod-
els, and building data technologies. While there are numerous examples of effective links between
IoT and BIMs, as well as IoT and VTs, a research gap exists concerning VT-BIM integration. This
article presents a technical solution that connects BIMs and IoT data using VTs to enhance workflow
efficiency and information transfer. The VT is developed upon a pilot based on the Controlled
Environments for Living Lab Studies (CELLS), a unique facility designed for flexible monitoring and
remote-control processes that incorporate BIMs and IoT technologies. The findings offer valuable
insights into the potential of VTs to complement and connect to BIMs from a life-cycle perspective,
improving the usability of digital twins for beginner users and contributing to the advancement of the
AEC and CAFM industries. Our technical solution helps complete the connectivity of BIMs-VT-IoT,
providing an intuitive interface (VT) for rapid data visualisation and access to dashboards, models
and building databases. The practical field of application is facility management, enhancing moni-
toring and asset management tasks. This includes (a) sensor data monitoring, (b) remote control of
connected equipment, and (c) centralised access to asset-space information bridging BIM and visual
(photographic/video) data.

Keywords: internet of things; building information modelling; virtual tours; computerized maintenance
management system; computer-aided facility management; life-cycle assessment

1. Introduction

The Architecture, Engineering and Construction (AEC) industry increasingly inte-
grates digital modelling and navigation technologies, such as Building Information Models
(BIMs), Virtual Reality (VR), Augmented Reality (AR), and Extended Reality (XR), into its
practice [1–6]. These advanced technologies are transforming the AEC industry by enhanc-
ing collaboration, productivity and quality during the conception and construction phases,

Appl. Sci. 2024, 14, 7998. https://doi.org/10.3390/app14177998 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app14177998
https://doi.org/10.3390/app14177998
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0003-4606-474X
https://orcid.org/0000-0002-4231-9883
https://doi.org/10.3390/app14177998
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app14177998?type=check_update&version=1


Appl. Sci. 2024, 14, 7998 2 of 16

as well as subsequent tasks throughout the building’s life cycle, such as Computer-Aided
Facility Management (CAFM). The latter is enabled through the use of Computerized
Maintenance Management Systems (CMMSs) and other digital tools, including the Internet
of Things (IoT) and Virtual Tours (VTs) [7,8]. Although these technologies emerged for
different purposes, the natural workflow connecting tasks along the building life cycle in-
creasingly demands their integration. This article describes a technical solution connecting
BIMs and IoT data using VT environments and tools. To explain the need and framework
of the present technical solution, below is a brief description of the different technologies
and their current use throughout the building life cycle concerning the exploitation phase
(i.e., facility management and CAFM).

BIMs and visualisation tools. The purpose of Building Information Modelling (BIM)
and the resulting Building Information Models (BIMs) is to link 3D virtual geometry and
alpha-numeric information related to building and construction. The AEC industry in-
creasingly adopts BIMs as a means of communication among the disciplines implicated
(i.e., architects and engineers). In turn, BIM methodologies provide these disciplines with
protocols and tools aiming at the effective transfer of information along the design and
construction phases. This includes uses such as budget control, construction planning
and quality control [1,9–11]. Standards have been implemented in most AEC associations,
helping define professional frameworks [12], the classification of construction elements into
digital entities (i.e., Industry Foundations Classifications (IFC)) [13], and the definition of
levels of detail each model must provide according to the required usage and development
phases [14]. These standards define Levels of Detail (LOD), which result from the combina-
tion of the Level of Geometry (LOG) or the level of detail of the model’s 3D objects, ranging
from LOD 100 (global volumes) to LOD 500 (including specific constructive elements like
screws or door handles). Similarly, standards define the Level of Information (LOI) attached
to these geometries, which augment in complexity from LOI 100 (limited to the object’s
name and category wall, window, etc.) to LOI 500 (including detailed information such as
material composition, manufacturer guarantee, or electricity consumption, according to
the type of element). As will be detailed further in this document, high-resolution LOG
may be particularly problematic when BIMs are used for CAFM purposes.

VR, AR, XR. Besides 3D data, BIMs provide virtual versions of real or future buildings,
helping anticipate aesthetic, construction, or logistic problems before and during construc-
tion. Digital tools such as VR and AR, initially developed for the gaming industry [15,16],
are increasingly adopted by the AEC industry to help visualise their 3D models, serving
different purposes [17]. VR is commonly used to showcase projects to clients and investors,
exploding the immersive and realistic possibilities of VR to provide vivid, immersive
experiences. For instance, how spaces and materials will look in future new or retrofitted
buildings [18]. Some examples have even gone further to explore the possibilities of linking
BIMs and IoT technologies via VR environments [19–22]. In turn, AR and XR technologies
are mostly implemented as construction quality control tools, allowing the superimposing
of digital models into the building-in-progress site and helping professionals anticipate
future collisions or detect the misplacement of certain elements under construction [23].
Another extended use of AR and XR relates to cultural heritage buildings—improving
historical site explorations [24] or guiding visitors within districts and buildings [25].

VT. Defined as image-based geolocalised 3D reconstructions of real spaces and build-
ings, VTs are increasingly used to showcase and visit buildings remotely. The primary
sectors utilising VTs are heritage and culture, as well as tourism and hospitality [26–30].
This encompasses museums, hotels, archaeological sites, and other institutions worldwide.
Additionally, Google Maps ‘Street View’ is a significant VT tool that allows users to explore
nearly any street globally [31]. VT can also be linked to geolocalised databases. Google’s
street browser prompts street names, and some buildings and businesses are pinned with
related information. Likewise, VT software [32] and platform providers include modules
allowing users to tag and describe objects shown in the image environment, including the
possibility of linking IoT data, as this research will demonstrate.
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IoT. IoT technology links real-object data to the object’s virtual replicas stored in the
cloud or a server. Such objects are usually equipped with sensors and specialised software,
enabling monitoring and remote control. IoT is already part of daily life in many households
and companies. It is also becoming prominent in CAFM, integrating monitoring devices
that not only track and control building performance as Building Management Systems
(BMSs) [33–41] but also introduce energy-saving and space-optimisation methods based on
user behaviour and other real-time measurements [42,43].

CAFM platforms. Over the past decades, the information technology (IT) industry has
developed software solutions for Common Data Environment (CDE) and CAFM platforms.
Some of these solutions are designed for specific building phases, such as conception to
construction [44–47], fabrication [48,49], or facility management [50]. Other platforms are
conceived with an LCA approach, aiming to integrate data-management tools along the
entire building life cycle [51–53]. CAFM platforms enable users to integrate BIMs, 2D
plans, product catalogues, and other relevant documents that gather information related
to the building and its equipment. In addition, these platforms feature interfaces, such as
Gantt charts and spreadsheets, to assist facility management routines, including service
management, quality control protocols, or room allocation. Due to their varying levels of
complexity, using these platforms can be challenging, requiring consistent training and
significant time investment. Furthermore, as will be discussed further, even though these
platforms allow the integration of VTs, the connection between intuitive VT navigation and
BIMs remains absent.

To summarise this review, with a particular focus on CAFM practice, both literature
and empirical knowledge demonstrate feasible and practical connections between IoT
and BIMs [19–22,54–59], as well as between IoT and VTs [60]. In contrast, a research
gap concerning the link between VTs and BIMs is evident [61,62]. These technologies
can be integrated into the specialised platforms mentioned above to better assist facility
management in daily tasks, such as room allocation, equipment management, maintenance
scheduling, or security control. In the case of CMMS, such platforms can also integrate
remote monitoring and control via IoT, including the synchronisation of BIMs and real-time
monitoring data (Digital Twins) [35,39,54].

For this reason, asset owners need both detailed and not detailed BIMs. Figure 1
illustrates the benefits of BIMs (green shade) versus VT (blue shade) in relation to their usage
across different building construction phases. While detailed BIMs may be almost useless
for routine operational tasks, they are crucial for subsequent phases such as renovation and
demolition. Hence, owners require AEC professionals to deliver BIMs with lower LOG, and
often higher LOI, [63] compared to the BIMs used for construction. The need to reduce BIMs
level of detail for FM purposes is translated into complex Moreover, even though detailed
BIMs represent reality digitally, they still miss out on some important documentation layers,
like visual information from photos, webcams, or videos. In addition, certain IoT systems
for remote control and monitoring could be easier for non-trained users if they interact
with photorealistic environments (VTs) rather than abstract digital models (BIMs) [26].
Upon these arguments, this article explores the potential of VTs as a complement to BIMs
in IoT-based CAFM, trying to answer its main question: how can VTs complement and
connect to BIMs within a life-cycle perspective?

The purpose of our work is to explore the potential of VTs for practical applications in
CAFM. We propose a technical solution using VT as an intuitive access point for FM users to
BIMs and IoT data. This solution aims to enhance monitoring and asset management tasks,
including (a) sensor data monitoring, providing an interface for rapid data visualisation
and direct access to data sources; (b) remote control of connected equipment, allowing FM
users to operate certain IoT objects directly from the VT interface; and (c) centralised access
to asset-space information, integrating BIMs stored in CDEs and FM platforms with the
dynamic information contained in georeferenced 360◦ images.
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2. Methodology

The business problem encountered by AEC and CAFM professionals has been dis-
cussed in the preceding section. Specifically, spatially referenced building data, which are
crucial for CAFM and reside within BIMs, are frequently inaccessible or overly complex
for effective utilisation by facility managers. Through literature analysis and the author’s
empirical insights as research-driven facility managers and integrators of innovation into a
research facility [64], this research determines that VT can offer a solution to the business
problem. In this sense, and as illustrated in Figure 2, VT is regarded as an operational point
of entry for CAFM users to access IoT and BIM data.
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Consequently, a VT has been developed based on the methodology outlined below.
This VT enables navigation through the interiors and exteriors of various assets, as well as
consultation of monitoring (IoT) and BIM data. The VT is composed of georeferenced pho-
tographs captured periodically on a lapse of one year using 360◦ cameras and drones [65,66].
The tour also features an accreditation module providing access to building data according
to user category, ranging from public to specialised scientists.

To evaluate the IoT-VT-BIMs connectivity (see Figure 2), the Controlled Environments
for Living Lab Studies (CELLS) [67] has been used. CELLS is a twin-room HVAC au-
tonomous pavilion that allows the control and monitoring of indoor comfort conditions
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and building management systems, including automation of certain functionalities. CELLS
operates as an “incubator” to benchmark and validate systems that will be functional on
real buildings, including the current [68] and future offices of the Smart Living Lab [69].
This future application is relevant to this research, as it involves CAFM at a high level of
complexity, including flexible monitoring and remote-control processes. The future office
building features dismantlable façade modules for testing and monitoring new envelope
materials, as well as flexible partitions accommodating a range of spatial layouts and
various office sizes. This future system is based on a 3 by 3 m module, where each module
can be individually controlled thanks to a specialised HVAC system [64].

The case study of CELLS provides a unique perspective on this integration, offering
a practical example of how these technologies can be implemented in real-world set-
tings. The constructive characteristics of this pavilion, including its building envelope, the
double-glazed windows, and the HVAC and electric systems, provide optimal and reliable
conditions for the operations and measurements involved in the experiment. To create the
VT and establish its connection to IoT and BIM data, the following steps have been taken:

A. System data setting

• IoT: CELLS is equipped with a number of IoT elements, including sensors (tem-
perature (interior and exterior), wind speed, rain, inlet power consumption,
lighting fixtures, active power, lighting intensity, etc.), as well as controllers
(blinds (up/down), lighting switches (on/off), among others). For the demon-
strative purposes of this research, two specific system elements have been fully
integrated into the IoT-VT-BIMs (see Figure 2) connection: light control (on/off)
and historical temperature inquiry (interior and exterior). Remote control and
inquiring of these elements using HTTP protocols and interface are set.

• BIMs: a digital replica of the pavilion was modelled using the BIM software
Autodesk Revit v.2023 [70], and according to an LOI 400 standard [14]. In previ-
ous research, this model was successfully integrated into a VR environment and
linked to the related IoT data [22].

B. VT setting

• Image capture: definition of physical spots to capture interior and exterior im-
ages of the building, combining aerial and ground photographs using a 360◦

camera [65] and a drone [66]. This sequence is recurrent over time, allowing to
capture spatial arrangement changes.

• Image processing: captured images are processed to develop the website VT
using the website PhotoSphereViewer library [71] and the JSON configuration
files to establish a chronological framework for various historical periods in a
specific location and to identify associated named locations.

C. VT link to IoT: the creation of identifiable objects in the VT to establish a request to
the real-time IoT database. This allows the identification of certain elements corre-
sponding to controllers or actuators in the real space. As a case study, a temperature
reader has been used to display the historical values of temperature in a specific room
in relation to the global external temperature.

D. VT link to BIMs: the upload of BIMs into a Common Data Environment (CDE) and
establishment of a connection between the photo location in the VT—‘the room’—and
the related room object in the BIMs (i.e., IfcSpace). All information associated with
the room should be accessible from the VT.

E. Accreditation: the implementation of a module to manage user accreditation to access
certain spaces and data. Accreditation takes place at four levels: (a) public (can visit
only non-confidential spaces); (b) building users (+ access to certain confidential
spaces and data); (c) group leaders (+ access to sensible confidential data); and (d)
managers (access to the entire system).

F. Evaluation: testing connectivity and evaluating system implementation and replicability.
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G. Scalability: the development is implemented in the building currently housing the
Smart Living Lab, which includes 34 offices and 3 meeting rooms and large communal
spaces [68]. The use of this ongoing process allows us to evaluate the tasks, effort,
and operability problems encountered in the transition from the test bed to a real-
life building.

3. Results

Below is a succinct overview of the key steps involved in implementing the methodol-
ogy and ensuring its replicability.

Step 1: Use-case definition. This step consists of answering the following questions:
who will utilise this development, and how will it enhance their task performance? The
use case implies researchers who will employ the new building as a scientific tool [64].
Each user group—professors, scientific collaborators, doctoral students, and the facility
maintenance team—must have effective access to information in a format that best suits
their task-needs. For CELLS, which serves both teaching and research purposes and caters
to individuals who may not always be on-site, an essential requirement is an online solution
that is accessible remotely.

Step 2: Development strategy. This involves assessing whether existing open-source
solutions can adequately address a specific use case or whether an in-house solution is nec-
essary. Various VT software options were tested, standing out 3DVista VT Pro [32]. While
the tested software provided features useful to the research, certain requirements were not
attended to: (a) Authentication Component: the use case necessitates an authentication
component that aligns with the IT security standards of the involved institutions (EPFL,
HEIAFR, and UNIFR) [69]; (b) Flexibility for Marker Integration: the ability to seamlessly
integrate markers (such as polygons or geometric elements) into 360◦ images, allowing
connections to IoT elements; (c) Scalability: the need to accommodate both detailed con-
struction aspects (at a small scale) and broader neighbourhood dimensions (at a larger
scale); (d) Versioning: the VT needs to be evolutionary over time in relation to building
life-cycle analysis and renovation updates—chronological navigation through different
versions of the same location is essential; and e) JavaScript Integration: need for flexibility
to integrate JavaScript scripts, whereas 3D Vista was very limited, including limited or
incomplete documentation.

Step 3: Capturing devices. This step complements the development strategy by
integrating the capturing devices to be used. According to the use case, the building assets
at the district level (outdoor) needed to be reconstructed, including detailed information
at the room level (indoor). A specific device was dedicated for each function. For the
district level, a DJI Mini 3 Pro drone [66] was used, which allows 360◦ photo captures at
various altitudes (i.e., 2, 30, and 70 m), as well as zenith views (orthophotographs). For
room capturing, the Ricoh Theta Z1 [65], a 360◦ camera, was chosen for its simple use and
linkability to standard smartphones (see Figure 3—image acquisition).

Step 4: VT technical development (see Figure 3—image acquisition and image file
processing). Having defined the use case and the development strategy, development was
divided into six technical modules: (1) Capturing protocol: the referential definition of
capturing points, including nodes of reference and capturing frequency. (2) Storage sizing:
According to image resolution and capturing frequency, the size and type of storage device
was defined. The images are stored on the same server used by the VT web page. (3) Image
chronological sorting: The configuration file indicates to the tour360 server that a new date
has been added, including the name of the associated locations. Without this information,
the server will not be able to identify new available image-paths. Consequently, the date
picker would not offer the new date for a given location. The configuration file plays a
crucial role in ensuring that the tour360 server can effectively manage and display new
dates associated with specific locations. (4) Image polar orientation: A script defining a
reference point to establish a singular orientation for each capture point. This module is
important for making VT navigation more intuitive, preventing unwanted changes in the
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direction of observation when moving from one location to another. This also provides
users with a compass and the orientation of the image in relation to the geographical
north. (5) Lag prevention: The VT works with two panorama layers of 128 tiles—low and
high resolution. This is to optimise loading and prevent lagging during navigation. The
panorama is rarely, if ever, reconstructed in full. When a user loads a new panorama, their
browser initially requests the blurred (lighter) version of the entire panorama, which loads
much faster. Only the sharper tiles included in the user’s viewing frame are loaded shortly
after. This process is completed with the JavaScript library PhotoSphereViewer [71], which
takes care of displaying the panorama. It places the tiles in the right position and updates
them in real time as the user browses the site. (6) Access security: Images are stored and
accessed by the tour server behind an authentication protocol. This allows for control of
access at several levels, granting different users varying rights. For example, it permits
accredited members of the public to navigate exteriors and public spaces, specialised
scientists to access any room, and researchers dealing with confidential data to access
real-time information. Upon accessing the tour, a login interface is prompted, and certain
areas of the tour may or may not be accessible based on the user’s credentials.
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Step 5: Integration of IoT (see Figure 3—‘polygon’ positioning). This step involves cre-
ating a reference geometry (typically a polygon or boundary representation) superimposed
on a visible object within the VT. For example, the silhouette of a temperature sensor. Once
defined, the polygon becomes a georeferenced object within the VT, enabling connection
with other objects in a database. In the example, when an accredited user clicks on the
temperature polygon, a graphic displaying the history of stored temperatures is prompted
(see Figure 4). While adding new polygons may be time-consuming, the fact that they
are geolocalised objects assures their correct position independent from image versioning.
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Hence, it is a process that takes place only once. The data shown in the graph of Figure 4
are acquired by MileSight sensors, as described in section 2A, and stored in a local server
(see “Monitoring” in Table 1).
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Table 1. Data source, generation process, and data storage for the steps described in this section.

Data Source Generation Storage

Monitoring Predominantly MileSight sensors installed in the
CELLS facility

BBData: server CISCO Hyperflex Edge, located
in the university

Photo capturing Cameras of DJI Mini 3 Pro drone and Ricoh
Theta Z1 360◦ camera

None: temporary storage in USB drive, then
destroyed

Photo processing Treatment by scripts run on photo captures, as
described in Figure 3 Tour360 web server protected by an

authentication protocol, as described in Figure 3
Polygons Tracing of polygonal shapes using scripts and

browser tools

BIMs Web-uploading of digital mock-ups modelled by
Autodesk Revit Speckle web server

Step 6: Connection to BIMs (Figure 5). The platform for 3D data, Speckle [47], is
selected as the CDE. Speckle is an open-source digital platform designed for hosting 3D
models, facilitating interoperability between software silos, real-time collaboration, data
management, versioning, and automation. This platform is ideal for research needs, as it
supports BIMs version management and utilises HTTP protocols, enabling linking various
online databases, including the VT developed by the authors. Based on Speckle’s API for
public streams, “GET request of the HTTP protocol”, by using the “Downloading a Single
Object” [72], it is possible to connect a photo location in the VT to the specific correspondent
room object in the BIMs. The response for this query contains all properties stored in
Speckle associated with the object in question, from which the ones to be prompted in the
VT can be chosen. Additionally, the http address directing to the object can be added as a
hyperlink to the interface, allowing the user to visualise the object in the BIMs’ platform
viewer. Once in the platform’s environment (i.e., Speckle), the user can inquire about
additional geometrical or alphanumeric data contained in the uploaded BIMs. Figure 6
shows the Speckle interface as prompted when the user clicks on the link “View object
on BIM model” (see Figure 5). The object in question (“Room 2” in this case) is blue-
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highlighted in the viewing zone, while other objects (i.e., the architecture or MEP models)
can be added and filtered by the user (data tree on the left-side column and geometries in
grey on the viewing zone). Additional properties related to the object (Room 2) are also
available (right-side column).
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Step 7: Scalability. The technical solution is currently implemented in other buildings
in the district. For further details and evaluation of this process, please see the next section.
Figure 7 shows the VT interface, using the orthophoto tool, to illustrate the current and
future intervention spaces for escalating the solution. The spaces highlighted in this article
are shown in green. In red are the 26 spaces under implementation (results expected in
November 2024). The large yellow dot represents the future Smart Living Lab Building,
which is the ultimate implementation target of this research.
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4. Discussion

The integration of Building Information Models (BIMs) and Virtual Tours (VTs) in
the Architecture, Engineering and Construction (AEC) industry represents a significant
advancement, particularly within Computer-Aided Facility Management (CAFM) and
Computerized Maintenance Management Systems (CMMSs). The varying levels of detail
required in BIMs at different building phases, combined with the potential of VTs to
enhance BIMs and IoT-based CAFM, are crucial areas of development. The case study of
the CELLS facility provides a practical example of this integration, showcasing flexible
monitoring and remote control through IoT devices and VT models.

This research aligns with current trends in the field, focusing on CAFM and CMMSs
in relation to BIMs and IoT [35,73]. However, the exploration of VT’s potential to enhance
BIMs in IoT-based CAFM is a relatively new area, laying a strong foundation for future
research and developments.

In relation to CAFM systems using VR, it can be stated that the VT offers a user-friendly
interface based upon a common web application, which can be easily mastered by any
CAFM professional, independently of their technical skills. Daily manipulation also seems
much simpler, only requiring a computer device connected to the hosting network. In
contrast, VR requires sophisticated equipment, including VR helmets, performant graphic
cards, and fixed stations. Troubleshooting for VR is also more frequent and often requires
the physical presence of technicians [21,22].

In relation to CAFM systems using AR, VTs enable remote control. Most applications
using AR evidently exploit the in-site lead of the technology, by superimposing data to the
space information, which is being registered by the device’s incorporated camera (i.e., a
tablet or a smartphone). Access to data using AR is, therefore, only useful if the user is
physically present in the implicated space [23,25]. In contrast, VT interfaces can provide
full functionalities, both remotely and in-site.

In relation to CAFM systems using BIMs, the advantage provided by VTs lies in the
realism of their detail and the relative ease with which they can be updated. To save time
and machine-power consumption, CAFM users often require AEC professionals to deliver
BIMs at LOG 300 or less and LOI 400-500. AEC professionals often use the room entity (i.e.,
IfcSpace) to associate most related information, including furniture, equipment, and other
types of facilities for which no geometrical representation is modelled [1,2,4]. Therefore, a
facility manager solely using BIMs will not have visual control of the specificities related
to elements such as projectors, fire extinguishers, or window blinds in a given space.
In contrast, the VT can provide full visual and realistic information about the different
elements of a room. Moreover, if connected to the room element in the BIMs, as proposed in
this article, such a layer of visual information can effectively complement the alphanumeric
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data stored in the BIMs room (see Figures 5 and 6). In addition, and as discussed earlier,
updating a VT can be largely automated, requiring only manual image capturing over time,
a task that can be performed by facility managers themselves and requires little training.

The methodology yielded successful results for the specific case study. Image capturing
and processing remain reasonable for the service a VT may provide for CAFM purposes.
The definition of linked elements, if well defined in advance by CAFM requirements,
presupposes a more challenging but manageable task. Navigating a VT is smooth and
user-friendly. VTs, unlike BIMs, are relatively easy to keep up to date, relying on less
qualified personnel to perform the task. This offers considerable efficiency in performing
CAFM routine tasks.

Table 2 summarises the level of difficulty encountered during the implementation and
update of the technical solution and its scale-up potential.

Table 2. Implementation evaluation by task according to the following criteria: Feasibility (Y = Feasi-
ble, N = Non-feasible); Execution complexity: the difficulty of initially setting up the feature (1 = very
easy, 2 = easy, 3 = moderate, 4 = complex, 5 = very complex); Scalability: how far can the functionality
be escalated in terms of technical resources and feasibility? (1 = scalable, 2 = limited scalability,
3 = moderate scalability, 4 = barely scalable, 5 = not at all scalable); Update complexity: the diffi-
culty of maintaining or updating the feature (1 = very easy, 2 = easy, 3 = moderate, 4 = complex
5 = very complex).

Feature Feasibility Execution
Complexity Scalability Update

Complexity

(Geo) location Y 3 1 1

Versioning Y 4 3 1

Object to IoT database Y 1 3 2

Space to room in BIMs Y 2 2 1

Object to BIM object Y 2 2 2

Concerning the execution complexity parameters, ratings 3 and 4 refer to the difficulty
in defining a reproducible method/process for adding images, which required a good
understanding of the entire website setup and the PhotoSphereViewer library. Also, there
was a need to write additional scripts to process the 360 images into small tiles, including
the blurring effect, to avoid latency. However, once established and set up, the process was
automated. Thus, the 1 or 2/5 rating for update complexity. The entire setup took about
120 h of work by skilled programmers.

Concerning scalability, Versioning rates 3 because the accumulation of images can be a
relatively time-consuming task, especially when dealing with new versions that may weigh
over 2 GB. This raises questions about the available server storage space. In relation to
Object-IoT DB connection, the rating 3 derives from the specific database used (BBData) [74],
in which queries between the site and the database are not well optimised. In the event that
many objects are consulted, the database can be overloaded. This is because the database
used lacks a single query that directly provides a value table for a desired sensor collection.
In contrast, on the Tour360 side, the process is just as scalable as Space to Room in BIMs and
Object to BIM object. The database is being improved to solve the issue.

The task of creating the initial polygons is relatively time-consuming. However, since
the polygons are associated with geolocation information, there is no need to recreate them
for subsequent versions.

The fundamental limitation of the technical solution is related to its implementation in
a real-functional building (Step 7: Scalability, in Section 3). Three major challenges in this
respect can be identified: the scale of implementation, the user evaluation, and the issues
related to cyber-security and remote control.
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As discussed in the previous section, the solution is under implementation in 26 spaces
of an office building [68]. The project shows satisfactory results, as predicted in Table 2.
Nevertheless, certain obstacles related to the escalation of the solution cannot be fully
identified before the end of the implementation (November 2024).

The solution also lacks an evaluation mechanism by a real FM user. A methodology
to evaluate the different aspects an FM user may require is under design. The proposed
methodology will undergo testing with team members who will operate the 26-office
system under real-world conditions. However, significant limitations can be anticipated,
particularly in relation to the skills required for tasks such as setting up and maintaining
the VT. This limitation is especially relevant in the context of image processing and the
addition of new elements linked to the database.

Finally, an important issue raised by online IoT systems enabling remote control is
the over-exposure to cyberattacks, unwanted third-party control, or the risks related to
automation and alert-system failures (e.g., an automatically closing window colliding with
a misplaced object). Further exploration, currently out of the reach of this research, must be
addressed and integrated.

By balancing scalability challenges and the connectivity of different functional bricks
discussed in this article, the development presented provides solid evidence for a reliable
data flow for CAFM, allowing the linkage of BIMs, IoT elements, and VT platforms. Figure 8
summarises this connectivity.
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5. Conclusions

This research demonstrates the benefits of integrating IoT technology, BIMs, and VTs in
the AEC industry, particularly within CAFM and CMMSs. The case study conducted on the
BIMs and IoT-enhanced CELLS infrastructure serves as a practical example, highlighting
how these technologies can be effectively implemented in real-world scenarios for CAFM.
The literature review indicates that advanced research and real case examples provide
evidence of effective connectivity between BIMs and IoT elements, as well as between
VTs and IoT systems. The technical solution presented aims to close the connectivity gap
between BIMs and VTs. This link is crucial, as it enables access to both real-time IoT and
BIM data from a VT interface. Utilising VT as a central interface for CAFM users has the
potential to significantly impact industry practices across several dimensions, which can be
highlighted as follows:
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(a) Virtual touring in space and time: CAFM users can utilise web-based intuitive inter-
faces to navigate through building assets, including interior, exterior, and chronological
dimensions. If image capturing is well established in maintenance protocols, VT can
serve as a tool for remote inspection, particularly when linked to IoT data monitoring.

(b) Intuitive interface for IoT monitoring and remote control: VT can serve as the entry
point for intuitively consulting IoT real-time databases for a given room. This enables
CAFM users to perform IoT-related tasks involving both monitoring (status consul-
tation) and remote control (status modification). Such services can enhance CAFM
operations, enabling informed decision-making and predictive maintenance and lead-
ing to cost savings and improved service delivery. Quicker response times and better
maintenance planning become possible through real-time data access via VT.

(c) Rational use of BIMs: As discussed, the level of information required for BIMs is de-
fined by the specific phase of a building’s life cycle. As phases approach construction,
geometrical and alphanumeric detail increases, transforming BIMs into large and com-
plex data sets. As illustrated in Figure 1, the operation phase requires different types
of information details that are not necessarily included in “as-built” BIMs, which will
nevertheless be crucial for subsequent phases, including renovation and demolition.
Moreover, updating BIMs to reflect daily minor transformations, such as equipment
and furnishing changes, is costly and requires skills CAFM users typically do not
possess. This article proposes an alternative to current practices (i.e., generating two
types of BIMs: one for future renovation, the other for CAFM) by suggesting an
interface serving two roles: (1) providing an intuitive access point to “as-built” BIMs,
allowing non-skill users to navigate and inquire BIMs data; and (2) complementing
BIMs by providing visual and minor-updating information on assets.

(d) Navigation tool centralising building data: the integration of the aforementioned
dimensions enables VTs to serve as key interfaces for data centralisation. By linking
visual, monitoring, and building information data, users can access and manipulate in-
formation from a central point regardless of whether these data are stored in different
databases and can be visualised through various platforms. By connecting three types
of web-accessible information (i.e., real-time monitoring data, georeferenced pictures,
and informed 3D models), the presented development facilitates the centralisation of
information while providing an intuitive and user-friendly interface for inquiries.

The integration of IoT, VT, and BIMs opens up new research opportunities aimed at
simplifying the use of these technologies. This integration helps avoid data redundancy
and rationalises storage space, data manipulation complexity, and Building Information
Modelling requirements. Future research will face challenges, particularly concerning
large-scale building implementations. However, the presented findings provide a strong
foundation. Industry professionals can build upon these insights to drive innovation and
refine existing practices, effectively bridging the gap between advanced technology and
AEC industry standards.
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