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Featured Application: This study describes the workflow for deploying deep neural
networks on Raspberry Pi and ARM Cortex microcontrollers, providing inference for
ventricular fibrillation detection that simulates real-time rhythm analysis in automated
external defibrillators.

Abstract: GPU-based deep neural networks (DNNs) are powerful for electrocardiogram
(ECG) processing and rhythm classification. Although questions often arise about their
practical application in embedded systems with low computational resources, few studies
have investigated the associated challenges. This study aims to show a useful workflow
for deploying a pre-trained DNN model from a GPU-based development platform to
two popular ARM-based microcontrollers: Raspberry Pi 4 and ARM Cortex-M7. Specif-
ically, a five-layer convolutional neural network pre-trained in TensorFlow (TF) for the
detection of ventricular fibrillation is converted to Lite Runtime (LiteRT) format and sub-
jected to post-training quantization to reduce model size and computational complexity.
Using a test dataset of 7482 10 s cardiac arrest ECGs, the inference of LiteRT DNN in
Raspberry Pi 4 takes about 1 ms with a sensitivity of 98.6% and specificity of 99.5%, re-
producing the TF DNN performance. An optimization study with 1300 representative
datasets (RDSs), including 10 to 4000 calibration ECG signals selected by random, rhythm,
or amplitude-based criteria, showed that choosing a random RDS with a relatively small
size of 80 resulted in a quantized integer LiteRT DNN with minimal quantization error.
The inference of both non-quantized and quantized LiteRT DNNs on a low-resource ARM
Cortex-M7 microcontroller (STM32F7) shows rhythm accuracy deviation of <0.4%. Quanti-
zation reduces internal computation latency from 4.8 s to 0.6 s, flash memory usage from
40 kB to 20 kB, and energy consumption by 7.85 times. This study ensures that DNN
models retain their functionality while being optimized for real-time execution on resource-
constrained hardware, demonstrating application in automated external defibrillators.

Keywords: ECG processing; deep learning; CNN; VF detection; AED; edge computing;
Raspberry Pi; ARM Cortex; quantization; representative dataset; TensorFlow; LiteRT
for microcontrollers

1. Introduction
1.1. Deep Neural Networks

Deep neural networks (DNNs) are powerful computational models designed to cap-
ture complex, nonlinear, or hidden relationships between inputs and outputs through

Appl. Sci. 2025, 15, 1965 https://doi.org/10.3390/app15041965

https://doi.org/10.3390/app15041965
https://doi.org/10.3390/app15041965
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0001-5385-2109
https://orcid.org/0000-0002-8626-7819
https://doi.org/10.3390/app15041965
https://www.mdpi.com/article/10.3390/app15041965?type=check_update&version=2


Appl. Sci. 2025, 15, 1965 2 of 29

layered architectures composed of various types, such as convolutional, normalization,
pooling, dense, and long short-term memory (LSTM) layers [1,2]. DNNs require less human
intervention and are more flexible than traditional machine learning methods, which often
demand extensive expertise in tasks like feature extraction and engineering. Each layer
refines the mapping between input and output data, but greater precision increases the
model complexity.

The DNN detection efficiency comes with trade-offs, including the increased computa-
tional demand, significant energy consumption, extended execution time, and substantial
memory usage. Deploying DNN models from graphical processing unit (GPU) or central
processing unit (CPU) development environments to resource-constrained devices presents
a significant challenge. In medical applications, a common workaround involves offloading
computations to fog or cloud computing environments, either on local networks (fog) or
remote servers (cloud). However, traditional cloud computing approaches, where large
streams of computational tasks are processed remotely, can introduce unacceptable delays
in real-time scenarios due to network congestion and latency issues [3]. Moreover, both
cloud and fog computing require sending medical data for processing, which is associated
with increased privacy and security risks [4].

1.2. Strategies for Edge Computing

Recently, tiny machine learning has emerged as a promising approach for imple-
menting DNNs on microcontrollers [5–8]. Despite limited resources, this concept enables
real-time, energy-efficient processing on embedded devices powered by microcontrollers,
enhancing privacy and reducing reliance on external computing resources. The migration
from fog or cloud computing to on-device computation is commonly referred to as edge
computing [9], relying on two main strategies:

1. Optimization of DNN architectures during the design phase. This process maximizes
the accuracy on a target dataset, while adhering to specific constraints, such as em-
bedding size, kernel/stride size, hidden layer size, the number of model parameters,
and the storage space required for intermediate computations—all of which signifi-
cantly impact the memory requirements [10,11]. Quantization-aware optimization
is performed by using specialized frameworks [12,13] that simulate the quantization
(e.g., mapping weights and activations to 8-bit integers) but compute gradients in
floating-point to preserve training accuracy. This approach ensures that the final
model keeps its accuracy while deployed on the real device [14].

2. Application of compression techniques to pre-trained DNN models, such as post-
training quantization, binarization, pruning, and clustering [8]. Post-training quantiza-
tion freezes a pre-trained DNN and reduces memory usage and latency by converting
floating-point parameters to lower-precision integers, often with minimal accuracy
loss [15–18]. Binarization, an extreme form of quantization, reduces weights and
activations to a single bit for maximum compression [19,20]. Pruning eliminates
unnecessary parameters, either through structured pruning, which removes channels
or filters to improve inference speed at some accuracy cost, or unstructured pruning,
which zeroes out individual weights with minimal accuracy impact [21,22]. Clustering
replaces similar weights with a smaller set of common centroid values, significantly
reducing model size while preserving performance [23].

1.3. Deep Neural Networks in Embedded Systems

The optimized DNN models can be embedded into application-specific integrated
circuits (ASICs), field-programmable gate arrays (FPGAs) or integrated system-on-chip
(SoC) circuits. While ASICs designed for CNN inference present high efficiency, their
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development demands significant design effort and high costs, limiting their accessibility
for widespread deployment [24]. In contrast, FPGAs have emerged as a flexible alternative,
supporting various biomedical engineering and medical diagnostic applications [25–27].

Many embedded SoCs prefer Acorn RISC Machine (ARM) microprocessors due to
their architecture being optimized for low-power applications [24]. ARM-based SoCs are
becoming more powerful, thanks to the hardware floating-point unit in processors post-
M4F [8] and advancements in firmware and frameworks for DNN model implementation
on STM32 microcontrollers. Notable tools include the open source library Cortex Micro-
controller Software Interface Standard Neural Network (CMSIS-NN) for ARM Cortex-M
processors [28], LiteRT for microcontrollers [29], µTensor for ARM architectures [30], Py-
Torch Mobile for iOS and Android mobile devices [31], and the X-Cube-AI package for
STM32 microcontrollers [32].

1.4. Deep Neural Networks for Electrocardiogram Signal Processing

Advancements in wearable devices with integrated biosensors have enabled heart
rhythm diagnostics using single-lead electrocardiograms (ECGs). One-dimensional (1D)
convolutional neural networks (CNNs) are widely used for classifying heartbeats [33,34],
short-term arrhythmias [35–46], and noise affecting interpretation [35–38]. CNN models
can distinguish various rhythms like normal sinus, atrial fibrillation [41–46], atrial flutter,
and ventricular fibrillation [39,40] and show promise in detecting conditions like heart
failure [47] and myocardial infarction [48,49]. Despite high accuracy, most ECG diagnostic
CNN models are tested on GPU-based development platforms.

A few studies present ECG processing on FPGA platforms for wearable devices using
various neural architectures, such as 1D CNNs [50,51], probabilistic neural networks [52],
artificial neural networks [53], spiking neural networks [54], multilabel deep CNNs [55],
and sparse CNNs [56]. Recently, CNN models for ECG analysis have been embedded
in ARM-based SoCs through (i) the CMSIS-NN library on Nordic nRF52832 with an
ARM Cortex-M4 processor [57] and (ii) LiteRT for microcontrollers on ARM Cortex-M4F
using X-CUBE-AI [58], Raspberry Pi 3 (ARMv8) [7], and ARM Cortex-M4 (nRF52840) [59].
Studies also explored ECG classifications using optimized 2D CNN and LSTM models with
STM32Cube.AI on ARM Cortex cores [60,61]. A real-time myocardial infarction detection
neural network was also developed for a Cortex-M4 microcontroller [13]. A key aspect of
all referenced studies involving embedded systems is their focus on providing detailed
information about their specific implementations.

The focus of this study is on a critical application of 1D CNNs, detecting cardiac
arrest rhythms during out-of-hospital cardiopulmonary resuscitation using ECG signals
from defibrillator pads. Numerous studies demonstrate that CNNs can effectively dis-
tinguish between pulseless and pulsatile rhythms [62] and accurately detect shockable
rhythms, including ventricular fibrillation, under various conditions, including the follow-
ing: artefact-free ECGs [63–67], ECGs with chest compression artifacts [68–72], and ECGs
during continuous cardiopulmonary resuscitation with ongoing chest compressions and
insufflations, without the need to identify the artifacts [73]. Although DNN technologies
have the potential for improving current resuscitation practices, they are mostly tested
offline with databases in GPU-based development platforms. One recent study [74] took a
further step toward embedding computationally efficient deep CNN models in the setting
of a digitally connected automated external defibrillator (AED). The authors reported
performance evaluated under specific embedded system constraints; however, they do
not present details for the actions needed for the implementation of the CNN in the AED
embedded microcontroller.
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1.5. Research Objectives

This study aims to show the complete workflow for deploying a pre-trained DNN
model from a GPU-based development platform to two popular ARM-based microcon-
trollers: Raspberry Pi 4 and ARM Cortex-M7. The focus is on DNN conversion and
post-training quantization to create a model that is lightweight, faster, and less resource
consuming. A key challenge addressed is the optimization of the representative dataset
size and content for pre-inference calibration, ensuring minimal information loss during
quantization. Performance is evaluated in terms of accuracy, latency, and memory usage,
highlighting the feasibility of real-time ECG analysis on embedded systems. The work-
flow is applied to a high-performing CNN model for detection of ventricular fibrillation
during out-of-hospital cardiac arrest [67]. This approach can be extended to numerous
published DNN models optimized for rhythm analysis during cardiopulmonary resuscita-
tion. Thus, we make the global link from GPU-based deep learning to AED deployment of
critical ECG processing algorithms that can provide enhanced performance and improve
resuscitation practices.

2. Materials and Methods
2.1. Methodological Concept

Efficient ECG signal processing algorithms based on diverse DNN architectures can be
created using the functionality of the TensorFlow (TF) library within the Python Integrated
Development Environment (IDE). The design, optimization, training, and testing of these
DNN models typically benefit from the computational power of GPU-based workstations.
Once trained, these models can be employed in development environments for in silico
studies or deployed on edge devices to support in vivo applications. Implementing trained
TF models on edge devices; however, needs a conversion process. This process ensures
that the models retain their functionality while being optimized for execution on resource-
constrained hardware. Figure 1 illustrates the main steps of the conversion pipeline for
DNN models followed in this study:

1. Loading a trained TF DNN model into the development environment.
2. Conversion to Lite Runtime (LiteRT) format, producing lightweight models for effi-

cient execution on devices with limited processing power and memory.
3. Post-training quantization, optimizing LiteRT DNNs to significantly reduce model

size and computational complexity while keeping accuracy loss to a minimum.
4. Implementation in ARM-based microcontroller boards:

• Raspberry Pi 4: The LiteRT Lite model is executed using the TensorFlow Lite
Runtime library in Python, ensuring compatibility with the device’s Linux-based
operating system and Python environment.

• ARM-based CPU systems: The model is adapted to LiteRT for Microcon-
trollers, a specialized library in C++ designed for resource-constrained en-
vironments, ensuring compatibility with embedded systems and standalone
microcontroller platforms.

Details for each step are explained in the following methodological subsections.

2.2. Loading Trained DNN Model

This paper considers a TF DNN model trained for detection of ventricular fibrillation
in a previous deep learning study [67]. To enable easy implementation in stand-alone AEDs,
simplicity has been prioritized by using a minimal input of a single ECG lead, acquired at a
low sampling rate (125 Hz) directly through the defibrillation pads, without pre-filtering or
the use of additional sensors. Furthermore, the feature extraction and classification process
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is streamlined through fully convolutional operations. The convolutional architecture
of the DNN model embedded in this study (Figure 2) includes five convolutional layers
with rectified linear unit (ReLU) activation, five max-pooling layers, and a fully connected
output layer with sigmoid activation. The output provides the probability of ventricular
fibrillation (pVF) within a range of 0 to 1, where ventricular fibrillation is detected if the
probability exceeds a threshold of 0.5.
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Figure 2. Architecture of the trained TF DNN model for detection of ventricular fibrillation, as
selected from the optimization study [67]. The input layer processes a 10 s single-lead ECG signal
sampled at 125 Hz, while the output layer consists of a single neuron presenting the probability of
ventricular fibrillation (pVF). The hidden layer feature map dimensions are shaped by 1D convolution
with valid padding, influenced by the kernel size. This model has a total number of 7521 parameters.

It is noteworthy that the hyperparameters of the trained DNN model presented in
Figure 2 were determined through computationally intensive grid search optimization
among more than 4200 architectures [67]. This process required substantial resources on
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the TensorFlow-enabled development workstation, taking significant computational power
and extensive input data from public Holter ECG databases and out-of-hospital cardiac
arrest AED databases, spanning over 10,000 training and validation samples. We selected a
trained DNN model with the largest input size, corresponding to a 10 s ECG processing
interval, to evaluate the maximum resource requirements for executing the best performing
models on the target test platforms.

2.3. LiteRT Conversion

The trained TF DNN model should be converted to a smaller and resource-efficient
format compatible with the limited memory and computational power of microcontroller-
based devices. This can be achieved by converting the TF model to a LiteRT model (short for
Lite Runtime, formerly known as TensorFlow Lite) by means of the standard LiteRT runtime
library, which is Google’s high-performance runtime for on-device artificial intelligence
(AI) [75].

The TF DNN model used in this study has a fully convolutional architecture, which is
compatible with the LiteRT format and can be directly converted to an optimized flatbuffer
format (identified by the .tflite file extension). In our case, we do not need any additional
resources for refactoring or usage of advanced conversion techniques [76].

2.4. Post-Training Quantization

Post-training quantization is a technique used to reduce LiteRT model size, making
it lighter, faster, and less resource consuming. The LiteRT converter provides several
post-training quantization options, as outlined in Google AI Edge’s guide for deploy-
ing AI on mobile, web, and embedded platforms [77]. We followed the decision tree in
Figure 3 to identify different quantization methods applicable for our use case on 32-bit
or 8-bit microcontrollers. As shown in Table 1, these methods differ in the size of the
tensors used: constant tensors (weights and biases), which remain unchanged during
inference, determine the LiteRT model size, while variable tensors (inputs, outputs, and
activations—intermediate results during forward propagation through the network) addi-
tionally influence the processing time.

Table 1. Data types of various tensors used in LiteRT DNN models with and without post-training
quantization. RDS: representative dataset for calibration.

LiteRT DNN Model RDS Use Inputs Outputs Activations Weights Biases

Without quantization No float32 float32 float32 float32 float32
Dynamic Range Quantization (DynQ) No float32 float32 float32 int8 float32

Integer Quantization (IntQ) Yes float32 float32 int8 int8 float32
Full-Integer Quantization (Full-IntQ) Yes int8 int8 int8 int8 int8

Figure 3 and Table 1 help to summarize the basic information on the LiteRT conversion
methods used in this study:

1. LiteRT models without quantization retain full model precision, typically using 32-bit
floating-point (float32) data types. The inference speed is the slowest, with the largest
model size and highest resource usage.

2. Dynamic range quantization (DynQ) reduces the LiteRT model size by converting
the weights from float32 to 8-bit integers (int8). Since weights are constant tensors
that remain unchanged during inference, their quantization scale is dynamically
computed at runtime. This quantization is partial—biases, inputs, outputs, and
activation streams remain in float32, which ensures minimal accuracy loss. Although
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the model size is reduced, the floating-point activation computations result in high
resource usage.

3. Integer Quantization (IntQ) with float fallback is a hybrid approach where the LiteRT
model uses integer quantization for internal computations (activations) but keeps
the inputs/outputs as float32 streams. This is particularly useful when working with
floating-point inputs or data formats that require high diagnostic precision, such
as sensor inputs (e.g., ECG signals). The biases remain in float32 format because
they typically involve small adjustments that require high precision to avoid error
accumulation, which could otherwise degrade the model’s performance. Nevertheless,
the weights and internal activations are quantized to int8 to reduce memory usage
and computational requirements. Since internal activations are variable tensors, their
float32-to-int8 conversion requires careful pre-inference calibration, as it is likely to
impact model accuracy.

4. Full-Integer Quantization (Full-IntQ) involves quantizing all tensors of the LiteRT
model entirely to 8-bit integers, minimizing memory usage and computational re-
quirements, and achieving the fastest inference speed. The float32-to-int8 conversion
of all variable tensors requires adequate pre-inference calibration because the accuracy
of the Full-IntQ model is most significantly impacted by quantization.
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Notably, none of the above conversion methods require retraining, fine-tuning, or the
use of training datasets or pipelines from the source framework. However, two of the inte-
ger quantizations (IntQ and Full-IntQ) require calibration of the variable tensors before the
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inference with a representative dataset (RDS). RDS is used to collect statistical information
on the maximum and minimum values of each layer’s activations, ensuring minimal infor-
mation loss during quantization. Two key parameters are estimated during the calibration
process—scale factor and zero point. They are used in the following conversions:

• Conversion float32-to-int8 values:

valueint8 =
valuefloat32

scale_factorfloat32
+ zero_pointint8 (1)

• Conversion int8-to-float32 values:

valuefloat32 =
(
valueint8 − zero_pointint8

)
.scale_factorfloat32 (2)

Notably, the standard library function for LiteRT conversion automatically calculates
and applies the calibration parameters to the hidden activations in both IntQ and Full-IntQ
models. Scarce details for this conversion are available on LiteRT 8-bit quantization specifi-
cation [78]. Note that the users of Full-IntQ models must manually apply conversions to
the input and output data streams if they are used as floating-point values in the diagnostic
framework —specifically, (1) converting the ECG signal input and (2) the probability output
for ventricular fibrillation detection (pVF), as defined in the example model in Figure 2.
In this manual conversion, the scale factors and zero points of both the input and output
streams can be retrieved from the Full-IntQ model’s header.

2.5. Target Test Platforms
2.5.1. ARM-Based Microcontroller Board (Raspberry Pi 4)

Raspberry Pi 4 is a single board computer based on CPU ARM quad core cortex-A72
(ARM v8), 64-bit SoC @ 1.8 GHz, with 8 GB of Synchronous Dynamic Random-Access
Memory (SDRAM) and installed Raspbian OS (64-bit) [79]. It is able to run LiteRT DNN
models using the Tensor Flow Lite Runtime library in Python IDE—Figure 1.

The test interface to Raspberry Pi 4 embedded LiteRT DNN models is shown in
Figure 4. It uses a GPU-based workstation platform like a master and Raspberry Pi like
a slave. The master application run under Python IDE in Anaconda environment reads
the raw ECG data (signed 16-bit) and sends them to the Raspberry Pi 4 board via standard
serial communication (USB port). The slave Python application stores the received data
frames into the memory (SDRAM) and feeds them to the input of the preloaded instance
of the LiteRT DNN model. Then, the model is run and returns its result after a certain
processing time. The result is sent back to the master application for comparison with the
ground truth.

2.5.2. ARM-Based Microcontroller Board (STM32F7)

Our STM32F7 board is based on the STM32F769IDISCOVERY kit, which is a com-
plete development platform for the STMicroelectronics Arm® Cortex®-M7 core-based
STM32F769NI microcontroller with 2 MB of flash memory, 512 kB of Synchronous Random-
Access Memory (SRAM), and 16 MB of SDRAM. The microcontroller has a Floating-Point
Unit module and a Flexible Memory Controller for SDRAM with a data bus width of 32-bits
and maximum CPU Clock of 216 MHz [80]. STM32F7 is able to run C++ LiteRT DNN
models using the Lite RT library for microcontrollers [29] embedded in the firmware. The
firmware is developed, compiled, and stored into the flash memory by means of C/C++
IDE for microcontrollers (STM32CubeIDE) [81]—Figure 1.

The test interface to STM32F7 embedded C++ LiteRT DNN models is shown in
Figure 4. It uses the same communication with the master test application as described
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for the Raspberry Pi 4 above. The data are received in the slave STM32F7 via Universal
Synchronous Asynchronous Receiver Transmitter (USART) port and are stored in the
SDRAM by Direct Memory Access (DMA). The firmware feeds the data to the input of
the preloaded instance of the C++ DNN model. Then, the model is run and returns its
result after a certain processing time. The result is sent back to the master application for
comparison with the ground truth.
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DNN: Lite Runtime Deep Neural Network.

By specification, SRAM is faster than SDRAM; therefore, our firmware prioritizes
SRAM for storing critical components, such as the instance of the class “MicroInterpreter”
from the LiteRT library for microcontrollers, as well as the C++ LiteRT DNN model pa-
rameters. However, as SRAM has limited capacity and is also shared with other modules
(e.g., USART, flexible memory controller, etc.), the efficient use of SDRAM is essential. In
this implementation, a significant portion of SDRAM is allocated to support the “MicroInt-
erpreter” operations with the DNN model parameters, as well as to store the input, output,
and temporal data. An additional section of SDRAM is reserved for the operation of the
DMA module, ensuring efficient data handling across the system.

2.6. Optimization and Test Strategy

Figure 5 illustrates the deployment of each DNN model in this study for testing on its
respective target platform: the TF DNN on a GPU-based workstation, the LiteRT DNN on
both the Raspberry Pi 4 and STM32F7 microcontroller, and the quantized LiteRT models
(DynQ, IntQ and Ful-IntQ) on the STM32F7 microcontroller. Before testing, two of the
quantized LiteRT models (IntQ and Ful-IntQ) undergo an optimization process to calibrate
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their variable tensors for accurate quantization. The materials and methods used in each
process of Figure 5 are detailed in the following subsections.
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2.6.1. Materials

This study uses a proprietary clinical ECG database (Schiller Médical, Wissembourg,
France) provided for research purposes and for the retrospective investigation of cardiac
arrest rhythms. The database was collected by Schiller AEDs (FRED EASY in 2011 and
DEFIGARD TOUCH 7 in 2017) used during OHCA interventions by the Paris Fire Brigade
(BSPP, Brigade des Sapeurs-Pompiers de Paris). The reanimation protocol applied CPR
with a 30:2 compression/ventilation ratio and chest compression rate of 100–120 min−1,
paused every 2 min for a standard AED rhythm analysis, following the European Research
Council Adult Basic Life Support guidelines [82,83]. The database was anonymized before
the study to ensure the medical confidentiality, without information about the patient
identity, epidemiological data, diagnosis, drug therapy, or outcome.

Single-lead ECG signals were acquired via defibrillation pads placed in antero-apical
position on the patient thorax. These signals were filtered by the AED hardware within a
1–30 Hz bandwidth to suppress baseline drift and high-frequency noise, then sampled at
500 Hz. To reduce computational load, the ECG signals were downsampled to 125 Hz to
match the DNN input format shown in Figure 2. For each OHCA intervention, 10 s ECG
episodes collected during standard AED rhythm analysis were extracted and annotated by
consensus among three experts, following the American Heart Association (AHA) rhythm
annotation guidelines [84]:
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• Coarse ventricular fibrillation (VF) with peak-to-peak ECG amplitude > 200 µV;
• Normal sinus rhythm (NSR) with visible P-QRS-T waves and heart rate 40–100 bpm;
• Other non-shockable rhythm (ONR), including atrial fibrillation/flutter, sinus brady-

cardia, supra-ventricular tachycardia, premature ventricular contractions, heart
blocks, etc.;

• Asystole (ASYS) with low-amplitude ECG, having peak-to-peak signal deflection ≤ 100 µV
for more than 4 s.

Following the AHA statement [84], the annotations were categorized into shockable
(VF) and non-shockable (NSR, ONR, ASYS) rhythms. The data were divided patient-wise
into independent datasets for calibration, validation, and testing, with the number of 10 s
ECG episodes defined in Table 2. Rhythm distribution within and between datasets was
not controlled but reflected the content of the OHCA interventions recorded during non-
overlapping periods and predefined before the study—calibration dataset (733 patients in
2011), validation dataset (1604 patients in 2017), and test dataset (1312 patients in 2017). This
approach assures generalizing out-of-distribution [85], which is critical and challenging in
real applications, especially in the case of critical medicine.

Table 2. Number of 10 s ECG episodes, included in the calibration, validation, and test datasets,
collected from out-of-hospital cardiac arrest databases with respective arrhythmia annotations. The
calibration dataset includes both noise-free and noise-corrupted ECG signals, while validation and
test datasets include only noise-free cases as required by the AHA guidelines [84].

Out-of-Hospital Cardiac Arrest ECG Databases

Calibration Validation Test

Shockable rhythms
Ventricular fibrillation (VF) 255 433 414

Non-shockable rhythms
Normal sinus rhythm (NSR) 162 254 247

Other non-shockable rhythm (ONR) 1251 2514 2267
Asystole (ASYS) 2638 5331 4554

2.6.2. Optimization of Quantized LiteRT DNN Models Using Representative Datasets

As illustrated in Figure 5, the optimization process is applied to two quantized LiteRT
models (IntQ and Ful-IntQ), both requiring calibration to convert the variable tensors
to the int8 format, according to Table 1 and Equations (1) and (2). In theory, the rep-
resentative dataset (RDSs) used for the calibration are the only input influencing the
quantization process of TFLite models. Therefore, selecting an optimal number and con-
tent of RDS samples from the calibration dataset is essential to achieve the best possible
quantization performance.

We quantify the error introduced by quantization as the difference between the output
of the quantized LiteRT DNN model (denoted as pVFQ) and the output of the reference TF
DNN model (pVFREF) across all ECG recordings in the validation database (size N), using
the mean absolute error (MAE) as the statistical metric. Further MAE of pVF is interpreted
as a percentage relative to the maximum probability range of 1:

MAE(pVF) = 100
∑N

i=1

∣∣∣pVFQ − pVFREF
∣∣∣

N
, % (3)

Using the validation result (3) to compare models generated with different RDS
selections, the optimal model is the one that provides MAE(pVF) → min. Notably, we
ensure the independence between MAE(pVF) estimation and the RDS selection by using
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non-overlapping calibration and validation datasets, according to Table 2. The content of the
ECG recordings included in RDS might be different. We study four RDS selection strategies:

• RDS random selection: The RDS includes S ECG recordings randomly chosen from
the calibration database.

• RDS rhythm-based selection: The RDS includes S ECG recordings randomly selected
from the calibration database in a balanced proportion of annotated rhythms (VF, NSR,
ONR, and ASYS).

• RDS amplitude-based selection: The RDS includes S ECG recordings randomly
selected from the calibration database, evenly distributed across five root mean
square (RMS) amplitude ranges of the ECG signal: <100 µV, 100–200 µV, 200–500 µV,
500–1000 µV, and >1000 µV.

• Total calibration database: RDS contains the entire calibration dataset (4306 samples).

The first three RDS selection strategies evaluate 13 different RDS sizes, i.e., S = 10, 20,
40, 80, 120, 160, 200, 250, 300, 350, 400, 500, or 1000 ECG recordings from the calibration
dataset. For each RDS size, 100 random sets of ECG recordings are generated, resulting in a
total of 1300 RDS configurations analyzed to optimize the quantization process for both
IntQ and Full-IntQ LiteRT models independently.

2.6.3. Testing

As illustrated in Figure 5, the testing of different DNN models is performed directly
on their respective target platforms:

• GPU-based workstation: Runs the original TF DNN model within its development
environment.

• Raspberry Pi 4 microcontroller: Executes the embedded LiteRT DNN model without
quantization.

• STM32F7 microcontroller: Runs the C++ LiteRT DNN model tested both without
quantization and with three quantization types (DynQ, IntQ, and Full-IntQ).

Two types of performance metrics are evaluated for the execution of each model on
the test dataset:

1. Accuracy metrics:

The detection accuracy for Sh rhythms (VF) and NSh rhythms (NSR, ONR, and ASYS)
is evaluated with the standard metrics for reporting the shock advisory performance in
AEDs [84] in terms of sensitivity (Se) and specificity (Sp):

Se = 100.
TP

TP + FN
, % Sp = 100.

TN
TN + FP

, % (4)

where true positives (TPs) and true negatives (TNs) are the correctly detected Sh and NSh
cases, respectively, while false positives (FPs) count the NSh classified as Sh and false
negatives (FNs) accumulate the Sh cases that were recognized as NSh.

2. Resource efficiency metrics:

• Execution time (Inference latency): Represents the total time taken by the microcon-
troller to execute all DNN operations in the end-to-end ECG diagnostic workflow.
This includes processing the input—a 10 s ECG segment—and generating the corre-
sponding output, which is the VF detection probability.

• Model size (flash memory usage): Represents the storage space required to deploy
the DNN model on the microcontroller’s flash memory impacting how efficiently the
model fits within the available memory constraints.

• Microcontroller memory usage: Represents the static RAM (SRAM) used for temporary
storage during inference (e.g., input/output tensors, intermediate activations), or the
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Synchronous Dynamic RAM (SDRAM) used as external memory for larger datasets or
computations when internal SRAM capacity is insufficient.

• Energy consumption: Represents the power consumed by the microcontroller board
during the execution of a DNN model over time (t), calculated as follows:

E = U.I.t, (5)

where the current (I) and voltage (V) are measured with a commercial USB current volt-
age tester, providing a precision of 0.01 A and 0.01 V, respectively. The tester is con-
nected between the USB power supply and the microcontroller board to monitor power
consumption accurately.

3. Results
3.1. Optimization of Quantized LiteRT DNN Models Using Representative Datasets

The platform for quantization of LiteRT DNN Models is a GPU-based workstation
with Intel i5-2300 CPU @ 2.80 GHz, 24 GB RAM, NVIDIA GeForce RTX 3080-12 GB GPU,
running Windows 10 OS (64-bit) and Python 3.8.18 with installed libraries including
TensorFlow 2.10.0.

One of the main issues in the development phase is the time required for post-training
quantization to produce the final product—a quantized LiteRT DNN model ready for
deployment on the microcontroller. Figure 6 summarizes all measurements for the post-
training quantization times of both IntQ and Full-IntQ models, which were observed to
be linearly dependent on the RDS size. For RDS sizes of up to 1000 ECG recordings, the
quantization process is relatively fast, requiring between 17 s and 20 s. However, when the
LiteRT conversion uses the total calibration dataset (over 4300 samples), the post-training
quantization time increases to 34 s for Full-IntQ and 37 s for IntQ. Notably, IntQ models are
slower because they require additional time for internal conversion of input/output data
from float32 to int8 for inner activations, whereas Full-IntQ models handle input/output
conversion externally as int8, avoiding internal conversions.
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(Full-IntQ) quantized LiteRT models as a function of the representative dataset size (RDS = 10, 20,
40, 80, 120, 160, 200, 250, 300, 350, 400, 500, 1000, and 4306 ECG recordings) selected from the
calibration dataset.

Given that the RDS is limited and includes only specific cases from the calibration
dataset, a critical challenge in post-training quantization is to ensure the optimal RDS
content. Figure 7 illustrates three distinct RDS configurations achieved through different
selection strategies. The random selection strategy (1st column) creates an RDS dominated
by the predominant rhythm in the calibration dataset (70% ASYS). The rhythm-based selec-
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tion strategy (2nd column) ensures RDS with a balanced rhythm composition (30% NSR,
30% ONR, 20% ASYS, 20% VF). Finally, the amplitude-based selection strategy (3rd column)
enables the collection of low-amplitude ASYS with RMS < 100 µV (20%), extreme-amplitude
noises with RMS > 1000 µV (20%), and normal-amplitude ECGs within the RMS range of
100–1000 µV (60%).
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Figure 7. Examples of representative datasets (RDSs), including 10 ECG recordings from the calibra-
tion dataset and selected by the defined 3 RDS selection strategies: random selection (1st column),
rhythm-based selection (2nd column), and amplitude-based selection (3rd column). VF: ventricular
fibrillation; NSR: normal sinus rhythm; ONR: other non-shockable rhythm; ASYS: asystole; RMS:
root mean square value of the ECG amplitude.

There are apparent differences between the example RDS configurations shown in
Figure 7, which are hypothesized to have varying impacts on the quantization error, defined
as MAE(pVF) in Equation (3). The error is measured using the validation database, with
statistical conclusions drawn from generalizations across 100 random RDS configurations
for each size, as shown in Figure 8. Distributions with a wider min–max range indicate a
greater influence of the RDS content on the quantization error. Notably, wide distributions
are observed in the quantization of IntQ LiteRT models with limited RDS size ≤40 and
most Full-IntQ LiteRT models, presenting quantization error span from 0.6% to over 4%.
These findings highlight the importance of carefully optimizing RDS content.

From the 100 quantized models per RDS size in Figure 8, RDS optimization identifies
the best representative with the lowest quantization error for each size. MAE(pVF) of
all best models is compared in Figure 9. Both quantized LiteRT versions are identified
as optimal at an RDS size of 80 using the random RDS generator, achieving MAE(pVF)
values of 0.6% for IntQ and 0.7% for Full-IntQ. Other RDS generation strategies, such as
rhythm-based strategies, appear equally effective, while amplitude-based strategies are
less effective. A consistent trend of increasing quantization error is observed as RDS size
grows, with the maximal error (about 2%) occurring when the entire calibration dataset is
used for RDS.
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Figure 8. Statistical analysis of MAE (pVF) in function of the representative dataset (RDS) for
two types of quantized LiteRT DNN models: IntQ (top) and Full-IntQ (bottom). MAE(pVF) density
distributions (violin plots) are calculated on the validation database for 100 LiteRT DNN models
quantized with each RDS size (13 sizes, including from 10 to 1000 training ECG recordings) and three
RDS selection methods (random, rhythm-based, and amplitude-based). The validation MAE(pVF) for
a LiteRT DNN model quantized on the total calibration database (4306 ECG recordings) is provided
as a reference (on right).
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of Figure 7. The selected best quantized models (RDS = 80 ECG recordings by random selection)
are highlighted.
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3.2. Resource Efficiency Metrics

Table 3 provides a comprehensive summary of the restrictions associated with de-
ploying DNN models on resource-constrained hardware. It presents data on model sizes,
microcontroller memory usage, execution times, and energy consumption for both non-
quantized and quantized LiteRT models, evaluated on their respective target microcon-
troller platforms—Raspberry Pi 4 (Python 3.7.3, Tensor Flow Lite Runtime 2.8.0) and
STM32F7 (STM32CubeIDE 1.17.0, Lite RT library for microcontrollers [86]). For compar-
ison, the resource metrics for executing the original TF DNN model on the GPU-based
design platform (as described in Section 3.1) are also included. All models are evaluated
using the ECG recordings from the test dataset.

Table 3. Evaluation of resource efficiency for executing DNN models across three platforms: a GPU-
based workstation, a Raspberry Pi 4, and STM32F7 microcontrollers. Execution time is reported as
mean value ± standard deviation for all ECG recordings in the test database. Energy consumption is
measured based on power usage during the mean execution time. NA: not available or not applicable
for GB-sized RAM memories in PC workstation and Raspberry Pi 4. ERR: error message by the
debugger “Hybrid models are not supported on Lite RT for microcontrollers [86]”.

Model Size
(Flash)

SRAM
Usage

SDRAM
Usage

Execution
Time

Energy
Consumption

TensorFlow DNN model in GPU-based workstation
TF DNN model 149,452 Bytes NA NA 1.007 ± 0.147 ms NA

LiteRT DNN model in Arm-based microcontroller (Raspberry Pi 4)
Non-Quantized 40,372 Bytes NA NA 1.064 ± 0.025 ms 3.91 mJ

C++ LiteRT DNN models in Arm-based microcontroller (STM32F7)

Non-quantized 40,372 Bytes 234,476 Bytes
(44.72% *)

202,860 Bytes
(2.44% #) 4824 ± 0.612 ms 4592 mJ

DynQ 20,712 Bytes ERR ERR ERR ERR

IntQ 20,424 Bytes 214,528 Bytes
(40.92% *)

54,956 Bytes
(0.66% #) 615.7 ± 0.468 ms 586 mJ

Full-IntQ 20,120 Bytes 214,224 Bytes
(40.86% *)

54,804 Bytes
(0.66% #) 614.6 ± 0.483 ms 585 mJ

*: % of available SRAM memory of 512 kB; #: % of available SDRAM memory of 16 MB.

We note that dynamic range quantization of the LiteRT DNN model was successfully
performed via LiteRT converter on the development platform. However, attempting to
deploy the C++ LiteRT DynQ model on the STM32F7 microcontroller resulted in an error
caused by the LiteRT library for microcontrollers [86], as it does not currently support
hybrid models. As a result, data on SRAM/SDRAM usage and execution time for this
model could not be reported in Table 3. It is worth noting that future versions of the
LiteRT library for microcontrollers may potentially include support for hybrid models in
STM32F7 microcontrollers.

3.2.1. Model Size (Flash Memory Usage)

According to Table 3, the original TF DNN model has a size of approximately 150 kB.
After LiteRT conversion, the model size is reduced by 3.75 times to about 40 kB, requir-
ing minimal free memory on the Flash card. This reduction enables the execution of
non-quantized models on both the Raspberry Pi 4 and STM32F7 microcontroller boards.
Further quantization, achieved by using 8-bit integer weights instead of 32-bit floating-
point weights (Table 1), doubles the size reduction, shrinking the model to approximately
20 kB. This optimization facilitates deployment on memory-constrained microcontrollers.
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3.2.2. Microcontroller Memory Usage

In Table 3, SRAM/SDRAM memory usage is evaluated exclusively for LiteRT DNN
models deployed on the STM32F7 microcontroller, as the Raspberry Pi 4 utilizes only a
negligible portion of its ample 8 GB SDRAM capacity. The non-quantized LiteRT DNN
model occupies 235 kB of SRAM (45% of the 512 kB available) and 203 kB of SDRAM (2.5%
of the 16 MB available) on the STM32F7 microcontroller. In comparison, the quantized IntQ
and Full-IntQ LiteRT models require almost the same amount of SRAM—214 kB (41% of
512 kB)—but considerably less SDRAM, consuming only 55 kB (0.66% of 16 MB) due to the
use of int8 data.

3.2.3. Execution Time (Inference Latency)

The Raspberry Pi 4 board executes the non-quantized LiteRT DNN with a mean latency
of less than 1.1 ms, comparable to the performance of the GPU-based development platform
running the TensorFlow DNN. While the standard deviation of latency is negligible on
both platforms, it is approximately six times higher on the GPU-based platform, likely due
to task overhead from the Windows OS.

When the non-quantized LiteRT DNN is deployed on the STM32F7 microcontroller,
the process for analysis of 10 s ECG rhythm takes over 4.8 s. This inference latency exceeds
the data collection period by nearly 50%, limiting real-time applications. However, after
LiteRT DNN quantization, this latency is significantly reduced to approximately 615 ms for
both IntQ and Full-IntQ models. The small standard deviation of less than 0.5 ms indicates
that the analysis process inside CNN is stable and unaffected by variations in the input
signal or the rhythm being analyzed. This stability is crucial for ensuring a reliable real-time
decision-making process without unexpected delays, under real-life conditions involving
diverse rhythm variations and artifacts.

3.2.4. Energy Consumption

On the Raspberry Pi 4 board, current and voltage consumption are measured as
I = 0.43 A, U = 5.24 V in idle mode and I = 0.7 A, U = 5.24 V during the execution of the
LiteRT DNN model. This corresponds to an increase in power consumption of 1.42 W
(2.25 W in idle mode vs. 3.67 W during execution), which can be attributed to the simulta-
neous activation of up to four processor cores during DNN analysis. Considering that the
mean execution time is 1.064 ms, the total energy consumption of the Raspberry Pi 4 board
for model execution is estimated at 3.91 mJ (Table 3).

For the STM32F769IDISCOVERY kit (including additional consumption from indi-
cator LEDs and microcontroller dedicated for ST-Link connection), current and voltage
consumption remains unchanged between idle mode and DNN execution, measured at
I = 0.2 A, U = 4.76 V, resulting in a power consumption of 0.952 W. This is due to the single-
core architecture, where the processor operates at a fixed clock frequency, maintaining
relatively equal power consumption regardless of the executed instructions. Considering
the model-specific mean execution times, the energy consumption is 4592 mJ for the non-
quantized model and about 585 mJ for both quantized models (Table 3). This indicates that
quantization reduces energy consumption for DNN execution by about 7.85 times.

3.3. Accuracy Metrics

Table 4 presents the shock advisory performance of all DNN models for the detection
of four rhythm categories, evaluated in terms of Sp (NSR, OR, Asystole) and Se (VF) on
the test dataset. The accuracies presented in the first column correspond to the original TF
DNN model tested on the GPU-based platform, which we found to be identical to those of
the non-quantized LiteRT DNN models running on both the Raspberry Pi 4 and STM32F7
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microcontroller boards. This is due to the fact that non-quantized LiteRT models retain full
model precision. After quantization, a slight increase in Sp (NSR) is observed for the IntQ
model and in Sp (ASYS, ONR) for the Full-IntQ models, while Se (VF) remains consistent
across all tested models.

Table 4. Test accuracy performance of all DNN models investigated in this study, according to the
test scheme in Figure 5. The accuracy of the TF DNN model (reference) and non-quantized LiteRT
DNN models running on Raspberry Pi 4 and STM32F7 microcontroller boards are shown in the
first column, yielding identical results. The results for the quantized LiteRT DNN models (IntQ and
Full-IntQ) running on the STM32F7 microcontroller are presented in the second and third columns.

TF DNN (Reference) LiteRT DNN (Quantized)
LiteRT DNN

(Non-quantized) IntQ Full-IntQ

Normal sinus rhythm (Specificity) 99.60% (246/247) 100% (247/247) 99.60% (246/247)
Other non-shockable rhythms (Specificity) 98.85% (2241/2267) 98.85% (2241/2267) 98.94% (2243/2267)

Asystole (Specificity) 99.54% (4533/4554) 99.54% (4533/4554) 99.74% (4542/4554)
Ventricular fibrillation (Sensitivity) 98.55% (408/414) 98.55% (408/414) 98.55% (408/414)

The performance presented in Table 4 can be further analyzed in detail in Figure 10,
which shows the DNN output observations, specifically pVF, for the test dataset. As the
regression scatterplots represent overlapping data points, the histograms are important to
show the real data distributions (number of observations). The histograms for ventricular
fibrillation reveal that the quantization limits the maximal pVF range to 0.95 (IntQ model)
and 0.9 (Full-IntQ model). Nevertheless, this has no effect on performance, given that a
rhythm is classified as ventricular fibrillation at a threshold of pVF ≥ 0.5. Additionally, the
scatterplots in Figure 10 highlight all cases where the decisions of the original TF DNN
model differ from those of the quantized LiteRT DNN models (IntQ and Full-IntQ).

The analysis of the inverse decisions of the IntQ model (Figure 10, top) is as follows:

• NSR—A single TN decision differs from the TF DNN model’s decision, resulting in a
0.4% increase in Sp for NSR.

• ONR—One TN and one FP decision differ from the TF DNN model’s output. These
inverse decisions balance each other, leaving the Sp for ONR unchanged.

• ASYS—Two TN and two FP decisions diverge from the TF DNN model’s out-
put. As with ONR, these inverse decisions balance each other, keeping the Sp for
ASYS unchanged.

• VF—No inverse decisions are observed, and Se remains unchanged.

The analysis of the inverse decisions of the Full-IntQ model (Figure 10, bottom) is
as follows:

• NSR—No inverse decisions are observed, and Sp remains unchanged;
• ONR—Two TN decisions deviate from the TF DNN model’s output, resulting in a

0.1% increase in Sp for ONR;
• ASYS—Nine TN decisions deviate from the TF DNN model’s output, contributing to

a 0.2% increase in Sp for ONR;
• VF—No inverse decisions are observed, and Se remains unchanged.
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Figure 10. Observations of pVF output of TF DNN (reference) vs. quantized LiteRT DNN (IntQ
on top and Full-IntQ on bottom) in the test dataset, illustrating the performance results in Table 4
for pVF threshold = 0.5. Observation points are presented as scatter plots and histograms for four
rhythms: normal sinus rhythm, other non-shockable rhythms, asystole, and ventricular fibrillation.

Figure 11 presents an overview of representative signals that result in inversed clas-
sification outcomes for the quantized LiteRT DNN (IntQ and Full-IntQ) compared to the
reference TF DNN model. These signals often exhibit complex, non-trivial rhythms, some-
times accompanied by artifacts, which pose challenges for any VF detection algorithm.
Above each example, the pVF estimations are displayed (TF DNN → quantized LiteRT
DNN), revealing that the IntQ model’s pVF output shows differences within the range
of 0.03–0.05, corresponding to up to 10% of the pVF threshold. In contrast, the Full-IntQ
model demonstrates larger deviations, ranging from 0.06 to 0.41, reaching up to 80% of the
threshold. Despite these deviations, the cases with inversed classification outcomes are
negligible for the test dataset—0.1% (7/7482 for IntQ and 11/7482 for Full-IntQ).
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quantized LiteRT DNN (IntQ on left and Full-IntQ on right) based on a decision threshold pVF = 0.5.
The cases are highlighted in Figure 10.

4. Discussion
This study provides positive evidence for deploying deep neural networks on con-

ventional microcontrollers, considering that DNNs have the potential to improve rhythm
analysis for ventricular fibrillation detection in stand-alone AED devices. By implementing
a quantization strategy, we enable low-resource microcontrollers to execute deep CNN
models, achieving accurate shock-advisory results on cardiac arrest ECG data (Se = 98.6%,
Sp = 99.5%) with internal computation latencies that can be reduced from 4.8 s to 0.6 s,
thereby ensuring real-time operational capability.

While numerous advanced deep CNN models have shown excellent performance in
rhythm classification, particularly when prospectively tested on OHCA databases using
powerful GPU-based development platforms [65–73], such analyses are often restricted to
offline operating modes. Although effective in controlled environments, these DNN models
are typically regarded as impractical for real-life clinical applications due to their reliance
on high computational resources and limited consideration of the constraints imposed
by embedded systems. This study shows that deep learning models can run on limited-
resource hardware, opening the door for their integration into real-world AED devices.
Particularly, we investigate two popular types of ARM-based microcontrollers (Raspberry
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Pi 4 and STM32F7), which feature high and low levels of computational capabilities,
respectively, that can be of certain interest to different developers.

The powerful Raspberry Pi 4 microcontroller is fully supported by embedded software
libraries in Python and TensorFlow Lite, allowing it to directly execute converted LiteRT
models without the need for additional design efforts, such as post-training quantiza-
tion or addressing performance degradation concerns. In our tests, a directly converted
LiteRT DNN running on the Raspberry Pi 4 replicates the accuracy of the reference TF
DNN model (Table 4) and achieves a fast and highly reproducible inference time of just
1.064 ± 0.025 ms, comparable to the execution time on the GPU-based development plat-
form (Table 3). While the Raspberry Pi 4 demonstrates significant advantages for running
DNNs, several limitations might be considered when evaluating its suitability for integra-
tion into AEDs—compact, battery-operated devices that demand high reliability during
emergencies and extended standby periods. These limitations include high power con-
sumption (2.25 W in idle mode, 3.67 W during DNN model execution); large physical size;
need for cooling; a Linux operating system not optimized for responsiveness during critical
situations; additional protective measures required to withstand extreme temperatures,
humidity, and vibrations; and increased costs for peripheral components and adaptations
to meet medical device compliance and stringent regulatory standards for AEDs. For
these reasons, simpler, low-power, real-time microcontrollers, such as STM32 or similar
ARM-based chips are typically preferred in AED designs.

The low-power STM32F7 microcontroller running the same LiteRT DNN model as
Raspberry Pi 4 in this study presented considerable inference latency of over 4.8 s (Table 3),
which adds almost 50% to the 10 s data collection period, limiting real-time applications.
This underscores that running DNNs on the STM32F7 microcontroller without reducing
computational complexity is not viable for real-time processing. We found that simple
dynamic range quantization, which does not require external resources such as a calibration
dataset, is not applicable to the STM32F7 microcontroller. This limitation arises because the
current version of the LiteRT library for microcontrollers does not support hybrid models.
Therefore, integer post-training quantization with the use of a calibration dataset is the
next solution level. The quantization process itself is efficient, requiring approximately
37 s on a conventional GPU-based platform to process a calibration dataset of around
4300 samples, with negligible quantization time differences between integer and full-
integer quantization methods (Figure 6). However, our findings reveal that using the
entire calibration dataset results in a quantization error of approximately 2%, which is not
optimal (Figure 8). Consequently, additional design time is necessary to identify the optimal
selection of representative data from the calibration dataset, specifically determining both
the RDS size and content that can minimize quantization error. In this study, we evaluate
three practical strategies for RDS selection based on randomness, rhythm type, and ECG
amplitude (Figure 7), using an extended set of 1300 RDS configurations for each strategy.
As shown in Figure 8, no significant differences are observed between the RDS selection
strategies in terms of the provided min–max ranges for the quantization error MAE(pVF).
Nevertheless, Figure 9 reveals that the random RDS selection consistently achieves minimal
error. For integer quantization, a single randomly selected RDS with a size ranging from 80
to 1000 cases produces errors between 0.6% and 1.8% (Figure 8, top). Interestingly, smaller
RDS sizes closer to 80 samples consistently result in lower minimal errors (Figure 9, left).
In contrast, full-integer quantization presents a broader error range, spanning from 0.7% to
4.5% (Figure 8, bottom), although the minimal error is similarly achieved with an RDS size
of 80 samples (Figure 9, right).

Table 4 reveals that both non-quantized and quantized LiteRT DNNs reproduce the
shock advisory accuracy of the reference TF DNN model, generalized for a large test set
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with 7482 ECGs from OHCA interventions. All DNN models definitively fulfil the AHA
performance goals for arrhythmia analysis algorithms in AEDs [84], presenting Se = 98.6%
for VF (goal >90%), Sp = 99.6–100% for NSR (>99%), Sp = 98.9% for ONR (>95%), and
Sp = 99.5–99.7% for asystole (>95%). As illustrated in Figure 10, the IntQ and Full-IntQ
models present only 7 and 11 cases (0.1% of total test dataset) with inversed shock-advisory
decisions, respectively. Reviewing these cases in Figure 11 reveals ECG signals with various
morphologies, including tall T-waves, or rapid heart rate, or low and wide QRS complexes,
or asystoles with low- and high-amplitude noises, all of which can present a challenge to
any VF detection algorithm.

To the best of our knowledge, the only study that has validated a CNN model
for VF detection on the hardware of an AED for which it was specifically designed
is by Shen et al. (2023) [74] (see Table 5 for details). This study reported comparable
shock advisory accuracy evaluated under specific embedded system constraints (Se = 98%,
Sp = 100%), giving a result within 383 ± 29 ms after processing a 7 s raw ECG signal
sampled at 300 Hz. Notably, this is about 1.6 times faster than the execution time of our low-
resource ARM Cortex-M7 microcontroller (615 ± 0.5 ms for processing of 10 s ECG input),
although both CNN implementations support almost real-time shock advisory feedback
within 5–6% of the data collection time. Execution time variations are likely attributable to
differences in the hyperparameters of the pre-trained CNN models. Although both models
include five convolutional layers with a comparable number of filters, the kernel sizes
differ (10 in this study vs. 3 in [74]), resulting in approximately 2.3 times more parameters
in our model (7521 vs. 3200 as inferred from the network description in [74]). A similar
impact of the total amount of trainable parameters, combined with the influence of different
activation functions in DNNs, has been reported by Huber et al. [87]. Furthermore, [74]
does not provide details for the steps of implementing the CNN model in the AED, making
it unclear whether the original model was quantized or how quantization might have
influenced both accuracy and resource efficiency metrics.

Table 5. Comparison of microcontroller-embedded CNN models for the detection of ventricular
fibrillation. The information from Shen et al. [74] is presented as interpreted from the original article
and its supplementary material.

This Study (Full-IntQ) Shen et al. (2023) [74]

Test platform:
Microprocessor
On-chip flash

SRAM

32-bit @ 216 MHz
2 MB

512 kB

32-bit @ 200 MHz
2 MB

512 kB

DNN model:
Input: one-lead ECG 1250 samples (10 s @ 125 Hz) 2100 samples (7 s @ 300 Hz)

CNN layers 5 5
Filters {20, 15, 15, 10, 5} 16 per layer (average)

Kernel size 10 3
Activation ReLU Leaky ReLU

Max-pooling layers 5 5
Output: one unit sigmoid activation SoftMax activation

Performance metrics:
Sensitivity 98.6% (408/414) 98.0% (350/357)
Specificity 99.5% (7031/7068) 100% (648/648)

Execution time 614.6 ± 0.483 ms 383 ± 29 ms

The resource efficiency metrics for all models optimized in this study (LiteRT DNN,
IntQ, Full-IntQ) are compared with those reported in other published studies addressing
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ECG processing models implemented on ARM-based platforms (Table 6). It is important
to note that these comparisons are made under varying conditions in terms of model
complexity and test platforms. The referenced studies primarily utilize CNN architectures
with different number of convolutional blocks (comprising convolution and max or average
pooling layers): one block in [7], four blocks in [58], five blocks in this study, and seven
blocks in [57]. Additionally, [59] employs a combination of a convolutional layer and
four residual blocks. Variations also exist in input size, which depends on the specific
application, e.g., ranging from 64 samples for a single heartbeat classification in [7] up
to 1250 samples for short-term arrhythmia detection in this study. Therefore, the data
presented in Table 6 should be interpreted as providing a general impression of the ranges
within which the evaluated metrics vary. These differences in architecture, input size, and
application context preclude direct comparisons of the models’ efficiency when deployed
on different edge devices.

Table 6. Comparison of model size, memory usage, and execution time for various DNNs with
convolutional architectures implemented on ARM-based platforms for ECG processing. NA: not
available or not applicable; QAT: quantization-aware training.

Model Input TEST
PLATFORM Model Size SRAM Usage Execution Time

CNN for VF
detection

(this study)

1250 samples
(10 s @ 125 Hz)

Raspberry Pi 4
board based on

ARM Cortex-A72
LiteRT DNN

model 40 kB NA 1 ms

CNN for
heartbeat

classification [7]

64 samples
(0.5 s @ 128 Hz)

Raspberry Pi 3
board based on

ARM Cortex-A53
QAT model
IntQ model

Full-IntQ model

27 kB
14 kB
15 kB

12–24 MB *#

21 MB *
12–24 MB *#

1 ms
0.65 ms
0.67 ms

CNN for VF
detection

(this study)

1250 samples
(10 s @ 125 Hz)

STM32F7 board
based on ARM

Cortex-M7
IntQ model

Full-IntQ model
20 kB
20 kB

214 kB
214 kB

616 ms
615 ms

CNN for
heartbeat

classification [58]

140 samples
(0.56 s @ 250 Hz)

STM32L475
board based on

ARM Cortex-M4
36 kB NA 127 ms

CNN for
arrhythmia

detection [57]

640 samples
(6 s @ 107 Hz)

nRF52832 SoC
based on ARM

Cortex-M4
196 kB 9 kB 379 ms

MobileNetV2 for
arrhythmia
detection,

optimized for
size and

speed [59]

1000 samples
(10 s @ 100 Hz)

nRF52840 SoC
based on ARM

Cortex-M4
149–177 kB 157 kB 298–480 ms

* The total memory usage in [7] is reported for the model and test database loaded together. # Range of values
obtained for different model settings.

In Table 6, the published model sizes range from 14 kB to 177 kB, with our IntQ and
Full-IntQ models (20 kB) being comparable to the smallest sizes reported in [7]. These sizes
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are well-suited for deployment on resource-constrained STM boards with 1–2 MB of flash
memory [80,88] and nRF52 SoCs with 0.5–1 MB of flash memory [89,90].

The SRAM usage for DNN models with a raw single-lead ECG input ranges from
9 to 214 kB, as reported in [57,59] and this study. The 214 kB SRAM usage observed in
this study is comparable to the 157 kB reported in [59], especially when considering the
difference in input sizes (1250 samples in this study vs. 1000 samples in [59]). The SRAM
usage in [57] is remarkably low, however, reported for a few specific allocations: 0.8 kB
for GRU gates and hidden states, 4 kB for convolution buffers, and two 2 kB arrays for
convolution activations. In contrast, the significantly higher SRAM usage of 12–24 MB
reported in [7] can be attributed the additional storage of the entire test dataset, which
includes approximately 50,000 heartbeats, alongside the model itself.

In Table 6, the execution time varies significantly depending on the test platform, with
models implemented on Raspberry Pi single-board computers achieving execution times
of no more than 1 ms. In contrast, execution times on STM32 boards and nRF52 SoCs range
from 298 to 616 ms. The execution times reported in [57,59] and this study (480 ms, 379 ms,
and 615 ms, respectively) are comparable, taking into account the differences in input sizes
(1000, 640, and 1250 samples, respectively).

The presented workflow and experimental results for TF to LiteRT conversion
and quantization demonstrate the feasibility of deploying a pre-trained DNN with a
fully convolutional architecture on ARM-based microcontrollers. Expanding this ap-
proach to support other neural architectures, such as those incorporating recurrent layers
(e.g., long short-term memory or gated recurrent units) or others is a potential direction for
future investigations.

5. Conclusions
This study makes a significant contribution to the application of neural networks for

VF detection in AEDs by presenting a methodological workflow for the efficient deployment
of pre-trained DNN models across diverse hardware platforms. This approach enables their
practical use in OHCA scenarios where computational resources are inherently limited.

A high-performance TensorFlow CNN model trained for VF detection on a GPU-
based workstation was successfully converted into a LiteRT model with a compact size
of 40 kB and deployed on a Raspberry Pi 4 microcontroller. The LiteRT model achieves
the same high accuracy as the original TensorFlow DNN model on a very large cardiac
arrest ECG test set (Se = 98.6% for VF, Sp = 99.5% for asystole, Sp = 99.6% for normal sinus
rhythms, Sp = 98.9% for other non-shockable rhythms) while delivering a rapid and highly
reproducible inference time of 1.064 ± 0.025 ms—comparable to the GPU platform.

Further optimization was achieved by quantizing and calibrating the LiteRT model
using representative datasets with diverse sizes and content. This process included
3 × 1300 calibration tests, incorporating between 40 and 4000 cardiac arrest ECG sig-
nals, ensuring robust performance across varied scenarios. The optimization process
resulted in two lightweight, integer-based models (IntQ and Full-IntQ) that are specifi-
cally tailored for resource-constrained hardware, such as the STM32F7 ARM Cortex-M7
microcontroller. These models, with sizes of 20 kB and 214 kB SRAM usage and infer-
ence times of 615 ± 0.5 ms, reproduce the accuracy of the original TensorFlow model
(Se = 98.6%, Sp = 99.3–99.5%). Notably, quantization reduces the energy consumption of
DNN model execution by approximately 7.85 times, significantly enhancing the longevity
of edge-computing devices in real-world deployments.

The demonstrated resource efficiency enables the deployment of these quantized
LiteRT models on a wide range of edge devices with stringent flash memory and SRAM
constraints. Moreover, their high accuracy supports reliable and real-time VF detection in
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AEDs, contributing to improved patient outcomes in critical OHCA scenarios. This study
underscores the potential of optimized DNN models for advancing the functionality and
accessibility of life-saving medical devices.
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