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Abstract: Given that rotating machinery is one of the most commonly used types of mechan-
ical equipment in industrial applications, the identification of its health status is crucial for
the safe operation of the entire system. Traditional equipment health status identification
mainly relies on conventional single-modal data, such as vibration or acoustic modalities,
which often have limitations and false alarm issues when dealing with real-world operating
conditions and complex environments. However, with the increasing automation of coal
mining equipment, the monitoring of multimodal data related to equipment operation
has become more prevalent. Existing multimodal health status identification methods are
still imperfect in extracting features, with poor complementarity and consistency among
modalities. To address these issues, this paper proposes a multimodal joint representation
learning and residual neural network-based method for rotating machinery health status
identification. First, vibration, acoustic, and image modal information is comprehensively
utilized, which is extracted using a Gramian Angular Field (GAF), Mel-Frequency Cepstral
Coefficients (MFCCs), and a Faster Region-based Convolutional Neural Network (RCNN),
respectively, to construct a feature set. Second, an orthogonal projection combined with
a Transformer is used to enhance the target modality, while a modality attention mecha-
nism is introduced to take into consideration the interaction between different modalities,
enabling multimodal fusion. Finally, the fused features are input into a residual neural
network (ResNet) for health status identification. Experiments conducted on a gearbox test
platform validate the proposed method, and the results demonstrate that it significantly
improves the accuracy and reliability of rotating machinery health state identification.

Keywords: multimodal joint representation learning; feature set construction; transformer;
residual neural network; health state identification

1. Introduction
Rotating machinery health status assessment is a key factor for the safe operation of

equipment [1,2]. Once a fault occurs, it is often difficult to quickly identify the specific
cause, which may lead to equipment damage, downtime, and production halts, resulting
in economic losses or even major accidents that threaten workers’ safety. As a crucial
aspect of fault prediction and health management, health status assessment enables the
accurate and timely evaluation of a machine’s current degradation state and prediction of
its remaining useful life, ensuring operational safety. This not only directly improves the

Appl. Sci. 2025, 15, 4049 https://doi.org/10.3390/app15074049

https://doi.org/10.3390/app15074049
https://doi.org/10.3390/app15074049
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://doi.org/10.3390/app15074049
https://www.mdpi.com/article/10.3390/app15074049?type=check_update&version=1


Appl. Sci. 2025, 15, 4049 2 of 19

working efficiency of mechanical equipment but also indirectly reduces maintenance costs
through early warnings. Therefore, researching health status identification methods for
rotating machinery is of great practical significance for enhancing its operational reliability
and stability.

Currently, health state identification methods can be broadly categorized into three
main types: knowledge-based, model-driven, and data-driven approaches. Knowledge-
based methods are applied in systems where model development is challenging or where
nonlinearity is significant. These methods rely on theoretical knowledge and expert ex-
perience for state assessment. Prominent techniques include expert systems (ESs) [3,4],
fault tree analysis (FTA) [5–7], the analytic hierarchy process (AHP) [8], and fuzzy com-
prehensive evaluation [9,10]. Although these methods provide a comprehensive system
evaluation with strong interpretability and relatively simple operation, they are limited
to qualitative analysis, are highly subjective, and lack generalizability. Furthermore, they
exhibit low levels of digitization and intelligence, resulting in generally lower accuracy.
The core idea of model-driven methods is to develop performance degradation models
based on physical and chemical principles or operational data analysis to characterize
the system’s health state. These methods rely on analyzing mechanical system opera-
tions and fault mechanisms to construct models that describe equipment performance
degradation, facilitating health state assessment. Common techniques include the cloud
center of gravity method [11], mechanism-based modeling [12,13], and state estimation
approaches [14–16]. Although these approaches provide relatively accurate assessment
results, they involve complex modeling processes, high operational costs for large and
intricate machinery, and challenges in model validation and practical implementation.
Additionally, they exhibit poor adaptability and generalization capabilities. To overcome
the limitations of knowledge-based methods, which require extensive prior knowledge,
and model-driven methods, which struggle with complex mathematical degradation mod-
eling, the use of data-driven health state identification methods has gained significant
attention [17]. Researchers have primarily concentrated on the two aspects outlined below.

Research on Single-Modality Feature Extraction for Equipment Operational State. Ong
P [18] proposed a one-dimensional deep convolutional neural network (1D-DCNN), which
directly learns features from vibration signals to identify the various health conditions of
gears. Similarly, Singh M K [19] employed efficient machine learning techniques to extract
acoustic features from sound data related to the operational state of automotive gearboxes,
thereby developing a systematic approach for gearbox state identification. In a different
approach, Park J [20] introduced a feature extraction method based on time–frequency
image data, representing both the time and frequency information of signals through
two-dimensional time–frequency images. Additionally, Kong Yun [21] proposed a novel
Sparse-Assisted Intelligent Recognition method, which utilizes prior knowledge of shift-
invariance prediction. Through the application of an overlapping segmentation strategy,
class-specific dictionaries were designed to exploit both local and non-local features in
data segmentation, ultimately enabling health state identification through a sparsity-based
diagnostic approach. Furthermore, Storti Gustavo Chaves [22] developed an automatic
recognition algorithm to extract structural state information from rotating machinery
foundation systems under various operating conditions, including ramp-up (accelerated
shaft rotation). This algorithm integrates Operational Modal Analysis (OMA), hierarchical
clustering, and k-means clustering to automatically identify stable states. In another
study, Fan H [23,24] converted vibration signals into gray texture images and explored
intelligent fault diagnosis methods for rotor-bearing systems in motors with variable
working conditions, focusing on improving model generalization and reducing model
complexity. Through the enhancement of the CNN model and introduction of AdaBN, the



Appl. Sci. 2025, 15, 4049 3 of 19

transfer diagnosis of the motor rotor-bearing system from known to unknown conditions
was successfully conducted. Through techniques such as adaptive activation, classifier
structure optimization, and multi-scale feature extraction, the accurate diagnosis of the
motor rotor-bearing system was achieved while reducing model parameters and FLOPs.

Research on Multimodal Feature Extraction for Equipment Operational State. Babak
V [25] presented a comprehensive mathematical framework for the analysis and diagnostic
application of vibration and acoustic emission (AE) signals in electrical equipment (EE).
Key contributions include the establishment of a vibration model that simulates the multi-
resonant system’s response to generating impulses, reflecting the dynamics of rolling
bearings, and a model for AE that integrates continuous and discrete signal components.
Ma Y [26] addressed the issue of inadequate modality representation and insufficient
exploration of intrinsic characteristics by proposing a multimodal neural network model.
After a two-dimensional modal transformation of time-domain signals was performed,
an information fusion mechanism was introduced that combines a continuous wavelet
transform with symmetric point diagrams, resulting in a two-level information fusion-based
multimodal CNN architecture. Babak V [27] provided effective tools and theoretical support
for assessing equipment conditions by establishing mathematical models and identification
methods for vibroacoustic signals and utilizing the Pearson curve system to statistically
analyze vibroacoustic signals from power industry objects. Similarly, Wu Z [28] proposed an
end-to-end, deep clustering-based health state identification method for rotating machinery
using multimodal fusion, specifically designed to handle completely unlabeled application
scenarios. In another approach, Cao X [29] introduced a multimodal recognition method
that combines vibration signals with thermal images. This method leverages thermal
imaging technology to intuitively capture thermal changes during gearbox operation
and integrates vibration signals to provide a comprehensive reflection of state features.
Tong J [30] developed a rotating machinery health state identification method based on
multimodal information fusion and coordinate attention mechanisms. By integrating
information at the data, feature, and decision levels, the method enhances the accuracy of
state identification. Furthermore, Cui J [31] designed an end-to-end, multi-task, multimodal
fusion network (M2FN) for intelligent state diagnosis. This approach extracts discriminative
features from multimodal data to achieve accurate and reliable diagnoses. Lastly, Xu Y [32]
proposed a collaborative fusion convolutional neural network. This method incorporates a
multi-scale shrinkage denoising module to extract hierarchical, modality-specific features
from different modalities. Additionally, a central fusion module was introduced to explore
intrinsic correlations and integrate crossmodal features. An online label-smoothing training
strategy was also employed to reduce overfitting and improve classification performance.

The methods discussed above have spurred notable progress in mechanical equip-
ment health state identification. However, they still exhibit several limitations. First, the
construction of feature sets using single-modal data results in information loss, hindering
the comprehensive extraction of relevant equipment characteristics. Additionally, the
characteristics of different modal data can vary significantly, and existing state feature
extraction methods fail to effectively capture the correlations between multiple modalities.

To address the aforementioned issues, the objective of this study is to design a deep
learning model that integrates multimodal features, fully leveraging the complementary
characteristics among modalities to enhance the accuracy and robustness of rotating ma-
chinery health state recognition. To achieve this objective, the following three specific
research tasks were undertaken:

(1) Construction of a multimodal feature set: to address the heterogeneity of different
modal data, we integrated multiple source signals (e.g., vibration signals, temperature
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signals) to construct a comprehensive and representative multimodal feature set for
equipment condition characterization.

(2) Design of a joint representation learning layer: Considering the complementarity and
consistency among modalities, we designed a joint representation learning layer that
combines orthogonal projection with a Transformer-based architecture. This enables
the joint learning of multimodal features within a shared subspace, resulting in more
generalizable and discriminative feature representations.

(3) Development of a health state assessment model: we proposed a health state assess-
ment model based on a ResNet, which effectively utilizes deep feature information to
achieve the efficient and accurate recognition of equipment health states.

2. Multimodal Joint Representation Learning and Residual Neural
Network-Based Health Status Recognition Method

Our goal is to obtain effective feature representations for health state recognition using
vibration, sound, and image modal information. Initially, we extract features from vibration,
sound, and image data using a GAF, MFCCs, and a Faster RCNN, respectively, to construct
a comprehensive feature set. Considering the complementarity and consistency between
modalities, we propose a joint representation learning layer that employs orthogonal
projection in combination with the Transformer model. This approach enables the learning
of more generalized feature representations within a shared subspace. Finally, the extracted
features are input into a ResNet model for health state recognition. The overall architecture,
as illustrated in Figure 1, consists of three main components: feature set construction,
multimodal joint representation learning, and health state evaluation based on the residual
neural network.

Appl. Sci. 2025, 15, x FOR PEER REVIEW 4 of 20 
 

(1) Construction of a multimodal feature set: to address the heterogeneity of different 
modal data, we integrated multiple source signals (e.g., vibration signals, tempera-
ture signals) to construct a comprehensive and representative multimodal feature set 
for equipment condition characterization. 

(2) Design of a joint representation learning layer: Considering the complementarity and 
consistency among modalities, we designed a joint representation learning layer that 
combines orthogonal projection with a Transformer-based architecture. This enables 
the joint learning of multimodal features within a shared subspace, resulting in more 
generalizable and discriminative feature representations. 

(3) Development of a health state assessment model: we proposed a health state assess-
ment model based on a ResNet, which effectively utilizes deep feature information 
to achieve the efficient and accurate recognition of equipment health states. 

2. Multimodal Joint Representation Learning and Residual Neural  
Network-Based Health Status Recognition Method 

Our goal is to obtain effective feature representations for health state recognition us-
ing vibration, sound, and image modal information. Initially, we extract features from 
vibration, sound, and image data using a GAF, MFCCs, and a Faster RCNN, respectively, 
to construct a comprehensive feature set. Considering the complementarity and con-
sistency between modalities, we propose a joint representation learning layer that em-
ploys orthogonal projection in combination with the Transformer model. This approach 
enables the learning of more generalized feature representations within a shared sub-
space. Finally, the extracted features are input into a ResNet model for health state recog-
nition. The overall architecture, as illustrated in Figure 1, consists of three main compo-
nents: feature set construction, multimodal joint representation learning, and health state 
evaluation based on the residual neural network. 

Health State Evaluation Based 
on Residual Neural NetworkFeature Set Construction

Gramian Angle Field

MFCC

Faster R-CNN

Multimodal Joint 
Representation Learning

Modality-specific
Encoder

vz

az

iz

vi
br

at
io

n
so

un
d

im
ag

e

Cross-m
odel 

A
ttention

O
rthogonal 

Projection

Cross-m
odel 

A
ttention

O
rthogonal 

Projection

Cross-m
odel 

A
ttention

O
rthogonal 

Projection

Encoder

Decoder

vu

au

iu

vu au iu

…… 128

Input

3×3,Con,32,/1  

BN,ReLu

2×2,MaxPool,/1  

3×3,Con,64,/1  

BN,ReLu

3×3,Con,64,/1  

BN,ReLu

×3
① 

② ×4

…… 256③ ×6

…… 512④ ×3

GAP,FC

SoftMax

Normal Mild Moderate Fault

( );v v
P pE u θ

( );a a
P pE u θ

( );i i
P pE u θ

v
ph

a
ph

i
ph

i
ph

a
ph

v
ph

( );mp dD h θ
G
A
S
F

G
A
D
F

 

Figure 1. Main architecture. 

  

Figure 1. Main architecture.

2.1. Single Modal Feature Construction Method
2.1.1. Vibration Signal Feature Extraction Based on GAF

The vibration signal of rotating machinery, represented as a one-dimensional time
series, contains valuable feature information and is extensively used in fault detection
and health state analysis. The GAF is a technique that transforms one-dimensional time
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series into two-dimensional images [33]. This method first normalizes the time series in the
Cartesian coordinate system to a range of [−1, 1], then converts the scaled sequence into
polar coordinates, and finally constructs a GAF matrix using trigonometric functions [34].
In this process, the time and amplitude of each point correspond to the radius and angle in
the polar coordinate system, which effectively preserves the temporal correlation of the
original signal and its features. The detailed encoding process is illustrated in Figure 2.
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• Data Normalization: since there is no significant disparity within the latent feature
sequences, mean normalization is applied to map the data in the range of [−1, 1]
without altering their inherent distribution characteristics.

• Encoding Mapping in Polar Coordinates: after normalization, the latent feature se-
quence is re-encoded from Cartesian coordinates to polar coordinates using coordinate
transformation formulas.

• Gram Matrix Computation and Feature Map Construction: once converted to the
polar coordinate system, the normalized latent feature sequence is used to compute
a Gram matrix, where the correlations over different time intervals are represented
using trigonometric sum or difference relationships between points.

2.1.2. Voice Signal Feature Extraction Based on MFCCs

The Mel frequency scale [35] characterizes the nonlinear perception of speech frequen-
cies by the human ear. This is reflected in the Mel filter bank, where filters are denser
at lower frequencies and sparser at higher frequencies, placing greater emphasis on the
resolution of low-frequency signals. This allows for a more refined representation of both
high- and low-frequency spectral features. As a result, MFCCs are particularly effective at
extracting low-frequency acoustic features and are widely used in sound signal analysis,
such as feature extraction, speech recognition, and voiceprint identification.

Human frequency perception is nonlinear, with individuals being more sensitive
to low-frequency signals than high-frequency ones. The relationship between the Mel
scale and the actual signal frequency F in the frequency domain is given by the following
equation:

Fmel = 2595lg(1 + f/700) (1)

In the equation, Fmel represents the perceived frequency in Mel units, while f denotes
the actual frequency in hertz (Hz).

After preprocessing, each frame of the sound signal undergoes a fast Fourier transform
to obtain Yi(k), and the spectral energy Ei(k) of each frame of the sound signal is calculated.

Yi(k) =
N−1

∑
n=0

yi(n)e
−j2πnk/N (2)
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Ei(k) = [Yi(k)]
2 (3)

Ei(k) is passed through Mel filter banks, and the logarithmic energy Si(m) of the
output of the filter banks is calculated as follows, realizing the nonlinear Mel mapping of
the frequency dimension and enhancing the features of low-frequency signals:

Si(m) = lg

[
N−1

∑
n=0

Ei(k)Hi(k)

]
, 0 ≤ m ≤ M (4)

where Hi(k) represents the response of the m-th filter in the Mel filter bank, and M denotes
the total number of filters in the bank.

The l-th-order MFCC M(l) can be calculated from Si(m) using a Discrete Cosine
Transform (DCT).

M(i, l) =

√
2
M

N−1

∑
n=0

Si(m) cos(
πl(2m − 1)

2M
), 0 ≤ l ≤ L (5)

where M(i, l) represents the i-th frame of l-th MFCC for sound signal.
In the case of most rotating machinery sound signals, the frequency range typically

spans from a few hertz to several thousand hertz. The information carried by higher-order
MFCCs is often negligible. Therefore, this paper uses a maximum Mel frequency of 8000
Hz and selects the first 13 MFCCs as feature extraction parameters for sound data.

2.1.3. Image Signal Feature Extraction Based on Faster R-CNN

For the image modality, we focus primarily on the thermal radiation intensity of the
device. The preprocessed image is input into the Faster R-CNN [36] model. The Region
Proposal Network (RPN) generates multiple potential Region of Interest (RoI) candidate
boxes at each image location using a sliding window approach. We then combine the
bounding box B of the target region with the feature representation x extracted by Faster
R-CNN to obtain the image feature embedding zi ∈ Rli×hi .

zi = AvgPool(RoIAlign(x, B)) (6)

where RoIAlign extracts a fixed-size feature map based on the bounding box B. AvgPool is
used to unify the length and width of the feature map. li represents the sequence length of
key frames, and hi represents the feature dimension of each frame.

2.2. Multimodal Joint Representation Learning

Modalities exhibit both complementarity and consistency. When information from
multiple modalities is used together to represent a device’s state, it reflects intermodal
consistency. Simultaneously, through the integration of vibration data with information
from other modalities, a more comprehensive understanding of the device’s condition can
be achieved, revealing the complementary characteristics between modalities. To this end,
we have designed a multimodal joint representation learning method that incorporates
orthogonal projection combined with a Transformer architecture, a joint representation
learning layer, and modality-specific encoders. This framework is designed to learn both
shared and unique features from vibration, acoustic, and visual data. Such representa-
tions provide a holistic perspective of multimodal information, laying the foundation for
subsequent health status identification.
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2.2.1. Orthogonal Projection

Our orthogonal projection can be described in the following steps (here, we set vibra-
tion as the target modality):

• First, L2 normalization is applied to encode each sequence, obtaining zt
v, zt

a, and zt
i , as

well as zt′
v , zt′

a , and zt′
i . Then, we measure the correlation between the corresponding

positions of two modality vectors by computing the dot product, as follows:

Corrt
va = zt′

v · zt′
a (7)

Corrt
vi = zt′

v · zt′
i (8)

• Second, we use the SoftMax operation to approximate the correlation between modal-
ity v and modality a (or i) at corresponding positions, as well as the correlation between
each element in Corrva(or Corrvi) and modality v (or i).

Corrt′
va = SoftMax(Corrt

va) (9)

Corrt′
vi = SoftMax(Corrt

vi) (10)

• Third, we perform a 1 − x operation on the correlation values (for each input x), return-
ing 1 − x, performing subtraction at each position to obtain a dissimilarity vector. This
vector measures the degree of difference between the two modality representations
at corresponding positions. Then, we multiply the original representations (zt

a and
zt

i) with these dissimilarity vectors to obtain the information components that are
orthogonal to the target modality. These components eliminate redundant information
between other modalities and the target modality, thereby preserving only the parts
that are orthogonal to the target modality vector for further processing.

Ortht
va = zt

a · (1 − Corrt′
va) (11)

Ortht
vi = zt

i · (1 − Corrt′
vi) (12)

• Then, these orthogonal components are added to the target modality, obtaining the
fused latent adaptation from modality a and i to v. In this process, the original repre-
sentation of modality v is preserved while incorporating complementary information
from other modalities.

Mt
v = OP(zt

v, zt
a, zt

i) = zt
v + Ortht

va + Ortht
vi (13)

• After this, Mt
v can participate in the cross-attention process of the t-th encoder of

modality v (serving as the source for K and V).

2.2.2. Joint Representation Learning Layer

With the aid of the orthogonal model, information from the other two modalities is
incorporated (see Section 2.2.1). In this process, Q retains the information from the current
modality, while the orthogonal projection model enriches it with information from the
other modalities to form K and V. This joint representation layer facilitates the interaction
of multimodal information at the same level and can be stacked multiple times to generate
more hierarchical representations. For each modality, there are N cross-attention layers,
and we define all modalities at the same hierarchical level as the joint representation layer,
as illustrated in Figure 3.
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To process inputs from the three modalities (vibration, sound, and image), we use a 1D
temporal convolution layer to capture sequential information and adjust its dimension to
fit the subsequent encoder. Then, the representations pass through N (N = 6) stacked joint
representation layers to acquire additional information from other modalities. The forward
process of our joint representation layer (t = 0, 1,. . ., N − 1) can be described as follows:
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where Wt
Qm

, Wt
Km

, and Wt
Vm

(m ∈ (v, a, i)) are the weights, and the input of Basic_B
corresponds sequentially to the query (Q), key (K), and value (V) in the cross-attention
mechanism.

In the final joint representation layer, the hidden states of the three modalities are
input into three self-attention encoders, respectively, to obtain the final fused representation
for each modality, containing both multimodal and self-attention information.

2.2.3. Modality-Specific Representation

After inputting the vibration feature zv, sound feature za, and image feature zi into the
joint representation learning layer, we obtain uv, ua, and ui, respectively. To learn the spe-
cific features of different modalities, we construct modality-specific encoders EP

(
uv; θv

p

)
,

EP

(
ua; θa

p

)
, and EP

(
ui; θi

p

)
for vibration, sound, and image, respectively. The encoders

transform uv, ua, and ui into a unique feature space to obtain the specific features hv
p, ha

p,
and hi

p:

hv
p = EP

(
uv; θv

p

)
(17)

ha
p = EP

(
ua; θa

p

)
(18)
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hi
p = EP

(
ui; θi

p

)
(19)

2.2.4. Decoding

To ensure that the specific features obtained by the encoder preserve the essential
properties of the original feature space, a decoder D

(
hm

p ; θd

)
is designed to take both the

shared features and specific features as input, aiming to reconstruct the original feature
space.

ûv = D
(

hv
p; θd

)
(20)

ûa = D
(

ha
p; θd

)
(21)

ûi = D
(

hi
p; θd

)
(22)

We use the mean squared error (MSE) to estimate the reconstruction error.

Lrecon =
1
3

(∥∥uv − ûv
∥∥2

+
∥∥ua − ûa

∥∥2
+

∥∥∥ui − ûi
∥∥∥2

)
+

λ

2
∥W∥2 (23)

where ∥•∥2 denotes the squared L2 norm, λ
2 ∥W∥2 is the regularization term to prevent

overfitting, and W represents the decoder parameters.

2.3. Health Condition Assessment Model Based on Residual Neural Network

In this paper, the classic ResNet18 [37,38] network structure is adopted to train new
parameters for the classification and evaluation of the health state of rotating machinery.
The residual network model for transfer learning outputs two types of residual blocks as
shown in Figure 4.
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Figure 4. Residual block structure of the ResNet18 network: (a) identity mapping residual block;
(b) downsampling convolutional mapping residual block.

The residual block is formulated as

yn = h(xn) + F(xn, wn) (24)

In the equation, yn represents the data passed to the next residual block; xn denotes the
input data to the residual block; wn is the bias term; h(xn) represents the direct mapping
of the residual block, facilitating the transfer transformation xn; and F(xn, wn) signifies
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the convolutional network processing within the residual block, enabling the transfer
transformation xn.

ResNet18 is a typical residual network model, aiming to avoid the problem of network
degradation by learning the features of the first two layers of the network. Even if the
residual is 0, the performance of the residual network can still remain stable. In fact, the
absolute value of the residual is usually greater than 0, which also enables the stacked
layers to learn new features on the basis of the input features, thereby achieving better
performance. The typical structure of the ResNet18 network consists of two residual blocks
outputting through the activation function (Relu), combined with the residual structure to
output the activation layer (+ Relu) and pass it back. Among the two residual blocks, one
is the identity mapping residual block, which includes two convolutional layers processed
with a convolution kernel (Conv) of 3 and a padding of 1 (Figure 4a); the other is the
downsampling convolution mapping residual block, which uses a 1 × 1 convolution kernel
to perform a convolution transformation on the input (Figure 4b).

Based on the identity mapping residual block and the downsampling convolution
mapping residual block, a deep residual network model is constructed for identifying
the health status of equipment. The model contains a total of eight layers of network,
including one convolutional layer, one identity mapping residual block, two downsampling
convolution mapping residual blocks, one BN + GeLu, one dropout layer, one GAP, and
one SoftMax layer. The sample set is processed in batches. To prevent overfitting, a dropout
is added to the dense layer of the network here, and its value is set to 0.75. Combined with
the SoftMax classifier, the mapping of the sample label space is achieved, and four label
spaces are output. The sparse categorical cross-entropy is selected as the loss function, and
the Adam algorithm is used as the optimizer. Its learning rate is 0.001, the epoch is 50, and
the batch size is 64.

2.4. Model Evaluation Metrics

To illustrate the performance of the model, the evaluation metrics selected include the
model’s recognition accuracy, loss value, recall rate, precision rate, F1-score, and confusion
matrix. Accuracy represents the proportion of correctly identified samples among all
classification results; the loss value indicates the error of the model; the recall rate is the
proportion of correctly predicted positive samples out of all actual positive samples; the
precision rate is the proportion of samples with true labels matching a particular state
among all predicted samples for that state; the F1-score represents the harmonic mean of
precision and recall; and the confusion matrix provides a detailed display of the recognition
results for each state, showing correctly identified results, incorrect results, and the specific
states with which they were incorrectly identified. The values on the diagonal of the
matrix represent the number and proportion of correctly identified instances, while the
off-diagonal values indicate the number and proportion of instances incorrectly identified
as a particular state. The specific parameter descriptions are detailed in Table 1.

Table 1. Confusion matrix description.

Actual Positive Actual Negative

Predict positive True Positive (TP) False Positive (FP)
Predict negative False Negative (FN) True Negative (TN)

The formulas involved in these calculations are as follows:

Accuracy =
TP + TN

TP + FP + FN + TN
(25)
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Recall =
TP

TP + FN
(26)

Precision =
TP

TP + FP
(27)

F1 − score = 2 · Precision · Recall
Precision + Recall

(28)

3. Example Analysis and Experiment
3.1. Platform Introduction

To verify the effectiveness of the proposed method, a rotational machinery (reducer)
experimental platform was built. This platform mainly consists of an AC motor, a gear
reducer, a powder brake, a coupling, and various sensors. Through the installation of
speed, vibration, sound, and infrared sensors, real signals from the reducer’s operation are
collected. The specific types and installation positions of the sensors are shown in Figure 5.
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The experiment used the QABP100L4A model electric motor (Shanghai Yaqi Electric
Co., Ltd., Shanghai, China), the MCC USB-1608FS-Plus data acquisition card (Measurement
Computing Corp (MCC), Norwood, MA, USA), and the CZ-20 magnetic powder brake
(Hai’an County Aerospace Electromechanical Manufacturing Co., Ltd., Haian City, China).
The reducer is a three-stage helical gear reducer with a safety factor of 0.79. The entire
experiment was conducted under constant speed and rated load conditions.

In this paper, the following seven parameters were selected as the data basis for
gearbox health condition monitoring and identification. The sampling frequency, sampling
interval, and sampling duration were set to 20,480 Hz, 30 s, and 1 s, respectively. The
experiment was conducted using the horizontal vibration signal at the input end, the sound
signal of the input shaft, and infrared images. The specific experimental data parameters
and their units are listed in Table 2. The sensors used in the experiment are described in
Table 3.

Table 2. Gearbox health condition monitoring data.

Number Parameter Name Unit

1 Vertical Output Vibration m/s2

2 Vertical Input Vibration m/s2

3 Horizontal Output Vibration m/s2

4 Horizontal Input Vibration m/s2

5 Voice Output dB
6 Voice Input dB
7 Infrared Image ◦C
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Table 3. The sensors used in the experiment.

Sensor Type Model Sensitivity Measurement Range

Vibration Sensor CT1020LC 200 mV/g ±25 g
Voice Sensor AWA14423 50 mV/Pa 3.15–20 k/Hz

Infrared Image Sensor K16E19 6500 V/W −50~+125 ◦C

3.2. Feature Set Construction

The international standard ISO 10816-1:1995 [39] provides an industry benchmark
based on the magnitude of mechanical vibrations. According to this standard, when the
RMS value of vibration signals for small machinery exceeds 1.8, the equipment is considered
to be in a dangerous state. Given the ambiguity and unclear boundaries between different
condition levels, the Fuzzy C-Means (FCM) clustering algorithm was applied to cluster
the RMS values of input shaft vibrations. According to a review of the domestic and
international literature on equipment health assessment [40], the health status of rotating
machinery is typically categorized into four levels. Therefore, the number of clusters was
set to 4. Based on the clustering results and the industry standard, the final classification of
the gearbox’s health condition is shown in Figure 6.
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Detailed descriptions of each health status level are presented in Table 4.

Table 4. Health status grade of gearbox.

Health Level Operating Condition Level Label

Normal Operating normally, no maintenance needed 0

Mild Stable operating condition, scheduled
maintenance 1

Moderate Signs of deterioration in operating condition,
timely maintenance required 2

Fault Cannot operate normally, requires shutdown
for repair 3

Based on the aforementioned classification, the label information for multimodal sam-
ples is constructed, culminating in a total sample size of 8382. This includes 5192 samples
in the normal state, 895 samples in the mild state, 494 samples in the moderate state, and
1801 samples in the fault state. The sample construction integrates the GADF, MFCCs,
and the Faster RCNN. The multimodal sample sets under different states are illustrated in
Figure 7.
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3.3. Experimental Validation

All experiments in this paper are based on the following environment configuration:
13th Gen Intel (R) Core (TM) i9-13900HX processor, 16 GB memory (Intel, Santa Clara, CA,
USA), NVIDIA GeForce RTX 3060 GPU (Nvidia, Santa Clara, CA, USA), CUDA version
12.6.65, Python 3.9.1, Pytorch 2.0.0+cu118, MATLAB R2019a, and Windows 10 Professional
Edition operating system. The specific experimental process is shown in Figure 8.
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Figure 8. Experimental process.

All samples were divided into five equal parts, and 5-fold cross-validation was used
for experimental verification. The total number of samples is 8382, with 80% (6706) used as
the training set and the remaining 20% (1676) as the test set in each fold. The confusion
matrix on the test set is shown in Figure 9.

As shown in Figure 9, the test set consists of 1676 samples, including 1034 samples
in the “normal” state, 201 samples in the “mild degradation” state, 95 samples in the
“moderate degradation” state, and 346 samples in the “fault” state. Due to the similarity
between late-stage moderate degradation samples and fault samples, the model tends to
misclassify these two states. Ultimately, the model achieves an accuracy of 99.64% and an
error rate of 0.36%.
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The choice of different optimizers affects the model’s recognition efficiency. To com-
pare their performance, a contrast experiment was conducted using various optimizers.
The standard deviation (SD) was used as the evaluation criterion to measure the standard
error in each training iteration. A smaller SD value indicates higher model stability. The
recognition loss and accuracy curves during model training are shown in Figures 10 and 11,
where the shaded areas represent the standard error bands.
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As shown in Figures 10 and 11, the Adam optimizer outperforms SGD and Adadelta
in terms of model convergence speed and accuracy, as evidenced by the smallest shaded
area, indicating the most stable model training process.

3.4. Method Comparison

To better validate the effectiveness of the proposed multimodal representation method,
we input the vibration, sound, and image features (after feature representation) into a
ResNet. The training and testing of the samples were conducted, and the recognition
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accuracy and average loss value for each modality on the test set were compared. The
results are shown in Figures 12 and 13.
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Figure 13. Comparison of loss values for different modalities.

As shown in Figures 12 and 13, when the image modality is used as input, the model
achieves the lowest recognition accuracy. This phenomenon occurs because the temporal
information in the image modality is not fully represented. When the vibration modality
is used as input, the model’s recognition accuracy and loss values are closest to those
of the multimodal input. However, the multimodal approach achieves a higher average
recognition accuracy than the vibration modality. The confusion matrix for the recognition
results of different modality performances is shown in Figure 14.
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As shown in Figures 9 and 14, the recognition performance of the four compared
modalities is arranged in ascending order as follows: image, sound, vibration, and multi-
modal. Additionally, in the confusion matrix in Figure 14, it can be observed that among
the misclassified health states, the early degradation state is most often misclassified as
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the healthy state. This is because the feature changes in the early degradation stage are
relatively subtle, making it harder to distinguish. On the other hand, the fault state has the
highest recognition rate, as its feature differences are more pronounced, making it easier
for the model to accurately identify.

The comparison of average recognition accuracy, average precision, average recall, and
other evaluation metrics for different modalities (vibration, sound, image, and multimodal)
is presented in Table 5.

Table 5. Comparison of average recognition for different modalities.

Modality Average Recognition
Accuracy

Average
Precision

Average
Recall

Average
F1-Score

Infrared Image 93.27 91.61 93.18 91.71
Voice 96.32 97.75 96.33 93.48

Vibration 98.02 98.17 98.02 98.05
Multimodal 99.18 99.25 99.18 99.13

As shown in Table 3, although the sound modality achieves relatively high recognition
accuracy, its training speed is slower. The vibration modality has a recognition accuracy
close to the multimodal approach, but it requires a longer training time. In contrast, the
multimodal approach not only maintains high recognition accuracy and low loss values
but also exhibits a faster convergence speed, making it the superior choice in terms of both
efficiency and performance.

4. Discussion
The proposed multimodal joint representation learning method integrated with a

residual neural network demonstrates superior performance in rotating machinery health
state recognition compared to traditional methods. The model effectively addresses the
challenges of multimodal signal fusion, achieving a recognition accuracy of 99.64% on the
gearbox dataset—outperforming single-modality baselines such as image (94.39%), sound
(96.96%), and vibration (97.91%). These results underscore the critical role of multimodal
fusion in enhancing classification accuracy.

The incorporation of residual connections further mitigates the vanishing gradient
issue in deep networks, enabling the model to maintain high accuracy while reducing
computational complexity and parameter count. Despite its effectiveness under controlled
experimental conditions, the model may encounter limitations in complex environments
characterized by variable and multiple operating conditions.

Future research will focus on the following: (1) extending the model to variable and
multi-condition scenarios to enhance robustness and generalizability; (2) adopting transfer
learning or self-supervised learning to address performance degradation due to insufficient
labeled data; and (3) introducing lightweight architectural designs to meet the real-time
and resource constraints of edge computing and other practical applications.

5. Conclusions
This study presents a multimodal joint representation learning and residual neural

network-based method for rotating machinery health state recognition. The approach
achieves outstanding accuracy (99.64%) and computational efficiency, effectively overcom-
ing the limitations of single-modality features and reducing false alarms. The proposed
method demonstrates significant potential for industrial applications. Future work will aim
to further improve the model’s generalization under variable working conditions and pro-
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mote its deployment in real-world settings through transfer learning and self-supervised
learning strategies.
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