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Featured Application: This paper focuses on an AI-based application devised to be seamlessly
integrated into tablets and e-book readers and aimed at helping users to improve their attention
and focus on reading tasks.

Abstract: This paper describes the design and development of an AI-driven, interactive and user-
aware virtual assistant aimed at helping users to focus their attention on reading or attending to other
long-lasting visual tasks. The proposed approach uses computer vision and artificial intelligence to
analyze the orientation of the head and the gaze of the user’s eyes to estimate the level of attention
during the task, as well as administer effective and balanced stimuli to correct significant deviations.
The stimuli are provided by a graphical character (i.e., the virtual assistant), which is able to emulate
face expressions, generate spoken messages and produce deictic visual cues to better involve the
user and establish an effective, natural and enjoyable experience. The described virtual assistant is
based on a modular architecture that can be scaled to support a wide range of applications, from
virtual and blended collaborative spaces to mobile devices. In particular, this paper focuses on an
application designed to integrate seamlessly into tablets and e-book readers to provide its services in
mobility and exactly when and where needed.
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1. Introduction

Computer-based aids demonstrated their effectiveness in helping users with individ-
ual study tasks in several cases [1–3]. Face tracking and other image analysis techniques
were combined to understand students’ reactions to different teaching methodologies in [4],
eye gaze tracking technologies were recently used to assess student learning styles and
personalize the content used for e-learning and remote lecturing [5], and the application of
eye tracking to touchless exploration of graphical content was investigated in [6].

In recent years, high-end technologies such as augmented and virtual reality [7] and
natural language recognition applied to voice assistants and smart speakers [8] moved
from research laboratories to the realms of mobile and consumer electronics and industrial
applications (Industry 4.0) [9], thus providing powerful foundations for innovative and, in
some cases, disruptive approaches to learning and training. However, some negative effects
of the massive use of digital media were also identified [10]. In particular, younger students
still need to learn to focus their attention on “conventional” cognitive tasks such as reading
and solving mathematical and geometrical problems. As a consequence, in addition to
enabling innovative approaches to learning, computer-based technologies should support
activities that aim to develop and improve the “conventional” cognitive abilities of humans
at any age.
This article describes the “The Fun They Had” (TFTH) software platform (“The Fun They Had” is a short story written by Isaac Asimov [11] that describes a future world in which young students attend their individual school lectures at home and teachers are robots.) and a novel application named the Mobile Interactive Coaching Agent (MICA), aimed at helping the user improve his or her focus on a reading task. The application, built upon the TFTH platform, is especially designed for handheld devices such as tablets and e-book readers. The MICA exploits AI-based interaction technologies, such as face detection and recognition, head pose detection, eye gaze tracking, speech synthesis, and speech recognition, to estimate the degree of the user’s attention on reading and provide adequate gestural and verbal feedback. Furthermore, due to the underlying TFTH platform, the MICA supports other functions that are typical of widely adopted smart speakers, such as natural speech understanding and the ability to connect to smart home software and network services by integrating some functional modules derived from the Red platform, described in [12].

Although the Red and TFTH platforms share some properties and a modular architecture, they are very different systems. In fact, the Red platform was designed to support smart home applications, while TFTH has a different objective, that being mobile assistive and coaching applications and supporting the estimation of the cognitive state of the user, which is currently considered an important feature for future e-learning solutions [13]. Moreover, TFTH supports specific functionalities, such as head pose estimation and eye gaze estimation, which are not available on the Red platform.

The main contributions of this work are the following:

• We describe the modular software platform TFTH, which enables the visual observation of the user, the online analysis of the acquired data, the generation of different human-like gestural and spoken feedback, and the connection to other “smart assistant” services. The platform runs entirely on the device; that is, the processing needed to observe the user, analyze the data and produce the feedback is performed locally without accessing remote resources.

• We describe a coaching application, called the Mobile Interactive Coaching Agent (MICA), which leverages the services of the TFTH platform to monitor the user while reading text or attending to some other screen-based cognitive task and helps the user focus his or her attention on the task at hand.

2. Related Work

The idea of using graphical animated characters to attract and drive the user’s attention to specific items or areas on a reading surface (e.g., specific areas of a computer screen) has been investigated for decades. This derives directly from the observation that adding animated or salient patterns (such as the face of a virtual character or some attractive colored shape) to a region of an image is generally sufficient to attract the user’s attention to that region [14]. However, more recently, some research works investigated the ability of animated virtual characters to drive the user’s attention toward a specific direction by means of deictic cues (i.e., by pointing with gestures or with an eye gaze in the direction of the area of interest) [15]. Such an ability suggests that virtual characters may have a much more important role than generic moving graphical patterns. In fact, humans (as well as several primates and even some non-primates [16]) process deictic signals as nonverbal messages that are peculiar to living beings. As a consequence, the fact that the users tend to follow the deictic cues generated by animated graphical characters (often named virtual agents (VAs)) may also imply that users attribute a certain degree of liveliness and credibility to those characters. This hypothesis is intriguing because it opens up a wide range of possibilities worth exploring. In particular, the idea of emotional agents capable of recognizing the user’s face expressions and showing an adequate emotional response through synthetic face expressions and body gestures was investigated in [17,18].

Despite the wide interest generated in the research community and the promising results reported in the literature, after two decades, the actual diffusion of interactive
virtual agents (IVAs) is still limited, and the exploration of their potential is still far from complete [19]. In most cases, IVAs are implemented as graphical virtual characters that appear on the side of the main window of some application and are barely capable of measuring the time it takes for the user to read a page or complete a test. In contrast, thus far, only a few experiments have been conducted on fully functional agents capable of “sensing” users and reacting based on an estimate of the user’s state of mind, attention, interest in the activity at hand and fatigue. Exceptions to this lack of experimentation are confined mainly to areas of cognitive and sensorimotor rehabilitation, where some experimental studies have been performed [20]. Interestingly, AI-based technologies for sensing humans and responding to their cognitive and emotional states have been widely exploited in assistive and coaching robots for children affected by autism [21,22]. Robots powered by AI-based technologies for human and context sensing [23], as well as collaborative robots acting as team players [24], have been proven to be very effective in involving preschool children, for example, in play-like motor tasks.

The effectiveness of IVAs (and their robotic cousins) for specific but very diverse classes of users suggests that a reasonable degree of effectiveness should also characterize their application to more general subjects. In particular, an IVA capable of sensing the user could detect the most effective motivating factors to attract and keep their attention focused on the task at hand, thus dramatically improving their productivity [25,26]. Moreover, the recent widespread introduction of e-learning platforms and multimedia e-books for educational purposes, with the explicit objective of substituting, fully or partially, conventional textbooks, suggests that an experimentation of IVAs helping the user to focus their attention better and for a longer time on his or her tasks would produce significant and encouraging results. However, to the best of our knowledge, an open and technologically updated platform enabling experimentation in this field is currently not available.

IVAs need to sense the users (i.e., measure a set of physical and behavioral parameters in order to estimate some specific aspects of their state of mind toward the task at hand and (possibly) the environment), with the ultimate objective of improving users’ productivity, comfort and satisfaction or, in some cases, to allow them to interact with the environment when other means of interaction are lacking or insufficient [27]. To support such sensing abilities, current technologies exploit cameras, eye-gaze tracking devices, microphones, MEMS (3D acceleration sensors) and, in some cases, heart rate and blood oxygen saturation measurements from smartbands and smartwatches. Video data streams can be processed by AI algorithms to recognize the user (to differentiate between different users) and extract head poses and facial expressions [28] and, in some cases, track the eye gaze instead of using specialized eye-tracking hardware [29], recognize hand gestures and estimate and track full body poses and motions [30] when needed.

Current applications of AI-based computer vision, such as person detection, face detection and recognition, gesture recognition and pose detection, have been considered for years to be too demanding for handheld and wearable devices and were initially delegated to remote servers following a cloud-based paradigm. Recent improvements in the computational power of handheld and wearable devices and in the efficiency and reliability of AI algorithms allowed the execution of AI-based applications locally on a mobile device [12,31]. Local computation in turn reduces the amount of data transmitted from and to the mobile device, thus reducing power consumption and privacy-related risks. Moreover, local computation does not rely on wireless networks, which in some cases may be intrinsically unreliable.

In the context depicted, this work describes the architecture of a software platform named TFTH, which is aimed at developing AI-based applications capable of sensing and interacting with users, promoting their autonomy and productivity and running on mobile and handheld devices. Compared with the existing approaches in the literature, the innovative aspects proposed here are summarized as follows:
The proposed solution operates locally on a handheld device and does not require remote (e.g., cloud-based) services for its core functions, such as face recognition, face detection, eye tracking, speech recognition and speech synthesis;

The proposed solution does not require specialized hardware, such as eye gaze trackers, stereo cameras or dedicated processors (e.g., Intel Movidius) for data analysis.

The proposed platform has been used to develop the MICA pilot application, aimed at supporting users to focus their attention on a sustained visual task, such as reading. To assess the effectiveness of the MICA, in this work, we intend to answer the following research question:

- Does the MICA improve the user’s visual attention when reading from a handheld digital device?

We adopt a sustained visual attention model based on the assumption that the level of attention on a visual task is proportional to the percentage of time the user is looking at the object of the task. For example, when reading a text, the level of attention to the reading task is proportional to the percentage of time the user spends looking at the text being read.

3. Materials and Methods

The MICA was designed to run on a tablet computer device with average computational resources and a 10-inch color display. Nevertheless, its underlying TFTH modular platform, described in the following, also supports less powerful hardware platforms, such as some embedded systems or Raspberry III or Raspberry IV computers, and allows the development of more complex applications involving more functions and services.

3.1. The TFTH Architecture

For each basic function, in TFTH, several functional modules are available that differ in performance, memory footprint, computational load and other characteristics. The choice among the different modules available for each function is driven by design constraints.

Figure 1 shows the structure of the general TFTH architecture.

![Figure 1. The TFTH architecture with the basic functional modules and one of the supported graphical characters.](image)

The basic functional modules are devoted to speech input and output, face detection and recognition, estimation of head orientation and gaze tracking, natural language understanding and a smart assistant. The latter is responsible for connecting to smart home applications and devices and offers some Internet-based services similar to those supported by the most common smart speakers. A wake-word detection module is therefore added...
to allow the user to initiate a conversation with the IVA whenever speech interaction is used. The graphical front-end is based on a 3D-animated character that shows facial expressions, makes head gestures and approximately moves its mouth according to the spoken sentences thanks to an ad hoc algorithm. The set of predefined facial expressions and head gestures is expandable, but those already available, derived from [12], are sufficient for most applications. The choice of character can arguably influence the effectiveness of the IVA [32], and therefore, several different characters were developed and are available for experimentation.

Finally, a coordination module is in charge of making decisions based on the data made available by the other modules. Depending on the application, the coordination module uses a suitable combination of input and output modules. For example, in the specific case of the MICA application considered here, the coordination module analyzes the gaze of the eye and the position of the head to determine the actions to take. Currently, the decision is made according to very simple rules described in Section 3.2. However, more accurate approaches based on deep learning are being investigated.

The whole TFTH architecture was developed under the assumption that only local computation is desirable when user-related data are processed; that is, all the processing needed to interact with the user is supposed to run locally on the handheld device, and no data should be transferred to external servers or cloud services. An exception is acceptable only if the user explicitly requests it, such as when a Google or Wikipedia search is commanded. This assumption is motivated by the privacy and reliability reasons that are explained in [33]. As a consequence, the low computational complexity was one of the main constraints in the development of the TFTH modules.

The speech synthesis module is based on a software library called pyttsx3 [34], which in turn leverages the speech synthesis engine available on the device (Espeak for Linux or SAPI5 for Windows) or, for Apple devices, on a small Python wrapper for the native TTS engine [35].

The speech recognition module is based on the VOSK library [36], which provides adequate recognition functionalities for our purposes. The same library is used by the wake-word detection module.

The face detection and recognition module, derived from the model described in [12], is based on the OpenCV library [37] for face detection and the Dlib library [38] for face recognition. Both libraries are open source and run smoothly on the considered handheld devices.

Gaze tracking is a fundamental function for TFTH-based mobile applications. In particular, the ability to track the eye’s gaze allows the MICA application to determine where the user is looking and therefore estimate the level of attention that the user is paying to the reading activity. However, very few handheld devices include dedicated hardware for eye tracking, and moreover, most devices directly supporting eye tracking are specific aids for impaired people. Some recent mobile devices (tablet PCs and smartphones) do have specialized hardware for face recognition and tracking that might be used for eye tracking, but such a feature is not yet available on the most common and more affordable mobile devices. External (USB) eye trackers available on the market usually require proprietary drivers that do not provide sufficient support for handheld devices. Similar issues affect most commercially available software solutions. For this reason, in [39], we developed a software solution for eye gaze tracking designed to work in both natural and near-infrared light. The proposed solution does not rely on special hardware or head-mounted devices, as in [40–42] or in some commercial solutions [43].

Gaze trackers are, in most cases, based on conventional IR pupil or corneal reflection [44] or more complex computer vision algorithms (depending on the available hardware) [45–47]. The approach adopted in TFTH was directly derived from [39] and optimized to best meet the needs of mobile device users. In particular, the screen size is between 5 and 11 inches, and the orientation is usually vertical (portrait). Furthermore, other specific issues had to be addressed, such as the low resolution of the input eye image, the non-
uniform illumination and the dependency of the eye gaze direction on both the head and camera orientations. Figure 2 provides a visualization of the intermediate results of the eye tracker for testing and debugging purposes. The 7-inch display of a Linux-based netbook is shown, where three separate windows show the orientation of the face and of the left and the right eyes. In addition, a small blue circle shows where the eye gaze of the user is actually pointing. In the figure, the eye images are horizontally flipped, so the user was looking approximately to the right of the screen.

The gaze tracker is intended to work on an average mobile CPU and does not require the support of a powerful GPU or specialized hardware for deep learning computation. To this end, it uses the face detector from the OpenCV library [37] and the face pose estimator and face parts detector from the Dlib library [38].

Figure 3 illustrates the very simple algorithm adopted. Once the pose of the head is estimated and the eyes are detected, each eye region undergoes histogram equalization and gray level filtering to improve the image quality. Then, a correlation-matching filter is applied which produces an image where the points that have a higher probability of being the centers of the eye pupil have higher brightness. This likelihood image is then weighted by a 2D Gaussian mask determined for each frame and each eye according to the size and shape of the eye image in that frame. Such a mask represents a “prior” that constrains the position of the pupil in the eye according to its size and shape. Finally, the point that features the maximum a posteriori (MAP) probability of being the center of the pupil is selected. The orientation angles of the two pupils are then averaged to obtain a more reliable estimate of the direction of the gaze of the eye. A five-fixed-point calibration procedure is applied to map the averaged gaze vectors of the two eyes on the device screen. The resolution obtained, by no means comparable to that of modern hardware-based gaze trackers, is sufficient for our purposes, as described in Section 3.2.

3.2. The Mobile Interactive Coaching Agent

The objective of the MICA is to help users improve their productivity and performance in reading and learning by better and more reliably focusing their attention. The underlying
rationale is that an intelligent and interactive graphical character (an IVA) capable of monitoring the user can be used as a pedagogical agent (PA) to increase learning motivation [32]. The role of the PA is supported by some cognitive and social theories that state that the user learns more deeply when the IVA on the screen displays human-like gesturing, movements, eye contact and facial expressions, in combination with just-in-time support or guidance to guide the user’s attention to the key elements of the task [48–50].

For the purposes of this study, the MICA is content-agnostic and does not verify the actual level of understanding or memorization the user has of the content read. Further developments will consider the possibility of informing the MICA about the content that is administered to the user to improve the effectiveness of the coaching process.

Figure 4 shows the structure of the MICA image processing section. The face recognition module available in TFTH, based on the user recognition approach described in [12], identifies the user, thus allowing for per-user settings and calibration. This approach is common in recent operating systems such as Microsoft Windows 10 and is generally well accepted. However, it can be replaced, if needed, by more conventional user identification modules, such as (user_id, password) credentials or fingerprint recognition.

![Figure 4. The MICA face processing architecture.](image)

In [51], we showed how an interactive virtual agent capable of estimating the orientation of the user’s face can infer a rough indication of their level of participation in the activity that is being carried out. Such an indication can, in turn, trigger a reaction of the agent, aiming at re-driving the user’s focus on the activity at hand. The MICA combines the eye gaze with the face orientation to estimate the actual level of engagement and the focus of a user’s attention. For example, while reading, the fixation point (i.e., the point in space that is being targeted by the combination of the two eyes) is supposed to be on the reading surface and is supposed to progress, on average, toward the end of the current page (not taking into account short, errant movements and saccades). Frequent and sensible deviations from this direction usually indicate some distraction or significant cognitive difficulties with the text in either understanding or remembering something. Instead, the comprehension of graphical content (figures, schemes, tables, etc.) usually requires different fixation patterns. For the sake of this research, the MICA adopts a content-agnostic mode. Therefore, the attention level is measured by detecting the *distraction events*, or the time intervals when the user’s gaze focuses out of the screen area and estimating their durations. To avoid false alarms due to saccades and short, errant eye movements, only distraction events longer than a fixed heuristic threshold \(D_T\), experimentally set to 0.9 s, were considered (i.e., approximately four times the average fixation time for silent reading) [52].

When the sum of the duration of all distraction events detected during a reading interval (for example, a reading interval of 60 s) exceeds a given threshold \(T_O\), a *distraction warning* (DW) is raised. The MICA can manage a DW using two different approaches, according to the individual settings and (possibly) available information regarding the content being administered to the user. The first approach is to provide immediate feedback
to the user, asking them to refocus on the task. The adopted cumulative function of the
frequency of distraction ensures that feedback is provided only after a significant amount
of distraction has been detected, avoiding the risk that warnings that are too frequent
may cause a distraction. The second approach is to provide feedback only at well-defined
milestones for the activity, such as at the end of each chapter or lesson. This requires some
information regarding the structure of the document being administered, which can be
automatically extracted from the metadata when available. At each milestone, the user
is provided with feedback on the attention paid to the content, and if a DW was raised,
he or she receives the suggestion to revise some parts of the content, together with the
specification of the parts needing revision. Figure 5 shows a very simple case of reading an
e-book that takes advantage of the MICA to motivate the user and help focus their attention.
The image on the left shows the MICA character while looking at the user. The expression
of the character is neutral, although some occasional small movements of the head and
eyes contribute to the “liveliness” of the character. On the right, the character uses speech
synthesis and facial expressions to provide feedback to the user about his or her level of
attention while reading.

![Figure 5. A simple reading application featuring MICA. (Left) The agent is observing the user. (Right) The agent is providing the user with a feedback about his or her level of attention while reading.](image1)

In specific cases, such as when the user is very young or has some cognitive impair-
ments, it has been shown [51] that giving positive feedback (such as smiling and uttering
encouraging sentences) to the user may improve his or her engagement and motivation.
However, such feedback can be provided only at specific stages of the activity (e.g., at
the end of a chapter or a lesson) when the metadata regarding the content are available.
Moreover, there are cases (e.g., adult users) in which positive feedback should be avoided,
as it may be a source of distraction or disturbance. As a consequence, although the MICA
can provide positive feedback, this feedback is not emitted frequently.

The choice of the graphical character of the interactive agent was found to be critical for
at least some categories of users [53,54]. As a consequence, the MICA has been designed to
take on the appearance of different graphical characters according to the user’s preference,
and a set of default characters was individuated following the preliminary investigations.
Figure 6 shows some of the characters performing different facial expressions.

![Figure 6. The three MICA tested characters.](image2)
In the MICA, the character animations are synchronized with the uttered speech, either synthetic or sampled, and show human-like facial expressions. Compared with previous work, deictic cues were added to the set of facial animations to facilitate interaction with the user during the coaching process, as shown in Figure 7.

Figure 7. MICA characters support deictic visual cues.

The first requirement for the MICA refers to its ability to effectively capture the dynamics of the user’s attentive state. In other words, the MICA needs to run fast enough to track the changes in the user’s attitude that might reveal significant changes in their attention. We chose the frame-processing rate in frames per second (f/s) to measure the processing speed. According to the literature (e.g., [55]), we decided that for the purpose of monitoring the user’s attention while reading, 10 FPS could be assumed as the lowest acceptable sampling speed.

To assess the ability of the presented approach to meet the first requirement, we ran the MICA on three different hardware architectures that represent a wide range of target devices, namely two different tablet PCs and a Raspberry Pi 3B+ board equipped with different ARM processors, different RAM capacities and different cameras. For the sake of comparability, we set the acquired video resolution to 1280 × 720 pixels. The main features of the devices tested and the frame rates obtained are reported in Table 1.

Table 1. Tested devices and obtained frame rates.

<table>
<thead>
<tr>
<th>Device</th>
<th>CPU</th>
<th>RAM Capacity</th>
<th>Frame Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tablet</td>
<td>A12X, 8 cores, 2.48 GHz</td>
<td>4 GB</td>
<td>24</td>
</tr>
<tr>
<td>Tablet</td>
<td>Kirin 659, 8 cores, 2.36 GHz</td>
<td>3 GB</td>
<td>15</td>
</tr>
<tr>
<td>Raspberry Pi 3B+</td>
<td>Cortex A53, 4 cores, 1.4 GHz</td>
<td>1 GB</td>
<td>10</td>
</tr>
</tbody>
</table>

Note that the current MICA implementation is not yet optimized for the different architectures. Therefore, its performance could improve with a more advanced prototype.

The second requirement is that the MICA must not sensibly impair the ability of the device to run the other applications that the user needs for the task at hand (e.g., e-book reading software or a web browser). We found that in all cases, neither the e-book reader application (the Amazon Kindle application for the two tablet PCs or the Calibre Ebook Viewer application for the Raspberry Pi 3B+ board) nor the web browser were sensibly affected by the MICA in terms of reactivity or functionality.

3.3. Experimental Set-up

We set up a proof-of-concept experiment with real users to get a hint of the effectiveness of the application (i.e., its ability to help users focus their attention on the reading task).

A total of 10 male subjects and 10 female subjects were recruited from 6th to 8th grade in schools.

Taking into account the level of education of the subjects, six excerpts from the novel I Promessi Sposi (The Bethrothed) by Alessandro Manzoni in its original Italian version were selected and named “E1”, “E2”, … “E6”. Each excerpt was four pages long, text only and without figures.
We set up 20 tablets (one for each subject) with a web-based e-book reader application that supported the MICA (see Figure 4). Each subject was initially left with the device and the e-reader application running on a different text for 10 min to familiarize with the application and the presence of the MICA interactive character. A briefing was also provided, presenting the trial as a challenge and advising the subjects that they should not be distracted by the character and that staring at the character would reduce their performance.

Two different experimental conditions were devised. In the first condition (C1), a non-interactive animated character was shown on the screen that was graphically identical to the MICA character but unable to provide any feedback to the user. In the second condition (C2), the MICA character was shown and gave immediate feedback to the user. Immediate feedback, according to the definition in Section 3.2, was provided only after a given cumulative amount of distraction was detected.

After the initial familiarization interval, all subjects were asked to read the six excerpts in sequence in condition C1. For this task, 13 min per excerpt (approximately 3 min per page) were given plus a 1-min stop between two subsequent excerpts. Once all subjects completed their tasks, the first reading session was closed, and a second session was planned after a 1-day pause.

In the second reading session, all subjects were asked to read the six excerpts in sequence again but under condition C2. Again, 13 min per excerpt were given (approximately 3 min per page) plus a one-minute stop between two subsequent excerpts. Once all subjects completed their tasks, the second reading session was also closed, which also concluded the data gathering process.

For each trial (that is, a user reading an excerpt), the following set of measures was collected:

- The total reading time for the entire excerpt;
- The number of distraction events detected during the trial;
- The total reading time during which the user was distracted (i.e., the cumulative distraction time during the reading session).

In this proof-of-concept experiment, we did not take into account the structure of the document. As a consequence, a distraction was detected only when the user’s eye gaze moved away from the page being read, including when the fixation moved from the text page to the animated graphical character, which resided on a different screen area. Other types of distraction symptoms, such as an eye’s gaze wandering on the page or moving back and forth or staring at a specific area for a long time, were not considered.

4. Results

For the sake of clarity in data visualization, for each subject, the reading time, the number of distraction events and the cumulative distraction time were averaged over the six excerpts separately for the two conditions (C1 and C2), thus producing an average reading time, an average number of distraction events and an average cumulative distraction time for each subject and for each condition (C1 and C2). As a result, Figure 8 on the left compares the graphs of the average reading time for each subject in condition C1 (non-interactive graphical character) and condition C2 (MICA), while Figure 8 on the right compares the graphs of the average cumulative distraction time under the same two conditions.

The graphs show that substantial improvement was consistently obtained for both the overall reading time and cumulative distraction time for all subjects with the introduction of the MICA (i.e., in condition C2).

To better understand this improvement, the percentage reduction in reading time $RTR_i$ in condition C2 was also calculated relative to condition C1 for each subject according to Equation (1), where $RT_i(C1)$ and $RT_i(C2)$ represent the average reading time for the subject $i$ under conditions C1 and C2, respectively:

$$RTR_i = (RT_i(C1) - RT_i(C2)) / RT_i(C1) \times 100, \forall i \in [1..20]$$ (1)
Similarly, for each subject, the percentage reduction in distraction time \( DTR_i \) in condition C2 was calculated with respect to condition C1 according to Equation (2), where \( DT_i(C1) \) and \( DT_i(C2) \) represent the average cumulative distraction time for the subject \( i \) under conditions C1 and C2, respectively:

\[
DTR_i = \frac{(DT_i(C1) - DT_i(C2))}{DT_i(C1)} \times 100, \forall i \in [1..20]
\]  

(2)

Figure 9 shows the graph of \( DTR_i \) (left) and the graph of \( DTR_i \) (right) for all subjects. The graph on the left clearly shows a significant improvement in the average reading time for all subjects, although with sensible individual variations. This improvement is largely explained by the graph on the right, which shows that the cumulative distraction time decreased by more than 60% and up to 80% for some subjects with the introduction of the MICA.

To collect some subjective information on the user experience and the level of reliability of the experimentation, after the end of the two reading sessions, a very simple questionnaire was administered to the subjects. The questionnaire posed only one question, reported in Table 2.

Table 2. Question asked to the users.

<table>
<thead>
<tr>
<th>While reading, the MICA made you more:</th>
<th>□ Distracted</th>
<th>□ Focused</th>
<th>□ Indifferent</th>
</tr>
</thead>
</table>

The answers obtained are reported in Table 3. Only 2 out of 20 subjects responded that the MICA left them indifferent, while no one declared that they had been distracted. In general, 90% of the subjects were satisfied and declared that the effect of the MICA was positive.
Table 3. Answers to the user experience questionnaire.

<table>
<thead>
<tr>
<th></th>
<th>Distracted</th>
<th>Focused</th>
<th>Indifferent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0%</td>
<td>90%</td>
<td>10%</td>
</tr>
</tbody>
</table>

5. Discussion

The MICA encouraged the user to focus on the reading task, providing meaningful feedback through a voice, facial expression and head gestures. The feedback was based on the observation of the user during the working session through video analysis and by tracking their interactions with the device interface (touch screen). Through video analysis, the face of the user was constantly observed, and the orientation of the face and gaze of the eyes were estimated. Touch screen data were used to track the reading pace (i.e., how many pages were spanned in the last observation interval). The acquired data were then used to provide adequate and timely feedback to the user.

The feedback could be provided according to two different paradigms: either every time a significant loss of attention was detected or at predefined milestones, such as at the end of a lesson or a page. The two paradigms produced sensibly different effects. The timely feedback prevented the user from wasting further time due to a distraction, but it may have become annoying when either distractions were detected too frequently or some behavior of the user was wrongfully detected as a loss of attention. On the other hand, cumulative feedback can be provided to make the user more responsible, such as by asking them some questions that assess the level of content comprehension achieved. In most cases, it is not necessary to analyze the provided answer, as the effort needed to answer the question will be sufficient to convince the user that some content review is needed. Currently, no definitive response from the experimental data has emerged as to which paradigm is better for different situations, and therefore, further investigations will be carried out.

The data acquired while monitoring the user can also be exploited to assess the improvement produced by some treatment administered through the device on which the agent runs. For example, if the device is used to provide some content for cognitive rehabilitation, then the MICA can be used to motivate the user and, at the same time, collect observational data useful for evaluating the improvements introduced by the treatment or, preliminarily, to detect some cognitive problems [56]. Furthermore, the MICA is mobile-oriented, and therefore its architecture adheres to how people are most likely to consume books and other multimedia content (i.e., using mobile devices) [57].

We organized a simple but effective experimental campaign to evaluate the proposed approach, performing 240 reading tests with 20 different subjects, totaling approximately 52 h of reading time. The reading sessions were designed to produce a sensible level of fatigue in the subjects, since each subject was asked to read 6 excerpts in sequence (with a 1-min stop between consecutive readings) for a total of approximately 78 min for each reading session. The results presented clearly show that the MICA greatly improved the visual attention of the subjects during the reading task.

6. Limitations and Future Research

The described approach has some limitations that must be taken into account. First, a very simple model of attention was adopted, considering the eye’s gaze leaving the reading area as the only symptom of distraction. As stated above, the readers might be distracted even though their eye gazes were still fixated on the reading area, such as wandering randomly on it or moving backward and forward. If accurate attention level measurement is required, more effective and reliable measures are needed, such as based on an evaluation of the understanding of the text read. To better monitor the real visual attention of the reader, a more effective approach, currently under investigation as a future improvement to the MICA, is to extract some metadata regarding the structure of the document, such as the division into paragraphs, the structure of each page and the presence
of graphical elements on the current page to estimate an expected visual path in the current page and to evaluate the consistency of the tracked eye gaze path with the estimated visual path, which is roughly similar to some visual trajectory analysis methods [58].

A second limitation of the MICA is the low resolution of its eye gaze tracker, which is currently barely capable of discriminating between inside and outside the reading area. However, recent deep convolutional neural networks (CNNs) have been shown to be very effective in face and head detection, face tracking and eye detection [45,59]. As a consequence, more accurate eye tracking approaches will be investigated in the near future, taking advantage of the most recent lightweight implementations of deep learning platforms such as TensorFlow Lite [60], Pytorch [61] and OpenVino [62].

Finally, the MICA is defined as an “interactive” agent because it actually observes the user, estimates his or her cognitive state and provides “human-like” feedback in a continuous loop throughout the reading task. More articulated interactions are, in fact, supported by the TFTH platform, which involves the interpretation and synthesis of natural spoken language, the interpretation and synthesis of facial expressions and other abilities inherited from the Red platform [12]. However, it has not yet been demonstrated that introducing all those communication channels actually improves user attention, and therefore we plan to gradually test them in the future.

7. Conclusions

This paper introduced the software architecture of an interactive virtual agent that can support the user who is reading, attending an e-learning lesson or receiving cognitive rehabilitation treatment. The agent, named the Multimodal Interactive Coaching Agent (MICA), senses the user by visually observing his or her face, head orientation and eye gaze and estimates the level of attention and motivation. In response to the estimated state, the agent provides the user with specific multimodal stimuli using speech, facial expressions, head gestures and deictic visual cues.

The MICA has been tested with 20 different users and more than 50 h of reading sessions, producing a significant amount of data. Analysis of the experimental results shows that the MICA introduced an important improvement in the visual attention of the user toward the reading task, thus proving the validity of the proposed approach.

Future research directions are proposed with regard to the application of recent deep learning computer vision approaches to eye gaze tracking and the adoption of a more detailed and reliable visual attention model.
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