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Abstract: Polar clouds are, as a consequence of the paucity of in situ observations, poorly understood
compared to their lower latitude analogs, yet highly climate-sensitive through thermal radiation
emission. The prevalence of Thin Ice Clouds (TIC) dominates in cold Polar Regions and the Upper
Troposphere Lower Stratosphere (UTLS) altitudes. They can be grouped into 2 broad categories.
The first thin ice cloud type (TIC1) is made up of high concentrations of small, non-precipitating ice
crystals. The second type (TIC2) is composed of relatively small concentrations of larger, precipitating
ice crystals. In this study, we investigate the ability of a developmental version of the Canadian
Regional Climate Model (CRCM6) in simulating cold polar-night clouds over the Arctic Ocean, a
remote region that is critical to atmospheric circulation reaching out to the mid-latitudes. The results
show that, relative to CloudSat-CALIPSO vertical profile products, CRCM6 simulates high-latitude
and low spatial frequency variations of Ice Water Content (IWC), effective radius (re) and cooling
rates reasonably well with only small to moderate wet and dry biases. The model can also simulate
cloud type, location, and temporal occurrence effectively. As well, it successfully simulated higher
altitude TIC1 clouds whose small size evaded CloudSat detection while being visible to CALIPSO.

Keywords: CRCM6; CloudSat-CALIPSO; thin ice cloud; radiative effect; cloud optical propri-
eties; Arctic

1. Introduction

The Arctic is one of the most climate-sensitive regions on Earth [1]. Surface observa-
tions demonstrate a warming trend over the 1954–2003 climate period and still increasing
to this date, especially in continental areas during winter with some cool anomalies pre-
dominantly oceanic areas, such as southern Greenland. Most climate model projections
concur regarding the continuation of this strong Arctic warming trend (e.g., [2–6]). For
instance, Camiso using the Advanced Very High-Resolution Radiometer (AVHRR) thermal
infrared satellite data studied the seasonal trend in land and water surface temperature
during cloud-free conditions over the period of 1981 to 2012. He found mainly positive
surface temperature trends in summer, spring, and autumn broadly over the Arctic Ocean
associated with sea ice retreats, but noted some negative trends during the winter, with
some cooling observed over large areas of the Bering Sea and parts of Russia. These
cold-season cooling anomalies were shown to be sensitive to thin ice cloud formation and
atmospheric dehydration [7]. They are notable since they may affect climate variability,
atmospheric circulation, and, potentially, the genesis of winter storms.

The Arctic energy balance and climate are highly sensitive to disturbances in cloud
microphysical properties [6,8], sea-ice cover, and greenhouse gases, especially water vapor
at low concentrations. This is particularly the case for optically thin ice clouds where the
spectral emissivity and their cooling rates through the amplitude of the transmittance
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Jacobian [9] are shown to vary drastically as a function of crystal size and ice water content.
This is particularly the case during the cold season when TIC prevails. The current study is
an essential step in our ongoing investigation of the perturbative effect of optically thin
polar clouds, with optical depth (τ) less than 3, on the generation of available potential
energy affecting mid-latitude synoptic storm during winter and spring.

The ability of climate models to simulate feedbacks between different components
of the climate system depends, to a significant extent, on how well processes governing
regional high-latitude dynamics are integrated into the models. Cloud-radiation feedbacks
are, due to functional dependencies and interactions between various components of the
system (in particular, clouds, sea ice, and snow cover), extremely complex in the Arctic
(notably the feedback relationship between Arctic clouds and surface air flows). Sea ice
and surface temperatures are strongly influenced by clouds: their presence can indirectly
affect atmospheric temperatures, air dehydration, boundary layer stability, sensible heat
fluxes, and other derived variables [6,10]). Cloud optical thickness, altitude, microphysics,
and cloud cover can also be influenced by changes in atmospheric temperature and static
stability (thus adding to the intricate web of feedbacks). Globally, clouds produce net
surface heating by virtue of the infrared radiation they emit [11]. Thin clouds also exert
a substantial net atmospheric cooling effect during the Arctic night. They act as a three-
dimensional radiator of thermal radiation in the volume of the atmosphere that contains [11].
As semi-transparent grey bodies, they act as efficient three-dimensional radiators of thermal
radiation within the atmospheric volume that they occupy. In contrast, optically thick, low-
altitude clouds cool approximately like black bodies at their upward-looking boundaries
while generally warming the air at their bases due to upwelling warm surface radiation
in the case of a sunlit surface or warm ocean water. During the warm season, low-level,
mixed-phase polar clouds have a net cooling effect that is brought about by the reduction of
solar radiation at the surface: however, they exert compensatory infrared effects due to the
enhanced greenhouse effect [11,12]. Thermal surface cooling by infrared radiation during
the polar night also promotes the ubiquitous Arctic temperature inversion layer including
over arctic sea ice [13,14] and generates extremely stable conditions at low altitudes. These
long polar-winter periods of stable boundary layer conditions alternate with summertime
periods of weakly stable or near-neutral heating conditions driven by the influence of wind,
heat advection from low latitudes, and radiation [15,16].

One ongoing problem with Arctic climate simulations is the scarcity of long-term
observation sites that can be employed for characterizing regional-scale climate and for
evaluating high-resolution models. Indeed, most cloud microphysical data are taken
during special measurement campaigns. Another source of data is the network of polar-
orbiting satellites, particularly the A-Train constellation that includes (or included at the
time of our observations) OCO-2, GCOM-W1, Aqua, Aura, CloudSat, and CALIPSO.
CALIPSO and MODIS-Aqua as well as MODIS-TERRA have provided considerable data
over the last two decades [17,18]. Most passive instruments such as the MODIS imaging
spectroradiometers have difficulty distinguishing cloud-top and icy-surface radiation due
to low-level Arctic inversions as well as similarities in the optical properties of clouds
and snow. The CloudSat cloud probing radar (CPR) and the CALIPSO Cloud-Aerosol
Lidar with Orthogonal Polarization (CALIOP) are active instruments that have, since
2006, transformatively improved the regularity and spatial extent of aerosol and cloud
vertical-structure profiling.

The results of a variety of measurement campaigns indicate or suggest the presence of
various types of imperfections in Arctic climate models [10]. Such imperfections can result
from oversimplified parametrizations that inadequately represent atmospheric processes
in the Arctic. In most models, the radiation balance of, for example, thin ice clouds (TICs),
ubiquitous diamond dust precipitation, and Arctic haze are not well represented [19,20].
Comparing model simulations with satellite data allows model biases to be evaluated
while enabling a better understanding of physical and microphysical processes in the Arctic
atmosphere.



Atmosphere 2022, 13, 187 3 of 27

Arctic-warming effects have been more thoroughly studied over land areas because
there are no permanent observing oceanic stations. Satellite observations show strong
warming variation over the Arctic Ocean [4,6]: sectors that tend to be warming also show
warming variations and trends that are highly variable. The extent of the dependency
of the variation on cloud properties, notably the effects of those cloud properties on the
energy balance as well as on atmospheric circulation remains uncertain, especially at high
latitudes. Indeed, cloud feedback has been recognized as a major source of uncertainty
in climate projections [21]. Clouds play a dominant role in regulating the atmospheric
radiation budget by influencing both solar radiation and infrared radiation. They also play
a role in the modulation of the hydrological cycles through the agency of cloud processes
and precipitation formation that can have a controlling influence on the water balance of
the atmosphere.

The climatology of polar clouds, as reported in the literature, can differ considerably
as a function of the observing periods, cloud types, and data sources. Shupe et al. [22]
employed ground-based remote sensing measurements to estimate the average cloud
fraction over a limited number of Arctic sites (Barrow and Atqasuk, AK, U.S.; Eureka,
NU, Canada; Ny-Ålesund, Spitsbergen, Norway; and Summit, Greenland, Denmark) was
58% in winter and 83% in summer. Additional Supplementary Data were acquired during
1997–1998 (September to September) SHEBA (Surface Heat Budget of the Arctic Ocean)
campaign [16,23]. Shupe [22,24] showed that the surface radiative balance in the Arctic
strongly depends upon the presence of clouds. However, these statistics predated the
advent of the CloudSat and CALIPSO missions and only accounted for optically thick
clouds. Curry et al. [10] compared a number of studies and concluded that the average
Arctic-winter cloud fraction typically ranges from 40 to 68% (increasing to 80% during
clear sky ice-crystal precipitation events if TICs were considered). The Arctic climate
effect of thin ice clouds, particularly on the energy cycle and atmospheric circulation, has,
however, yet to be quantified. One way to achieve this quantification is to perform a
rigorous energy budget calculation based on the conservative equations of field dynamics
and thermodynamics that are used in numerical forecast models [25]. However, to achieve
this objective, it is essential to verify that the atmospheric model can adequately simulate
TICs when driven by realistic boundaries during intensive measurement periods, such as
the International Polar Year (2007–2008). It is equally essential to assess the limitations of
the model for the analysis. It is the purpose of this paper.

An important legacy of the 15 years of satellite-based LiDAR and radar data acquired
to date, is that during the polar night, TICs are known to be dominant over the High
Arctic. These very cold and semi-transparent clouds emit longwave radiation, not only
from their boundaries but within their large cloud volume, depleting thermal energy very
effectively from their large cloud volume rather than only from their edges. This is unlike
any phenomenon observed in warm, low-latitude regions. One effect of this dominant,
cold-season radiative cooling process is to strengthen the polar vortex, thereby increasing
geopotential gradients, enhancing the jet stream and, ultimately, leading to intensification
of mid-latitude storm activity. Then, radiation is highly sensitive to cloud microphysics,
particularly to cloud phase, ice crystal size, number concentration, and cloud optical
depth. In such conditions, radiation transmittance and cloud emissivity exhibit strong
variation, modulating the longwave radiative cooling rate and the energy balance at broad
regional scales. Apart from this direct effect of cloud microphysics on radiation, an indirect
effect takes place through precipitation, dehydration, and greenhouse, called Dehydration-
Greenhouse Feedback (DGF) effect [26]. Previous studies [27–30] have shown that DGF
dependency on cloud microphysics and ice crystal precipitation is largely controlled by
nucleation processes, especially under the influence of pollution-related acidification of ice
nuclei in a cold-dry environment, such as Arctic haze of volcanic plumes.

Previous studies [27–31] distinguished two types of TICS: the TIC1 type consists of
high concentrations of small, non-precipitating ice crystals, while the TIC2 type consists
of lower concentrations of larger, precipitating ice crystals. While such clouds can be
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readily, if approximately, characterized using satellite- and ground-based active profiles
(radar and LiDAR), their simulation using the GEM (Global Environmental Multiscale
Model) climate model is problematic [29,32]. The TIC1 type preferentially cools the upper
troposphere (7–9 km) and warms the lower regions by enhancing downward atmospheric
radiation [27,28]. Conversely, the decreased large-particle backscattering of the TIC2 type
cools most of the troposphere and efficiently leads to precipitation: this dehydrates and
further cools the air by reducing the greenhouse effect. Such radiative cooling generates
available potential energy and is hypothesized to feed directly into the development of
mid-latitude storms. Previous studies have indicated that the increasing occurrence of
TIC2s at the expense of TIC1s is substantially enhanced by the inhibition of ice formation
that is induced by acidic coatings on ice nuclei [7,27,33]. The acidic coatings are attributed
to mid-latitude pollution. The formation and dehydrating precipitation of TIC2s results in
the significant aforementioned radiative cooling of the cloud volume as well as a significant
reduction in water vapor concentration. This process could arguably contribute to system-
atic regional cooling as well as the increased variability and cold-winter anomalies that
have been observed at mid-latitudes in recent decades. We are aiming to test the hypothesis
suggesting that TIC2-induced polar anomalies could also alter polar circulation dynamics
and affect mid-latitude storm activity.

The main objective of this study is to assess the skill of the latest version of the Cana-
dian regional climate model (CRCM6) in simulating Arctic climate during the polar night:
to this end, we implemented the advanced Predictable Particle Propriety (P3) microphysical
scheme devised by Morrison and Milbrandt [34–36]. We seek, in particular, to exploit its
ability to simulate the optical properties of TICs and their effects on radiative cooling rates.
In the lower troposphere and, to some extent, in the UTLS (Upper Troposphere Lower
Stratosphere) of cold polar regions TICs have a strong radiation balance effect associated
with large variabilities in their optical properties and location. Since the spectral IR emis-
sivity is highly sensitive to crystal size distribution and shape: the expected effect of this
sensitivity is to profoundly modulate the radiative properties of the regional energy balance
and potentially influence the storm activities on the larger scales.

These questions are key motivations for the present study: our overarching strategic
objective is to facilitate the verification of hypotheses associated with the TIC2 phenomenon.
However, we must first ensure that the atmospheric state-employed for the current model
predictions conform closely to the atmospheric states for which TIC1 and TIC2 observations
are known to have occurred.

In this work, the ability of CRCM6 to adequately reproduce meteorological systems
on a synoptic scale (~1000 km) was first assessed by investigating the correspondence
between model simulations and corresponding data from an objective analysis that is
based upon observations and model reanalyses [17,37]. The simulated vertical profiles of
thermodynamic variables, notably those that are determinants of cloud formation (temper-
ature, specific humidity, and relative humidity) were compared to objective analyses. The
optical properties of CRCM6-simulated ice clouds were compared with retrieved (CloudSat
and CALIPSO) 2C-ICE retrieval products of ice water content (IWC) and the effective
radius (re) of cloud ice crystals. CRCM6 simulations of heating rate profiles were then
comparted to their analog (CloudSat and CALIPSO) 2B-FLX-LIDAR retrievals. By linking
regional modeling and remote sensing (supported available literature of in situ ice-loud
observations), the model can be verified, and strategies can be formulated to reduce model
(CRCM6) uncertainties. This initial work phase supports our broader research objective of
simulating polar winter ice clouds and their radiative effects while improving our basic
understanding regarding transitions from the synoptic scale to the microphysical scale and
from meteorology to climatology.
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2. CRCM6
2.1. Model Description

The developmental version 6 of the Canadian Regional Climate Model (CRCM6)
is an adaptation of the Global Environment Multiscale Model (GEM4.8) developed at
Centre de Simulation pour le Climat à l’Échelle Régionale ESCER-UQÀM. GEM was
developed for numerical weather prediction applications by Environment and Climate
Change Canada (ECCC). A description of the dynamical core can be found in Côté [38]
along with details regarding its recent development [36,39]. GEM uses a combination of
semi-implicit time-differencing and a semi-Lagrangian advection scheme [38]. Several
grid options are available in the horizontal plane: these include a globally uniform grid,
a global-scale, variable resolution grid, and a limited-area grid with a rotated latitude-
longitude projection. In this study, we use a limited-area grid with a rotated latitude-
longitude projection. In the vertical dimension, a hybrid hydrostatic pressure coordinate is
used [40]. Recent versions of GEM use the innovative Charney-Phillips grid [35,39] as the
vertical coordinate with log-hydrostatic pressure as well as staggered thermodynamic and
momentum levels. In our case, the exactly vertical spacing of the primary and secondary
model simulation is read from a table with 62 hybrid η levels from the surface to 2 hPa.
This coordinate follows the topography and with higher resolution near the surface and
lower resolution at altitude. The model also incorporates weak horizontal diffusion.

It should be noted that model-simulated fields rather than reanalysis data are used.
This choice is justified by the need to reproduce the tendency terms of all diabatic heating
sources that are not available in the original objective analysis database. These are essential
for performing complete analyses of the energy cycle [25].

2.2. Modifications of CRCM6 Model Physics

Modifications were made to the original CRCM6 physics schemes in order to simulate
Arctic TICs. Those modifications particularly affect the explicit contribution of cloud optical
properties in radiation calculations and turbulent mixing in the stable Arctic boundary
layer. The original CRCM6 version employed radiation calculations only if the total ice
and liquid water contents (i.e., ice and liquid water from explicit and implicit sources)
were greater than a threshold of 10−4 g m−3 and if the total cloud fraction was greater
than 0.01. This approach was based on the conclusions that the accuracy of ice and liquid
water content measurements was insufficient below a certain threshold and thus that the
radiation calculation should be turned off in such circumstances. In practice, these crude
assumptions can significantly reduce time-consuming calculations in the thin limit of cloud
covers. However, current satellite observations from CALIOP are arguably sensitive to
much smaller quantities of ice water content (>~10−9 g m−3 in the Arctic, the test is done
as part of this study but figures are not included): this is particularly true during the cold
season when far-infrared radiation is dominated by greenhouse effects. We accordingly
deactivated the aforementioned thresholds in the current CRCM6 version and extended
the radiation calculations to all cases of non-zero cloud water and cloud fraction.

Our simulations also employed the MOISTKE (Moist Turbulence and Kinetic En-
ergy) [41,42] turbulence scheme in the lower atmospheric layers and for vertical diffusion.
This tended to generate unrealistic clouds at excessive altitudes. To mitigate this model
bias, we limited the height of lower-layer clouds to twice the boundary layer height (as
suggested subsequently to the High-Resolution Deterministic Prediction System (HRDPS)
campaign [36] We also changed the static stability coefficient of the atmosphere (which
defines the degree of atmosphere stratification) [41] from 0.1 to 0.01.

2.3. Model Configuration

Two high Arctic simulations of different resolutions were conducted to simulate TIC
events during January of the International Polar Year (2007). This intensive measurement
period offered favorable conditions for an in-depth case study and a springboard for a more
comprehensive climate investigation. The study domain is centered on the North Pole
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(Figure 1) and extends as far south as 50◦ N latitude (including parts of northern Canada,
Alaska, Greenland, and northern Russia as well as the entire Arctic Ocean).

An initial simulation was performed on a 0.108◦ (~12 km) grid mesh of 340 by
340 points (excluding a halo zone of 10 grid points and a buffer zone of another 10 grid
points). The model incorporates 62 levels in the vertical, with higher resolutions in the
lower troposphere to better represent exchanges with the Earth’s surface. The initial and
lateral boundary conditions of the atmospheric fields, together with the sea surface condi-
tions, are provided by ERA5 Reanalysis on a 0.25◦ (~28 km) resolution grid. The lateral
boundary conditions are updated every hour during the simulations. To maximize CRCM6
correspondence with the reanalysis, large-scale “spectral nudging” (SN) was applied to the
horizontal wind components [43].

The radiation scheme used is that of Li and Barker [44]. It employs a correlated k-
distribution method for gaseous transmission, with nine frequency intervals for long-wave
and four for short-wave fluxes. The prognostic total water content is transferred directly to
the radiative transfer scheme. Radiation interacts with meteorological variables through
the diabatic heating rate in the thermodynamic equation.

The parametric schemes of the physical processes at the subgrid-scales are the deep
convection scheme of Kain and Fritsch [45]; the Kuo shallow convection scheme [41,46];
the cloud scheme of Sundqvist [47] (which is based upon large scale condensation), with
boundary-layer cloud contributions from the MoisTKE boundary layer scheme [41]. Ra-
diative transfer calculations are performed using a correlated-k distribution model [44] while
land-surface processes are treated using the Canadian Land Surface Scheme CLASS3.5 [48,49].
For utility purposes, the variables are archived every 30 min and interpolated over 22 pres-
sure levels. This simulation was used only for driving the second simulation.
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Figure 1. Study domain: The black outer box is the 12 km mesh CRCM6 domain (340 × 340 grid
points). The blue inner box is the 3 km mesh CRCM6 domain (700 × 700 grid points). The red-dashed
box is the domain of comparisons between the CRCM6 and CloudSat-CALIPSO data (the region of
Greenland was explicitly excluded to avoid the non-representative dynamics of its high-elevation
terrain). The arrow labeled “(M)” indicates the specific grid point that was employed to analyze
specific dynamics details of CRCM6 profiles (see Figures 3 and 4).
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The second CRCM6 simulation was performed with a finer mesh of 0.03◦ (~3 km) on
a grid of 700 by 700 points (Figure 1), driven by the first 12 km simulation. The parametric
schemes of the physical processes at the subgrid scales of this simulation are identical to the
12 km simulation except that the microphysics scheme is the Predictable Particle Property
(P3) from Morrison and Milbrandt [34,35]. Simulated fields are archived every 10 min and
interpolated over 52 pressure levels. It is this simulation that is used for all analyzes.

Details of the P3 microphysics scheme can be found in [34,35,50]. As in other bulk
schemes [51,52], P3 has two liquid-phase categories (cloud and rain) both of which are
modeled by two size distribution moments, with prognostic mass and number concentra-
tion mixing ratios for each moment. There is a user-specified number of three ice phase
categories, each with four prognostic variables. In this study, only the “single-ice” category
configuration is used, but the description below is general and can apply to multi-ice
category configurations. The four prognostic ice variables are total ice specific mass qi, tot
(kg kg−1), the total ice number concentration Ni, tot (kg−1), rime ice specific mass qi, rim
(kg kg−1), and rime ice specific volume Bi, rim (m3 kg−1). One can evaluate the vapor depo-
sition ice mass qi, dep from qi, tot minus qi, rim. Several relevant bulk properties, including
the rime mass fraction F

i, rim=
qi, rim
qi, ice

, the bulk ice density, the bulk rime density ρ
i, rim=

qi, rim
Bi,rim

,

the mean particle size, and the mean number- and mass-weighted fall speeds are derived
from these four conserved prognostic variables. The total particle number concentration
and ice mass mixing ratios are given respectively by

Ni, tot =
∫ ∞

0
N0Dµ exp(−λD)dD (1)

qi, tot =
∫ ∞

0
md(D)N0Dµ exp(−λD)dD (2)

where D is the maximum characteristic dimension of ice particles, md(D) is the mass–
dimension relationship and the particle size distribution is assumed to be described by
a gamma function. The gamma distribution is parameterized in terms of N0, λ and µ,
(the intercept, the slope, and curve width shape parameters, respectively). The P3 shape
parameter follows from the observational study of Heymsfield [53], and is given by µ =
0.00191λ0.8 − 2 (where λ has units of m−1). The first step, for a given combination of
prognostic variables (Ni, tot, qi, tot), is to solve for the particle size distribution intercept and
the slope parameters (md(D)). As per Morrison and Grabowski [54], md(D) is represented
by power laws for various size-dependent regimes (see [34,35,50] for details).

3. Reanalysis and Satellite-Based Data

Different data sources, including reanalysis data and satellite observations, were
used in assessing the Arctic-atmosphere simulation capabilities of the CRCM6. We briefly
describe those data sources in this section.

3.1. Reanalysis Data

The ERA5 reanalysis [55] is generated using 4D-Var data assimilation with ECMWF’s
CY41R2 Integrated Forecast System (IFS). It incorporates 137 hybrid sigma/pressure
(model) levels in the vertical with the top-level at 0.01 hPa. Atmospheric data from
the 137 level levels are interpolated to 37 reference pressure, 16 potential temperature,
and 1 potential vorticity level. The IFS is coupled to a land-surface scheme and an ocean
wave model. The ERA5 dataset provides a higher resolution (31 km) and more frequent
fields (3 hourly) than does its previous version (ERA-Interim). It offers further unique
advantages such as data quality status distributed in space and time. The troposphere
representation is also improved with better representation of tropical cyclones, a better
overall balance of precipitation and evaporation, improved deep convection precipitation,
soil moisture parameterization, and greater consistency between sea surface temperature
and sea ice cover.
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The Arctic System Reanalysis (ASR) [56] is a Greater Arctic reanalysis dataset available
through the NCAR Research Data Archive (National Center for Atmospheric Research,
Boulder, CO, USA). It is produced using high-resolution versions of the Polar Weather
Forecast Model (PWRF), along with Arctic-optimized WRF-VAR and High-Resolution
Land Data Assimilation (HRLDAS) systems. It represents a comprehensive integration of
Arctic regional climate over the 2000–2012 period (at two resolutions: ASRv1 at 30 km; and
ASRv2 at 15 km) and offers 104 surface fields and 36 top of the atmosphere (TOA) variables
(produced by combining observation and simulated data sets). We used the 15 km ASRv2
(3-hourly) dataset. ASR is used as a reference because it is completely independent of the
model, unlike ERA5 that was used for driving the first simulation.

3.2. Satellite-Based Observation Data

CloudSat and CALIPSO data are archived on the CloudSat data processing site. They
are a combination of ECMWF (European Centre for Medium-range Weather Forecasts) re-
analysis data and products derived from CloudSat’s (CPR) radar and CALIPSO’s (CALIOP)
LiDAR profiles along their orbit lines. We principally used the combined “Radar LiDAR”
products (see Table 1).

Table 1. CloudSat-CALIPSO satellite retrieval products were used in the study.

Products Instruments Output Variables References

2C-ICE Radar
LiDAR

IWC, effective radius,
extinction coefficient Deng et al. [57].

2B-FLXHR Radar CPR-derived radiative
fluxes, diabatic heating rate L’Ecuyer et al. [17].

2B-FLXHR-LIDAR Radar
LiDAR

A-train derived, radiative
fluxes, diabatic heating rate Henderson et al. [58]

2B-GEOPROF-
LIDAR

Radar
LiDAR

Cloud fraction, cloud top,
and base Mace and Zhang [58]

3.2.1. C-ICE Products

The 2C-ICE product includes key microphysical and optical properties of ice clouds.
The algorithm uses a combination of the CPR reflectivity factor (2B-GEOPROF) product and
the CALIOP 532 nm attenuated backscattering coefficients to increase the product accuracy
relative to the pure radar product [57,59]. The 2C-ICE retrievals provide vertical ice-cloud
profiles that include ice water content (IWC), effective radius (re), and 532 nm extinction
coefficient. This is accomplished by synergistically combining 94 GHz radar reflectivity
and 532 nm LiDAR extinction coefficients at the horizontal and vertical resolutions of the
CPR (1 km horizontally and 240 m vertically).

The 2C-ICE products yield the profile fraction of LiDAR-detected cloud over 5-km
orbit-line segments along with the position and height of the clouds. The retrieval algorithm
employs both radar and LiDAR data.

In general, radar provides (1) signal penetration of optically thick layers that otherwise
rapidly attenuate the LiDAR signal; and (2) information on precipitation layers that may
not be seen by the LiDAR. In contrast, LiDAR provides (1) aerosol and TIC signals that may
be below the detection threshold of the radar (notably for TIC1 particles) and (2) the TIC1
and TIC2 overlap region that is seen by both instruments (thus enabling more robust and
comprehensive cloud microphysics retrievals). Since the two instruments have different
vertical and horizontal resolutions and sampling frequencies, the spatial domain of the
output products of this algorithm is limited to the CPR’s spatial grid [60].

The 2B-GEOPROF-LIDAR products used by the 2C-ICE algorithm give the fraction of
each volume of geolocalized (Geoprof) profiles containing a lidar-detected cloud on each
average 5-km segment along the trajectory. It provides the position and height of the clouds.
The GEOPROF-LIDAR algorithm is designed to extract information from combined radar
and lidar sensors. The objective of this algorithm is to exploit the synergy between these
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instruments and to give a product that provides a better profile description of the cloud
layers, as well as to estimate the fraction of the atmospheric volume at the radar resolution
filled with clouds [60].

3.2.2. 2B-FLXHR-LIDAR Products

The 2B-FLXHR-LIDAR products provide computed solar and IR fluxes [W m−2]
and diabatic heating rates [K day−1] using the CPR-estimated water and ice content
(2B-FLXHR) [17] profiles as well as CALIOP- and MODIS-derived cloud and aerosol
properties that go undetected by CloudSat and which are necessary for solar and IR flux
calculations [58]. The solar and IR flux profiles are calculated for discrete atmospheric
levels and then interpolated to the inner CRCM6 grid of Figure 1. The algorithm uses
a combination of atmospheric state variables derived from ECMWF reanalysis data as
well as cloud water and ice content profiles from Level 2 CloudSat products. The cloud
water and ice contents are estimated from the optical thicknesses of the CloudSat 2B-Tau
product as well as the CALIOP backscatter and CAL_LID_L2_05kmCLay products. The
aerosol optical thickness is obtained from the CAL_LID_L2_05kmALay product [57]. These
products are available along the A-train trajectory at CPR resolutions. The observation
granules corresponding to the model domain and the required times are extracted and
integrated into our database.

3.2.3. 2B-FLXHR-LIDAR Algorithm

The radiative heating rate and flux algorithm (FLXHR) provides all the relevant cloud
radiative proprieties that are key to our analysis. To limit the discussion to its essential
elements, we leverage the original and more comprehensive discussions found in the
Table 1 citations. The FLXHR algorithm is an adaptation of the monochromatic two-stream
radiative transfer model [61,62] applied across six solar bands and twelve longwave bands.
Relevant 2C-ICE products are used to calculate the vertical profile of optical properties in
each spectral band. These optical properties are used to derive the reflectance, transmittance,
and thermal emittance of each 3D atmospheric grid cell and subsequently the radiative
fluxes of all bands on each face of the grid cell. Radiative heating rates are obtained from
flux absorption and emission computations in each cell (from flux divergence calculations).
Shortwave and longwave fluxes and heating rates are resampled to the FLXHR bands
and the final products are obtained at the CPR resolution and nearest time along the orbit
line [60]. Per-layer fluxes are computed for each band by combining the optical properties
of the constituent gases, aerosols, and clouds. The radiative heating rates of each cell are
computed from the divergence (net gain) of the fluxes.

FLXHR product protocols for flux and heating rate uncertainties are achieved ac-
cording to the CloudSat Step-2 ESSP-2 (Earth System Science Pathfinder) proposal [62].
The evaluation of the limitations of the 2B-FLXHR-LIDAR databases can be found in [17].
Evaluating these products in the context of our objectives can be seen as a two-pronged
approach of both model comparisons with algorithm inputs and model comparisons with
the algorithm outputs. This approach not only assesses the performance of the algorithm
but also enables an analysis of the various sources of input error to product uncertainty.

4. Methodological Considerations
4.1. CRCM6 Product vs. A-Train Product Comparisons

The CRCM6 simulated fields vs. A-train product comparisons was carried out as
follows. The geographic (lon/lat) coordinates and product-locator indices of an A-train
profile along an orbit traversing the CRCM6 (3 km mesh) domain of Figure 1 (as well as
the time and values of the corresponding cloud and flux products) are stored in arrays.
The array of A-train product coordinates and their times within the CRCM6 domain
enables the extraction of a corresponding array of CRCM6 grid cell coordinates and times
that are spatially and temporally nearest to the A-train array (an array that effectively
corresponds to the classical profile of A-train products along one A-train orbit line). The
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higher resolution A-train products are then averaged across the 3 km CRCM6 grid cells in
which they are located and appropriately interpolated to the CRCM6 pressure levels.

Numerous A-train orbits can traverse the CRCM6 (3 km mesh) domain of Figure 1 on
a given day. If domain-wide of A-train orbit products within the CRCM6 domain are to be
compared with analogous CRCM6 products (an analysis that is carried out below) then
all matching (individual-orbit) A-train products are spatiotemporally averaged over the
different times of the orbit and all the products at a given CRCM6 pressure level.

4.2. Comparative Analysis Strategies

We analyzed the 3 km mesh CRCM6 biases relative to the ERA5 and ASR reanalyses
in order to assess the CRCM6 skills in reproducing synoptic-scale weather systems. Special
attention was paid to the simulation of temperature and humidity given the strong depen-
dency of clouds on local thermodynamics. The quality of the model fit was evaluated in
order to assess biases and better understand the possible contributions of such biases to
CRCM6 product errors. As part of this evaluation process, the ERA5 and ASR reanalyses
were interpolated to the 3 km CRCM6 horizontal mesh and its 52 vertical pressure levels.

CRCM6-derived IWC, cloud re, and diabatic-heating rates were compared with
their analogous 2C-ICE and 2B-FLXHR-LIDAR products using the process described in
Section 4.1. Simulation of IWC and cloud re is a very relevant test of the CRCM6 ability to
model “front-line” physical parameters that are highly variable in time and space. Simula-
tion of heating rates is a test of its integrative radiative transfer capabilities in estimating
key regional-scale radiative forcing parameters.

We note two additional comparative details in this strategy: (i) The region for compar-
ing CRCM6 simulations with ERA5 and ASR reanalysis and A-train products was reduced
to the red-colored dashed-line trapezoid of Figure 1: the region of the northern coast of
Greenland was explicitly excluded to avoid non-representative dynamics of high-elevation
Greenland terrain. (ii) A specific CRCM6 grid point (grid point “(M)” in Figure 1) was
employed to analyze specific dynamics details of CRCM6 profiles relative to reanalysis
data: in this case, we wished to avoid the risk of obscuring or skewing the comparative
physics between these data by excessive spatial averaging.

5. Results

We first analyze CRCM6 skill in reproducing synoptic-scale weather maps relative
to the ERA5 and ASR reanalyses for the polar-night reference month of January 2007. We
then investigate CRCM6 performance in simulating IWC, cloud-particle effective radius
(re), and heating rate profiles along specific A-train orbit lines of the reference month and
for a domain-averaged temporal analysis across the whole reference month.

5.1. Meteorological Field Validation

Figure 2 shows a CRCM6 vs. ERA5 and ASR mean sea-level pressure (MSLP)
(Figure 2A) and surface temperature (Figure 2B) across the 3 km mesh domain of Fig-
ure 1 for the reference month of January 2007. Biases are represented by white contour
lines on the reanalysis maps. We note that, as a general statement, CRCM6 successfully
reproduces the MSLP spatial patterns with bias amplitudes that are generally <1 hPa
(except near the coast of Greenland which we avoided in our analyses). For the surface
temperature, CRCM6 successfully reproduces the spatial patterns with bias amplitudes
that are generally < 6 ◦C and negative for ERA5 and positive for ASR. We note a high
density of biased contour lines near the coast of Greenland and North Atlantic which is
due to uncertainties linked to surface processes such as orography and sea ice. Similar bias
maps were generated for the specific humidity (SH) and relative humidity (RH) at 500 hPa
(are not shown). The results were again of generally acceptable agreement: we leave
the statistical interpretation of what that means to January 2007, pan-domain ensemble
statistics of the analysis that follows.
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Figure 2. (A) January 2007 MSLP (mean sea-level pressure) time averages and biases (white contours)
of sea level pressure and (B) surface temperature time averages and biases across the 3 km mesh
domain of Figure 1, left-hand panels CRCM6, in the middle ERA5 and CRCM6-ERA5 and right-hand
panels ASR and CRCM6-ASR. Note that the white contours being smooth continuous curves is not
the result of some post-processing enhancement of the contouring program: rather the stepped color
key does not do justice to detailed MSLP spatial variation.

Table 2 shows January 2007, pan-domain, means and standard deviations for (i) the
ASR and (ii) ERA5 reanalyses, the associated CRCM6 reanalysis biases relative to (iii) the
ASR and (iv) ERA5 reanalysis as well as (v) the ERA5 biases relative to ASR for the
temperature, the SH and RH across the CRCM6 domain of Figure 1 (500 and 900 hPa for
the upper and lower tables respectively). Such a comparison enables a better appreciation
of how the reanalysis-dependent variability of the key cloud-environment parameters
might influence cloud simulation performance. The CRCM6-ERA5 mean and std (standard
deviation) bias amplitudes are (except the mean RH bias) generally of smaller amplitude
than the CRCM6-ASR bias: this is very likely since the former was used to drive the
CRCM6 dynamics. The CRCM6-ERA5 temperature and SH std bias amplitudes at both
500 and 900 hPa are moderately smaller compared to their natural (std) variation (<41%
and <64%) and significantly smaller than their natural mean (5% and 33%). In addition,
the CRCM6-ERA5 temperature and SH bias std amplitudes were always less than their
CRCM6-ASR and ERA5-ASR std analogs while their bias mean amplitudes were always
less than their bias std amplitudes. The RH std bias amplitudes (relative to their natural
std variation and natural mean) were notably larger (>149% and 42% respectively). In
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general, the large (relative) RH bias amplitudes are not unexpected given the known large
uncertainties in modeled simulations of RH [28].

Table 2. January 2007 mean and standard deviations (500 hPa and 900 hPa for the top and bottom
tables respectively) across the 3 km mesh domain of Figure 1 for ASR and ERA5 and associated
CRCM6 prediction bias for temperature, specific humidity, and relative humidity.

Models ASR ERA5 Bias
(CRCM6-ASR)

Bias
(CRCM6-ERA5)

Bias
(ERA5-ASR)

Variables mean std mean std mean std mean std mean std
Temperature (◦C) −41.56 3.45 −41.94 3.63 −1.59 5.65 −0.39 0.82 −1.18 5.63

Specific humidity (g/Kg) 0.10 0.06 0.10 0.06 −0.03 0.09 −0.01 0.03 −0.02 0.09
Relative humidity (%) 47.75 15.99 33.50 17.01 0.06 23.44 −1.52 12.73 1.43 21.65

Models ASR ERA5 Bias
(CRCM6-ASR)

Bias
(CRCM6-ERA5)

Bias
(ERA5-ASR)

Variables mean std mean std mean std mean std mean std
Temperature (◦C) −25.45 4.93 −21.76 4.76 −5.06 6.77 −0.78 1.96 0.76 6.66

Specific humidity (g/Kg) 0.56 0.33 0.56 0.29 −0.11 0.51 −0.05 0.18 −0.07 0.49
Relative humidity (%) 65.55 18.36 57.61 16.06 −1.67 25.73 −19.71 24.02 −0.19 21.65

Figure 3 shows the 900 hPa (A) and 500 hPa (B) CRCM6, ERA5, and ASR (January
2007) time series of temperature, SH and RH (left-hand panels) as well as the CRCM6-ASR,
CRCM6-ERA5, and ERA5-ASR biases (right-hand panels) at the “M” reference point of
Figure 1. These temporal series can lend a degree of insight into what drives the statistics
of Table 2 (despite the clear limitation in comparing parameter averages over the CRCM6
domain with the values at the single ‘’M” grid cell). We note that the typical variation
of the temperature field with passing storms (increasing before storms and decreasing
after, e.g., 25–26 January) is likely the greatest driver of the large temperature and SH std
values of Table 2. The same type of general remarks made for the Table 2 CRCM6-ERA5
bias amplitudes apply to the day-to-day variations seen in Figure 3: in particular, one can
visually observe the temperature and SH bias amplitudes that are substantial to moderately
smaller than their natural variation while RH biases are notably larger. The time series
biases in percentage can be found in the Supplementary Materials (Figure S5).

Figure 4 shows comparisons of (point “M”) CRCM6, ERA5 and ASR time-averaged
vertical profiles of temperature, SH and RH (left to right panels) along with their bias means,
bias stds, and (Pearson) correlation coefficients (top to bottom panel-rows respectively) for
January 2007. The bias mean and bias std temperature amplitudes are <2 ◦C) except in
the region of the inversion layer (<900 hPa) where they can be up to ~9 ◦C (Figure 4C,D,
left-hand panels). The difficulty all models appear to have in capturing the polar winter
inversion layer might be tied to the difficulties in simulating net heat fluxes in the very
stable (thermally deep) polar winter boundary layer (see [63] for a discussion of modeling
challenges). The mean SH profile (Figure 4A middle panel) is similar in form to that
of temperature (Figure 4A left-hand panel) The amplitudes of the dominating bias std
values are fairly large in the inversion layer as well as above the inversion layer (<0.15 and
0.125 g kg−1 respectively). The RH profile of Figure 4c exhibits a gradual decrease with
height, from 70% to 80% near the surface to very low values (<10%) in the stratosphere. The
std bias profile spikes to large inversion layer amplitudes of >30% amplitude at 1000 hPa
and values as high as 24% above the inversion layer. Figure 4E left-hand to right-hand
respectively show the correlation coefficient profiles between temperature, SH, and RH
(larger values being typically associated with lower frequency variations at higher altitudes).
Temperature shows relatively high correlations (>0.9) above the inversion layer (vs. >0.6
for the humidity parameters).
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humidity at the “(M)” gridpoint of Figure 1 for January 2007. (A,B): monthly averages and stds.
(C,D) bias difference means and stds. (E) correlation coefficients.
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5.2. Optical Property Simulation of TICs

The analysis of CRCM6 skill in reproducing standard reanalysis parameters in the
previous section was carried out to better understand CRCM6 performance in simulating
ice water content (IWC) and effective radius (re) as well as associated heating rate profiles
retrievals. Despite non-negligible bias mean and std differences in temperature and humid-
ity, we expect cloud proprieties to still be relatively well constrained by the approximate
level of accuracy that is attained (see, for example, the discussion in [28]). CRCM6 pro-
file simulations of those TIC parameters were compared to CloudSat-CALIPSO 2C-ICE
retrievals for every available orbit line during the January 2007 reference period (414 lines).
To illustrate these event-level comparisons, we selected orbit lines that showed a consid-
erable degree of IWC and re variation (1 and 17 January orbit lines of Figure 5A,B). This
comparison enabled an appreciation of the event-level details of the cloud dynamics that,
in turn, often gave insight into the scaled-up dynamics of time-averaged vertical profiles.

1 January (Figure 5A) was influenced by two cloud systems: mid to lower tropospheric
clouds around 79.60◦ N and an upper troposphere to low troposphere system around
81.3◦ N while 17 January (Figure 5B) appeared to be subject to a generally cloudy system
that stretched across the orbit line. The IWC simulations for both days show the same
general cloud structure as the satellite observations of (stronger) IWC amplitude (satellite
IWC > 10−2 g m−3) while capturing higher altitude (small-re) cloud structures (the dark
blue, re > 10 µm regions in the CRCM6 re profiles of Figure 5A,B) which were not detected
by CloudSat (but were detected by CALIOP). This simulated, small-re result is coherent
with Grenier et al. [27] who observed that sub−15 µm TIC particles could not be detected
by CloudSat). On the other hand, the 1 and 17 January (reddish colored) fall lines that
are readily observable in the satellite-derived re profiles (and that are likely indicative of
large-re precipitating clouds) are, at best, only reproduced as “smeared” low frequency
re increases by CRCM6 (a result attributable to the relatively low vertical and horizontal
resolutions of CRCM6).

A temporal comparison of 2C-ICE and CRCM6-simulated vertical profiles of IWC and
re during the reference month of January 2007 is shown in Figure 6A,B while Figure 6C
shows the associated CRCM6 estimation biases relative to the 2C-ICE retrievals (orbit-
dependent vertical profiles, see the figure caption). The simulated vertical and horizontal
IWC structures are generally similar to the 2C-ICE profiles with a tendency for CRCM6
simulations to be of moderately lower amplitude (generally negative biases in Figure 6C).
The largest negative biases can often be associated with the presence of a storm: we believe,
for example, that this is the case for the dark blue negative bias on 8 January (when the
low temperature profiles of Figure 3 suggested the presence of a winter storm). In such
conditions, models tend to lag behind high-frequency physical processes such as small-scale
turbulence.

The re profiles (Figure 6B) show simulated and observed vertical and horizontal
structures that resemble the IWC profiles in terms of the amplitude patterns (notably in
the case of the 2C-ICE profiles). At low altitudes (<~6 km) the CRCM6 simulations tend
to be of lower amplitude than the occasional (reddish) spikes seen in the re profile while
generally being of higher amplitude during times that exclude the spikes. This is borne
out by the biases of Figure 6D (showing a generally positive bias pattern in the presence of
sharp bluish spikes). At higher altitudes, those biases turn negative.

Figure 7 shows the (January 2007) CRCM6 simulated (blue) and 2C-ICE retrieved
(red) IWC and re vertical profile means (solid lines) and stds (dashed lines) as well as
the CRCM6-estimation biases for the orbit-dependent domain described in the legend of
Figure 6. The mean IWC profiles differ little between ~6 and 9 km altitudes: below ~6 km,
the CRCM6 profiles are weaker than their 2C-ICE counterparts (with attendant negative
bias means). The re values from CRCM6 are stronger and weaker (respectively below and
above ~6 km) with maximum bias mean deviations of ~6 and −10 µm, respectively. Finally,
the CRCM6 IWC profile places clouds higher in the atmosphere compared to 2C-ICE (up to
~11 km): an observation that is not incoherent with the Figure 5 illustrations.
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Figure 6. Time evolution of (CloudSat-Calipso) retrieved and CRCM6-simulated IWC (A) and re (B)
vertical profiles for January 2007. Each thin (colored) vertical strip represents an orbit-line average for
the 6 to 8 orbit lines that typically cross the CRCM6 domain of Figure 1 in a single day. The associated
CRCM6-simulated vertical profile biases are shown in the lower two panels (C,D).
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Figure 7. Top panels: vertical profile averages (solid curves) and stds (dashed curves) of IWC (left-
hand panels) and ice re (right-hand panels) from CRCM6 simulations (blue curves) and ICE-dust
retrievals (red curves) over the reference month of January 2007. The bottom panel profiles show the
mean and std of the CRCM6 biases relative to the ICE-dust retrievals.

Figure 8A shows a time series comparison of CRCM6-simulated and 2B-GEOPROF-
LIDAR profiles of cloud fraction, while Figure 8B shows the associated biases. The vertical
and horizontal cloud fraction patterns are similar and generally show a level of moderate
agreement in amplitude. The CRCM6 cloud fraction biases are generally positive for
altitudes above 4–5 km. This is likely due to the model attributing a cloud fraction of unity
if there is any cloud in a given model cell. This extreme attribution results when the model
employs explicit (coarse, cell-level resolution) cloud fraction processing as opposed to
implicit (microphysical resolution) processing. The negative (<−0.2) cloud fraction biases
below 5–4 km altitude are likely the result of more realistic implicit processing.
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Figure 8. Time evolution of cloud fraction simulated by CRCM6 and retrieved from CloudSat-
CALIPSO profiles (A) and bias (B).

Figure 9 (left hand panel) shows the mean vertical profiles (solid lines) and the standard
deviations (dashed lines) of the CRCM6 (blue) and 2B-GEOPROF-LIDAR (red) cloud
fraction. The mean profiles near the surface (<4–5 km) are ~0.6 for CRCM6 and ~0.8
for 2B-GEOPROF-LIDAR. The CRCM6 profile increases in amplitude to ~0.9 while the
2B-GEOPROF-LIDAR remains roughly constant up to 8 km of altitude. This results in a
positive bias mean at altitudes > 5 km and a negative bias as ~−0.2 for altitudes < 5 km
(Figure 9, right-hand panel). The sub-5km negative bias is arguably consistent with the
positive re bias if the model crystals precipitate out faster than the real precipitation rate.
The CRCM6 and 2B-GEOPROF-LIDAR std profiles are small and very similar above ~6 km.
The std values below 4 km for CRCM6 are relatively large. The CRCM6 bias std of ~0.6
(increasing to ~0.9) in the right-hand panel of Figure 9 underscores the large cloud fraction
variability for low-level (and high-level) CRCM6 clouds.



Atmosphere 2022, 13, 187 20 of 27

Atmosphere 2022, 13, x FOR PEER REVIEW 22 of 29 
 

 

with altitude). The CRCM6 bias std profile is ~ the amplitude of the CRCM6 bias mean 
profile. 

 
Figure 9. Vertical profiles of cloud fraction statistics: the solid and dashed curves in the left-hand 
panel represent, respectively, the average and standard deviation over the profiles of Figure 8A 
while the blue and red colors represent CRCM6 simulations and CloudSat-CALIPSO retrievals re-
spectively. The right-hand panel shows the bias of the CRCM6 profiles relative to the CloudSat-
CALIPSO profiles: the solid-line and dashed-line profiles represent the bias mean and bias std re-
spectively over the profiles of Figure 8B. 

5.3. Cloud Heating Rates 
The 1st and 17th January 2007 (Figure 7) CRCM6 and satellite-retrieved vertical pro-

files of ice properties were transformed into vertical profiles of (largely negative or cool-
ing) diabatic heating rates (Figure 10A,B). The Jan. 1 CRCM6 heating rate profiles indicate 
vertical and horizontal structures that are similar to their IWC (and re) profiles while the 
similarities with 2B-FLXHR-LIDAR profiles are largely in terms of broad (low spatial fre-
quency) variations; these include the general position of the two ice-cloud systems men-
tioned in the discussion of Figure 5, stronger amplitude cooling in the lower parts of these 
systems and a general cyan-colored system that only corresponds to certain broad patches 
of the Figure 5 cloud structure. CALIOP profiles of attenuated backscatter coefficient (see 
the 1st January 2007 example in Supplementary Material Figure S1-S4) and depolarization 
ratio suggest that the high spatial variability of water and ice cloud mixing (and possibly, 
the higher concentrations of submicron aerosols) could complicate the 2B-FLXHR-LIDAR 
transformation to heating rates (and thus the level of agreement with CRCM6 heating rate 
profiles). Very similar comments can be made for the comparison between the CRCM6 
17th January heating rate profile and its associated CRCM6 IWC/re profile as well as the 
correspondence between the former and the 2B-FLXHR-LIDAR heating rate profile. In 
general, CRCM6 and 2B-FLXHR-LIDAR show comparable, low-frequency diabatic heat-
ing rates ranging from 0 °K day−1 to −8 °K day−1 for our two illustrative events. 

Figure 9. Vertical profiles of cloud fraction statistics: the solid and dashed curves in the left-hand
panel represent, respectively, the average and standard deviation over the profiles of Figure 8A while
the blue and red colors represent CRCM6 simulations and CloudSat-CALIPSO retrievals respectively.
The right-hand panel shows the bias of the CRCM6 profiles relative to the Cloud-Sat-CALIPSO
profiles: the solid-line and dashed-line profiles represent the bias mean and bias std respectively over
the profiles of Figure 8B.

5.3. Cloud Heating Rates

The 1 and 17 January 2007 (Figure 7) CRCM6 and satellite-retrieved vertical profiles of
ice properties were transformed into vertical profiles of (largely negative or cooling) diabatic
heating rates (Figure 10A,B). The Jan. 1 CRCM6 heating rate profiles indicate vertical and
horizontal structures that are similar to their IWC (and re) profiles while the similarities
with 2B-FLXHR-LIDAR profiles are largely in terms of broad (low spatial frequency)
variations; these include the general position of the two ice-cloud systems mentioned in
the discussion of Figure 5, stronger amplitude cooling in the lower parts of these systems
and a general cyan-colored system that only corresponds to certain broad patches of the
Figure 5 cloud structure. CALIOP profiles of attenuated backscatter coefficient (see the
1 January 2007 example in Supplementary Materials Figure S1–S4) and depolarization
ratio suggest that the high spatial variability of water and ice cloud mixing (and possibly,
the higher concentrations of submicron aerosols) could complicate the 2B-FLXHR-LIDAR
transformation to heating rates (and thus the level of agreement with CRCM6 heating rate
profiles). Very similar comments can be made for the comparison between the CRCM6
17 January heating rate profile and its associated CRCM6 IWC/re profile as well as the
correspondence between the former and the 2B-FLXHR-LIDAR heating rate profile. In
general, CRCM6 and 2B-FLXHR-LIDAR show comparable, low-frequency diabatic heating
rates ranging from 0 ◦K day−1 to −8 ◦K day−1 for our two illustrative events.
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Figure 10. Vertical profiles of CRCM6-simulated and CloudSat-CALIPSO retrieved radiation heating
rates. (A) 1 January 2007 and (B) 17 January 2007. We treated any high-altitude solar heating rates
as negligible.

Figure 11A shows the time series of CRCM6-simulated versus 2B-FLXHR-LIDAR
diabatic-heating rate profiles while Figure 11B shows the associated biases. The broad
(low frequency), vertical, and horizontal heating rate patterns are (in keeping with our
comment on the 1 and 17 January illustrations) generally in good agreement, with generally
negative heating rate biases > −3 ◦K day−1 interspersed by high-frequency positive bias
“spikes” < 2 ◦K day−1 when CRCM6 tends to overestimate cooling rates (corresponding
to the warm-colored bias spikes of Figure 11B). Some notable examples are on 2, 7, 11,
and 14 January: these likely correspond to storm variability episodes or time lags in the
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synoptic system (reanalysis) trajectory (time lags between the nominal reanalysis times and
CALIOP/Cloudsat times).
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Figure 11. Time evolution of radiation heating rates simulated by CRCM6 and retrieved from
CloudSat-CALIPSO profiles (A) and systematic bias (B).

Figure (left hand panel) shows the mean vertical profiles (solid lines) and the standard
deviations (dashed lines) of the CRCM6 (blue) and 2B-FLXHR-LIDAR (red) heating rates
(derived from the ensemble of individual orbit-line variations of Figure 11b). The mean
vertical profiles are both ~−2 ◦K day−1 near the surface: they then decrease in amplitude to
values ~−0.3 ◦K day−1 at the highest altitude. Their similarity results in a small bias mean
except very near the surface (amplitude < 0.25 ◦K day−1 for altitudes > 2 km according
to Figure 12 right-hand panel). The CRCM6 and 2B-FLXHR-LIDAR std profiles are small
above ~3 km: this, we would argue, is at least partly attributable to weak polar-night
temperature variability. The relatively large bias std values below 3 km are not unrelated to
the large CRCM6 and 2B-FLXHR-LIDAR std variations in the same altitude region.
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Figure 12. Vertical profiles of heating rate statistics: the solid and dashed lines represent, respectively,
the monthly average and standard deviation over the profiles of Figure 11B while the blue and
red colors represent CRCM6 simulations and CloudSat-CALIPSO observations respectively. The
right-hand panel shows the CRCM6 bias mean and standard deviation (solid-line and dashed-line
profiles respectively) relative to the CloudSat-CALIPSO observations.

6. Discussion and Conclusions

We assessed the skill of the developmental Canadian Regional Climate Model version
6 (CRCM6) in simulating polar-night TICs and their effects on radiative cooling rates.
This evaluation was carried out on a series of vertical-profile CALIOP/CloudSat satellite
observations acquired during January of the 2007 International Polar Year (IPY). Our
immediate goal (in preparation for a broader climatological-scale statistical analysis) was to
analyze event-level TIC properties and radiative responses along with individual orbit-line
vertical profiles as well as averages over the entire month: this enabled an initial assessment
of CRCM6 cloud microphysics simulation performance at the process scale before reverting
to statistical aggregation. A secondary motivation for this work was related to the NASA
Aerosol-Cloud, Convection, and Precipitation (A-CCP) mission: we seek to employ the IPY
data as a testbed for end-to-end, A-CCP-related instrument simulations at high latitudes.
The IPY CALIOP/CloudSat profiles were supported by ground-based retrievals, campaign
data, and numerous auxiliary atmospheric databases (such as ERA5 and ASR reanalyses).

We tested the ability of CRCM6 to reproduce observed meteorological systems on a
synoptic scale (~1000 km) and to adequately simulate high-resolution clouds and other
physical processes. We verified that the spatial patterns of pressure, temperature, and
humidity (averaged over the reference month of January 2007) remained close to the ERA5
and ASR reanalyses (while CRCM6 generates its fine-scale structure and local weather
conditions, it must nonetheless upscale to the lower resolution reanalysis data). Admittedly,
these reanalysis references also retain a portion of their model biases on top of all available
observations that are included in the database. The comparisons with the two reanalysis
references were carried out to better appreciate meteorological parameter uncertainty
within the context of two independently generated reanalysis data sets. We presented the
specific illustration of how CRCM6 adequately simulated the spatial MSLP and surface
temperature patterns across the CRCM6 domain of Figure 1 (bias contour amplitudes <
1 hPa, <6 ◦C respectively for MSLP and surface temperature with larger amplitudes in the
vicinity of the high elevations of Greenland).

We quantified, in an average sense, the affirmations of CRCM6 spatial pattern perfor-
mance by investigating the pan-domain (500 and 900 hPa) CRCM6 bias means and stds of
temperature, SH, and RH relative to the ASR and ERA5 reanalyses for the reference month
of January 2007. CRCM6 generally performed better relative to ERA5 (except in the case
of RH) because ERA5 had been employed to nudge the CRCM6 domain. In general, the
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CRCM6–ERA5 temperature and SH std bias amplitudes at both 500 and 900 hPa are mod-
erately smaller compared to their natural (std) variation (<41% and <64%) and significantly
smaller than their natural mean (5% and 33%). The CRCM6-ERA5 temperature and SH bias
std amplitudes were less than their CRCM6-ASR and ERA5-ASR std analogs while their
bias mean amplitudes were less than their bias std amplitudes. The RH std bias amplitudes
relative to their natural std variation and mean were notably larger (>149% and 42%).

The time series for the same three parameters and the same reference month at a single
point (point “M” of Figure 1) showed a degree of coherency with the monthly averaged,
pan-domain statistics. We noted that the typical variation of the temperature field with
passing storms (increasing before storms and decreasing after) is likely the greatest driver
of the large temperature and SH variations. It was suggested that the generally larger
inversion layer bias mean and bias std values for (point ‘’M”) vertical profiles of the 3 key
meteorological parameters over the January 2007 reference month were due to modeling
difficulties in simulating net heat fluxes in the thermally-deep, polar-winter boundary layer.
Vertical profiles of the correlation coefficient between CRCM6, ERA5, and ASR reanalyses
showed a rapid increase in correlation above the inversion layer.

Having analyzed the general level of agreement in terms of the key meteorologi-
cal/thermodynamic variables, we analyzed the CRCM6 simulations of ice cloud properties.
Comparisons of selected events on 1 and 17 January showed that the (relatively low spatial
resolution) CRCM6 simulations captured the low-frequency IWC and re features of the
2C-ICE (satellite-derived) cloud banks for satellite IWC values > 10−2 g m−3. The fact that
CRCM6 captured high altitude, small re features was attributed to the fact that CloudSat be-
comes insensitive to small ice particles (re < 15 µm). In terms of the January 2007 (reference
month) time series of (orbit-line averaged) IWC, re and cloud fraction profiles, CRCM6
appeared to capture the essential IWC features of the satellite profiles while generally
tending to underestimate (bias negatively) its predictions. The most negative biases seemed
to be induced around the time of winter storms. A time-series comparison for the complete
reference month showed that CRCM6 generally tended to capture the IWC variations while
moderately underestimating their value. A similar comparison for the re profiles showed
CRCM6 overestimating re below ~6 km (with occasional spikes of underestimation) and
underestimating above ~6 km (likely attributable to the CloudSat lower sensitivity limit of
15 µm). A comparison of cloud fraction profiles showed a negative CRCM6 cloud fraction
bias near the surface: an associated positive re bias suggested that the model precipitates
out faster than the observations. The cloud fraction std bias of 0.6 and 0.9 at lower and
higher altitudes indicated a fairly large CRCM6 cloud fraction variability.

In general, the heating rate profiles were largely negative (cooling rates). The illustra-
tive CRCM6 (1 January and 17 January) heating rate profiles showed, not surprisingly, a
level of spatial coherence with their associated CRCM6 IWC and re profiles, while showing
a degree of low-frequency coherency with the 2B-FLXHR-LIDAR heating rate profiles. A
time series of CRCM6 vs. 2B-FLXHR-LIDAR comparisons across the 2007 reference month
showed that the broad, vertical, and horizontal heating rate patterns were generally in good
agreement (negative heating rate biases > −3 ◦K day−1 accompanied by high-frequency
positive bias “spikes” < 2 ◦K day−1). CRCM6 vertical-profile heating rate comparisons with
2B-FLXHR-LIDAR over the total January 2007 reference month showed strong similarities
except near the surface (small bias mean amplitude < 0.25 ◦K day−1 for altitudes > 2 km).
These similarities were, at least partly, ascribed to weak polar-night temperature variability.

Our results largely support the use of the CRCM6 model for studying the physical
processes and energetics associated with cloud types in the polar atmosphere. The new
CRCM6 version successfully simulated low spatial frequency polar winter cloud properties
and their associated impact on heating rates. The CRCM6 simulations captured the presence
of small, UTLS (TIC1) ice crystals that the 2C-ICE product failed to detect. This was ascribed
to the CloudSat insensitivity to TICs of re < 15 µm. High-Arctic, polar-night, air-mass
cooling is largely the result of IR radiation dynamics: ice cloud contributions may very
likely dominate these dynamics and thus the Arctic atmosphere radiation balance. It is
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therefore critical to ensure model reliability in representing cloud proprieties and their
effects on atmosphere energetics. The availability of remotely sensed ice-cloud data sets, as
well as high-resolution simulations, enables comparisons between satellite observations
and models. The observed CRCM6 simulation performance with regard to ice-cloud
properties and ice-cloud heating rates enables an improved understanding of the dynamics
of the high-Arctic energy cycle and its potential contributions to storm development.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/atmos13020187/s1, Figure S1: Run animation mode to see 2C-
ICE IWC profiles blinking with 2B-FLXHR-LIDAR heating rate profiles; Figure S2: Run animation
mode to see CALIOP profiles blinking with the 2C-ICE IWC profiles; Figure S3: Run animation
mode to see CALIOP profiles blinking with 2B-FLXHR-LIDAR heating rate profiles; Figure S4: Run
animation mode to see CALIOP profiles blinking with CALIOP DR profiles; Figure S5: Systematic
time deviation in percentage for temperature, SH and RH.
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