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Abstract: A tropical cyclone (TC) is one of the most destructive natural disasters that can cause heavy
loss of life and property. Determining a TC’s center is crucial to TC forecasting. It is difficult to locate
the center of a TC during its formation stage and dissipation period. To address this problem, a
novel objective algorithm called cloud motion wind (CMW) was proposed for detecting a TC’s center
using infrared (IR) image sequences from a geostationary meteorology satellite. First, the optical flow
model with weighted median filtering was utilized to build a cloud motion wind field. Second, the
density matrix method was used to calculate the center of the TC. FY-2E (Fengyun-2E geostationary
meteorological satellites) IR images of three TCs in the Northwest Pacific, Halong, Rammasun and
Haiyan were analyzed using the proposed algorithm. The present algorithm estimated the track
with an averaged track error of around 41 km. Experimental results compared with the observed
track that was given by the China Meteorological Administration (CMA) show that the proposed
method provided accurate estimates of the cyclone center. The present algorithm has the potential to
be employed to assist forecasters to detect the track of imminent TC.

Keywords: tropical cyclone; optical flow; cloud motion wind; density matrix

1. Introduction

A tropical cyclone, which is a serious natural disaster, may cause heavy losses to
society and economy when it reaches a certain extent. China suffers TCs, thunderstorms
and other meteorological hazards frequently. Determining the center of a tropical cyclone
(TC) is crucial to TC forecasting, and it is often obtained manually or semi-automated
using satellites or weather radar. Satellites offer an opportunity to observe the tropical
atmosphere nowadays. IR images from geostationary satellites are the most reliable sources
for obtaining the location of a TC because of their high temporal sampling, wide coverage
and high resolution [1–3].

In recent years, satellite hardware has improved and short-time interval observation
(i.e., rapid scan observation) has become available. Moreover, satellite observations can
actually cover a large range of space and timescales [4,5]. Satellite image sequences from
FY-2E (Fengyun-2E geostationary meteorological satellite), in the Northwest Pacific, were
used for the case study in this work. FY-2E was positioned over the equator at 123.5◦ E,
and consisted of a five-channel visible and infrared spin scan radiometer and a space
environment monitor.

A number of methods for detecting the center of a tropical cyclone have been devel-
oped in the past few decades, including wind field analysis [6] and pattern matching [7,8],
which used a linear discriminant analysis technique to determine the probability of an eye
existing in any given IR image. Ref. [9] compares the centers of typhoons from the TC best
track data sets of three meteorological agencies with those from SAR and IR images. In [10],
angle features and time warping were utilized to forecast a TC. The contour points of a TC
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from satellite images were extracted by the gradient vector flow (GVF) snake model. In [11],
a novel motion field structure analysis method was proposed to fix the eye of a TC using
Doppler radar data. The center position of a TC is one of the fields in the spiral cloud–rain
band (SCRB) study. A SCRB is a feature of satellite images of TCs [12]. A satellite analyst
can monitor a TC’s structure via passive microwave (PMW) radiometric observations from
the special sensor microwave imager/sounder (SSMIS) [13]. The gradient of brightness
temperature (Tb) at each pixel were computed to determinate the center of a TC and utilized
IR images from the GOES satellite [14]. Spiral features were extracted to determine the
center of the cyclone using Meteosat-IR images by [1]. In order to fix the center position of
a TC, Ref. [15] proposed an objective technique to determine the point around which the
fluxes of the gradient vectors of Tb were converging in remotely sensed infrared images.

A TC either has an eye or has no eye, which has more remarkable characteristics in its
morphology, such as a high center of bright temperature (Tb) value and the surrounding
cloud walls have highly symmetrical, clouds with strong spirals, etc. In a cloud image
from a meteorological satellite, a TC has a high grayscale average, pixel distribution
centralization, quasi circle and smooth texture [16]; these characteristics usually form the
main basis of TC cloud segmentation and center fixing. During the development of the TC, a
vortex structure appeared in the cloud area gradually and became increasingly obvious. The
roundness of the TC was enhanced slightly in the cloud picture. Ref. [17] proposed a semi-
automatic center location method based on salient region detection and pattern matching.
A method was designed to calculate the zero-wind center (ZWC) position from a sequence
of Yankee high-density sounding system HDSSs (Yankee Inc., USA) dropwindsondes
deployed during a high-altitude overpass of a tropical cyclone [18]. An improved version
of the automated rotational center hurricane eye retrieval (ARCHER) tropical cyclone (TC)
center-fixing algorithm is presented with a characterization of its accuracy and precision
along with comparisons to alternative methods [19]. Ref. [20] evaluated several tropical
cyclone center-identification methods in a high resolution weather research and forecasting
(WRF) model simulation of a sheared, intensifying, asymmetric tropical cyclone. An
objective TC formation detection model was developed using WindSat (Naval Research
Laboratory for the U.S. Navy and the National Polar-orbiting Operational Environmental
Satellite System Integrated Program Office, Washington, DC, USA) data from 2005 to
2007 and a machine learning decision tree algorithm [21]. A three-dimensional numerical
simulation of a tropical cyclone in a quiescent environment was used to explore some
fundamental dynamical and thermodynamical aspects of a cyclone’s life cycle [22]. A TC
center-fixing algorithm, ARCHER-2, was presented along with an analysis and comparison
of alternative methods [23]. A center-fixing algorithm was proposed to determine the TC’s
center using brightness temperature observations, hurricanes Sandy and Isaac were used
to evaluate the performance of the algorithm [24]. Models based on three different machine
learning (ML) algorithms were proposed for detecting tropical cyclone formation using
satellite data [25]. A new method for the automatic determination of the centers of TCs was
proposed using wind vector products HY-2 (China Academy of Space Technology, Beijing,
China) and Quick Scatterometer (NASA, Pasadena, CA, USA, USA) [26]. An automated TC
detection method was proposed based on a new multistage deep learning framework [27].

The technology of fixing the eye of a TC is relatively mature and accuracy is relatively
high now. Therefore, we focused on the automatic fixing of the center of non-eye TCs.
Fixing the center of the non-eye TC is a complex procedure at present. Compared with
TCs with eyes, accuracy is lower. Some methods are designed using artificial fixing. In
the case of the experience, the foreclose will cause some errors and fixing accuracy is not
high [28–30].

It is difficult to locate the center of a TC during its formation stage and dissipation
period. To address this problem, this paper proposed a new algorithm to identify the center
of a TC based on cloud motion wind. First, the optical flow model with weighted median
filtering was utilized to build the cloud motion wind field. Second, the density matrix
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method was used to calculate the center of the TC. For more information about the density
matrix method, please refer to our previous work [31].

2. Materials and Methods
2.1. Satellite Data

In this work, FY-2E satellite data were used for the case study. A five-channel visible
and infrared spin scan radiometer and a space environment monitor were the main pay-
loads of FY-2E (Table 1). Multiple channels (IR1, IR2 and IR3) were used in the experiment
and in the 10.3–11.7 µm channel IR (i.e., IR1) were utilized for the case study. Half-hourly
sequential images, including formation, intensification and landfall of the cyclone’s life
period were obtained.

Table 1. FY-2E satellite imager radiometric channels.

Channel Wavelength (µm) Spatial Resolution (km) Used

IR1 10.3–11.7 5
√

IR2 11.3–13.1 5
√

IR3 6.1–7.7 5
√

IR4 3.4–4.2 5
VIS 0.55–0.90 1.25

2.2. Cloud Motion Wind Model

Cloud motion wind [32] is a kind of motion detection method that can reflect the
movement trend of coming out. This section presents a TC center positioning algorithm
based on cloud ventilation (cloud motion wind). The algorithm firstly constructed a
Gaussian pyramid of the image, and then calculated the adjacent time satellite images of
ventilation of the cloud and, on this basis, combined them with the density matrix method
to detect the center of the TC.

The calculation of the cloud motion wind could actually be regarded as a process of
minimizing the energy function.

E(u, v) =
∫
Ω

(Edata(u, v) + λEsmooth(u, v))dxdy (1)

where Edata(u, v) is the data term and represents the consistency between the flow field and
the image. When Edata(u, v) was small it meant that that flow field was more consistent
with the image. Esmooth(u, v) is the smooth term and is related to the intermediate result of
the flow field, which provides guarantees for smoothness of the flow field. To balance the
effects of Edata(u, v) and Esmooth(u, v), a regularization factor λ was introduced. The image
gray value of adjacent moments will not change greatly so a data item can be defined as
follows:

Edata(u, v) =
[

u
∂I
∂x

+ v
∂I
∂y

+
∂I
∂t

]
(2)

In order to make a flow field smooth, a smooth item can be defined as follows:

Esmooth(u, v) =
(

∂u
∂x

)2
+

(
∂u
∂y

)2
+

(
∂v
∂x

)2
+

(
∂v
∂y

)2
(3)

It is common to use a discrete form of energy function to calculate the flow field at an
adjacent time based on the sequence image:

E(u, v)= ∑
i,j

{
ρD(I1(i, j)− I2(i + ui,j, j + vi,j))

+λ
[
ρs(ui,j − ui+1,j) + ρs(ui,j − ui,j+1)

+ ρs(vi,j − vi+1,j) + ρs(vi,j − vi,j+1)
]} (4)
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where u and v are the horizontal and vertical components of the image optical flow field. λ
represents the regularization factor, and ρD and ρS are the penalty functions for the data
item and the smooth item, respectively.

Median filtering can make the flow field obtain higher energy [33], so we used
weighted median filtering technology to smooth the flow field. In order to optimize
(4), the iterative median filtering technique was used to minimize it (5).

EA(u, v, û, v̂)= ∑
i,j

{
ρD(I1(i, j)− I2(i + ui,j, j + vi,j))

+λ
[
ρs(ui,j − ui+1,j) + ρs(ui,j − ui,j+1)

+ ρs(vi,j − vi+1,j) + ρs(vi,j − vi,j+1)
]}

+λ2

(
‖u− û‖2 + ‖v− v̂‖2

)
+∑

i,j
∑

(i′ ,j′)∈Ni,j

λ3

(∣∣∣ûi,j − ûi′ ,j′
∣∣∣+ ∣∣∣v̂i,j − v̂i′ ,j′

∣∣∣)
(5)

where û and v̂ represent the auxiliary flow field, Ni,j is the neighborhood set of pixels (i, j)
and λ2 and λ3 are weights.

For the sake of simplicity, first, we considered the part of E(û).

E(û) = λ2‖u− û‖2 + ∑
i,j

∑
(i′ ,j′)∈Ni,j

λ3

∣∣∣ûi,j − ûi′ ,j′
∣∣∣ (6)

While minimizing this was similar to median filtering u, there were two differences.
Minimizing (6) was related to a different median computation:

û(k+1)
i,j = median(Neighbors(k) ∪ Data) (7)

where Neighbors(k) =
{

û(k)
i′ ,j′

}
for (i′, j′) ∈ Ni,j and û(0) = u as well as

Data =

{
ui,j, ui,j ±

λ3

λ2
, ui,j ±

2λ3

λ2
. . . , ui,j ±

∣∣Ni,j
∣∣λ3

2λ2

}
(8)

where
∣∣Ni,j

∣∣ denotes the number of neighbors of (i, j).
The process of solving E(v̂) was similar to E(û), its derivation is not repeated here.
We optimized the formula by iteration minimizing:

EO(u, v)= ∑
i,j

{
ρD(I1(i, j)− I2(i + ui,j, j + vi,j))

+λ
[
ρs(ui,j − ui+1,j) + ρs(ui,j − ui,j+1)

+ ρs(vi,j − vi+1,j) + ρs(vi,j − vi,j+1)
]}

+λ2

(
‖u− û‖2 + ‖v− v̂‖2

)
(9)

EM(û, v̂)= λ2

(
‖u− û‖2 + ‖v− v̂‖2

)
+∑

i,j
∑

(i′ ,j′)∈Ni,j

λ3

(∣∣∣ûi,j − ûi′ ,j′
∣∣∣+ ∣∣∣v̂i,j − v̂i′ ,j′

∣∣∣) (10)

The alternating optimization strategy first held û, v̂ fixed and minimized (9). Then,
with u, v fixed, we minimized (10).

The procedure of the CMW algorithm is given below Algorithm 1.
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Algorithm 1 Cloud Motion Wind Based TC Center Detecting

1. Input: Image It−1 on the moment T1; image It on the next moment T2; threshold φ.
2. STEP 1: Obtain the pyramid decomposition of It−1 along with L = 1, . . . , l, among them l is the
number of layers of pyramid layers.
3. STEP 2: Compute the motion field for each layer.
4. (1) Motion field initialization: initialize the motion field that the highest level l to 0 is in, i.e., uvn

= 0; perform the following operations to L = l − 1.
5. (2) Obtain the motion field of the layer L through the interpolation technique.
6. (3) Obtain the temporary motion field

{
IL
tem
}

by shifting
{

IL
t−1
}

the motion field uvL, and the
motion field ∆uvL is calculated from

{
IL
tem
}

to
{

IL
t
}

.
7. (4) Update uvL, uvL = uvL + ∆uvL and obtain a smooth motion field according to Equation (5).
8. (5) If

∣∣∆uvL
∣∣ > φ, go to (3).

9. STEP 3: The motion field uv of the first layer is the final cloud motion wind.
10. STEP 4: Compute the corresponding density matrix according to the cloud motion wind imag;
the position with the maximum is considered the center of the TC.
11. Output: Center of the TC on image It.

3. Results and Discussion

Observation data from the FY-2E meteorological satellites provided 30 min of time
resolution data. In this experiment, IR image sequences with a spatial resolution of 1.25 km
in August 2014 were selected for the case study.

3.1. Case Study

Motion field uv of consecutive satellite images It−1 and It was computed using the
proposed CMW algorithm. Figure 1a is the grayscale image of the IR1 channel of the
TC Halong at 1730UTC (coordinated universal time) on 3 August 2014. Figure 1b is the
grayscale image of the IR1 channel of Halong after half an hour, and Figure 1c is the motion
field calculated utilizing the proposed algorithm. Halong took place in the Northern
Hemisphere and revolved counterclockwise around its center. From the view of the motion
field smoothing, the motion field using the CMW algorithm had the best visual continuity.
From the angle of subjective visual effect, the results calculated by the proposed algorithm
reflected the motion information of the successive image well in the counterclockwise
direction and rotation around the center.

In this section, a case study of two TCs named Halong and Rammasun, which formed
in the northwest Pacific in 2014, were selected to evaluate the effectiveness of the proposed
algorithm. A total of 1000 FY-2E IR sequence images with half hour intervals were used to
construct the cloud wind field and detect the center of the TCs. Some previously proposed
algorithms have good positioning effects on the TC center in the mature stage, and the
effects of the formation and dissipation phase are insignificant. The TC was selected from
Halong for the case study in this section. As shown in Figure 2, the red “+” symbol was the
center of the TC. Figure 2a,d is the TC in the formative period and the dissipation stage,
respectively, which had no obvious TC eye compared with the mature stage. Figure 2b,c is
the TCs in their mature stages, which have formed the obvious TC eye. It could be seen
from Figure 2 that the center of the TC was detected accurately in the whole life cycle of the
TC using the proposed algorithm.
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1800 UTC on 3 August 2014; (c) motion field calculated using the proposed method.

3.2. Validation Method

Super TC Rammasun was the ninth named storm in the Pacific TC season in 2014,
causing serious damage to Hainan, Guangdong and Guangxi in China. The storm formed
in the northwest Pacific Ocean on 10 July 2014 and had a maximum wind speed of over
17 classes (72 m/s). Rammasun was the strongest TC and caused landfalls in southern
China for 41 years, and it dissipated on 21 July 2014. From 10 July 2014, 0000UTC to 19
July 2014, 1800UTC, approximately 400 FY-2E IR image sequences were processed and
the center of the TCs were identified. The tracking results for the center of Rammasun
along with a comparison of the CMA, SRPM [17] and DLF [24] methods are illustrated in
Figure 3. It could be seen that the proposed algorithm produced the tracking results of the
best path, which were quite close to the optimal path of CMA. The average tracking error
of the proposed algorithm was approximately 41.76 km, and that of the SRPM and DLF
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methods were about 46.52 km and 41.83 km, respectively; thus it could be observed that
the error of the proposed algorithm was smaller.
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Super TC Halong was formed in the sea near Chuuk on 26 July 2014. The joint TC
warning center upgraded it to a tropical storm. Halong was strengthened into a strong TC
at 0800UTC on 2 August, and dissipated at 2000UTC on 11 August. From 2330UTC on 27
July 2014 to 0630UTC on 10 August 2014, six hundred and thirty-eight IR image sequences
were chosen to evaluate this method. The center of each TC was determined using the
proposed method. The comparison between the tracking results of Halong’s center along
with the CMA, SRPM and DLF methods is given in Figure 4. It could be observed that the
tracking results of the proposed algorithm were closest to the optimal path of CMA. The
average tracking error of the proposed algorithm was about 41.92 km, and the error of the
SRPM and DLF methods were about 45.31 km and 41.97 km, respectively; therefore, the
error of the proposed algorithm was smaller.
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Figure 4. Comparison of different methods for Halong.

Super TC Haiyan was formed on 3 November 2013 and was the strongest tropical
cyclone in the world in 2013. The TC gradually intensified and became a super strong TC on
7 November 2013. From 0600UTC on 3 November 2013 to 1200UTC on 11 November 2013,
approximately 360 FY-2E IR images sequences were processed and the centers of the TCs
were identified. The tracking results for the center of Haiyan along with the comparison
of the CMA, SRPM and DLF methods are illustrated in Figure 5. It could be seen that
the proposed algorithm was tracking results of the best path that were quite close to the
optimal path of CMA. The average tracking error of the proposed algorithm was around
40.85 km, and that of the SRPM and DLF methods were about 43.72 km and 40.91 km,
respectively; thus it could be observed that the error of the proposed algorithm was smaller
than other similar methodologies.
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4. Conclusions

A novel objective algorithm named CMW was developed for detecting a TC’s center. A
cloud motion wind-based detecting method was developed to fix a TC center using satellite
infrared image sequences. The optical flow model with weighted median filtering was
introduced to build a cloud motion wind field, and the density matrix method was utilized
to calculate a TC’s center. Three super TCs, Halong, Rammasun and Haiyan, were analyzed
using the proposed algorithm. The case studies demonstrated that the presented algorithm
achieved satisfactory results in experiments and outperformed the SRPM and DLF methods.
The average tracking error of the proposed algorithm was approximately 41 km, which
was smaller than other similar methods, indicating that the proposed method is more
efficient and reliable. Moreover, the ability of the CMW algorithm with good computational
efficiency made it a desirable choice for TC forecasting. The present algorithm has the
potential to be employed to assist forecasters to detect the track of an imminent TC and
could even perform in a fully automated mode and provide objective identification of TC
centers. In future work, a deep learning framework and salient region detection method
will be introduced to improve detection accuracy in the analysis of centers of TCs.
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