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Abstract: Missing values in air quality datasets bring trouble to exploration and decision making 
about the environment. Few imputation methods aim at time series air quality data so that they fail 
to handle the timeliness of the data. Moreover, most imputation methods prefer low-missing-rate 
datasets to relatively high-missing-rate datasets. This paper proposes a novel missing data imputa-
tion method, called FTLRI, for time series air quality data based on the traditional logistic regression 
and a presented “first Five & last Three” model, which can explain relationships between disparate 
attributes and extract data that are extremely relevant, both in terms of time and attributes, to the 
missing data, respectively. To investigate the performance of FTLRI, it is benchmarked with five clas-
sical baselines and a new dynamic imputation method using a neural network with average hourly 
concentration data of pollutants from three disparate stations in Lanzhou in 2019 under different miss-
ing rates. The results show that FTLRI has a significant advantage over the compared imputation ap-
proaches, both in the particular short-term and long-term time series air quality data. Furthermore, 
FTLRI has good performance on datasets with a relatively high missing rate, since it only selects the 
data extremely related to the missing values instead of relying on all the other data like other methods. 
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1. Introduction 
Air pollutants pose significant threats to public health, especially the toxicity and 

diseases caused by atmospheric fine particulate matter [1]. According to a survey, air pol-
lution kills approximately 4.2 million people every year [2]. Therefore, air quality is still 
an issue of concern in recent years. Environmental researchers mine air quality data to 
uncover potential value and information, which captures user behavior [3], estimates in-
fluenza diseases [4], explores greenhouse gas emissions [5], investigates personal actions 
to reduce greenhouse gas emissions [6], and so on, to advise the related policy makers. 
However, due to problems of instrument malfunction, communication noise, and/or other 
unknown reasons [7], data are frequently missing. Moreover, although most air quality 
monitoring data are time series data, processing extensive time series environmental data 
with missing values is usually laborious and difficult, and sometimes unexpected failures 
are not detected until data are processed. Consequently, environmental databases fre-
quently have some gaps caused by missing data [8]. It is the gap that not only seriously 
affects the accuracy and availability of data, but also affects the subsequent work of in-
depth analysis and data mining [9]. Therefore, it is worthwhile to understand the types of 
data with missing values and propose an effective and robust strategy to fill time series 
air quality data with missing values. 

In terms of the research of Rubin et al. [10], there are three types of data with missing 
values: Missing Completely at Random (MCAR), Missing at Random (MAR), and Not 
Missing at Random (NMAR). When data are MCAR, the fact that the data are missing is 
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independent of the observed and unobserved data [10,11]. When data are MAR, the fact 
that the data are missing is systematically related to the observed but not the unobserved 
data [10,12]. When data are NMAR, the fact that the data are missing is systematically 
related to the unobserved data, that is, the missingness is related to events or factors that are 
not measured by the researcher [10,13]. Following these three categories, there are some ef-
ficient strategies to coordinate data with missing values, appropriately known as “imputa-
tion methods” [14]. Mean imputation and Median imputation are two common missing 
value imputation methods when data are MCAR. They are used as benchmark methods for 
imputing missing values in air quality datasets in many studies, such as [15–19]. They sub-
stitute the mean or median of the corresponding observed attribute’s values for the miss-
ing values of that attribute in a dataset, respectively [20]. However, these two simple im-
putation strategies lose sight of the correlation between the missing value’s own attribute 
and other attributes in the data points. k-nearest neighbor imputation [21] and random 
forest imputation [22] are two typical missing value imputation methods when data are 
MAR. They take into account the dependencies among different attributes of data points, 
and the missing value of a data point can be obtained according to other data points with 
complete values. In the k-nearest neighbor imputation method, the missing attribute val-
ues in a data point are replaced by the average of the corresponding attribute values of k 
nearest neighbors of the data point [21,23]. It has been proven that k-nearest neighbor has 
good imputation performance for air quality data in the literature [15,16]. Researchers [24] 
have proven that the imputation performance of random forest outperforms k-nearest 
neighbor due to its being a combination of tree predictors, where each tree depends on a 
random data point sampled independently [22,25]. However, an air quality monitor runs 
as a time series and can generate large amounts of missing data sometimes. The missing 
data mechanism of air quality data is generally random (MAR—missing at random) [19]. 
The above methods are most capable in datasets with a low missing rate, but they may 
provide a poor performance on a large number of discrete datasets with a relatively high 
missing rate [26]. Moreover, without considering that the timeliness among data points 
also affects data quality in a dataset, these methods may be not suitable for time series 
data. When processing time series datasets, these methods usually require a large number 
of training data points to establish a low imputation error model, because they ignore the 
fact that time series data points are correlated with each other over continuous time inter-
vals, namely, the data differ less in value in short time intervals since the time correspond-
ing to the data point is continuous. Therefore, to solve the issues of missing values in time 
series air quality data, it is necessary to further explore a more suitable imputation method 
for time series air quality data with missing values, which not only can train a higher impu-
tation performance model with fewer air quality data, but also can achieve more efficient 
imputation for relatively high-missing-rate time series air quality datasets with discrete 
missing values. 

In this paper, to achieve more efficient imputation of discrete missing values in time 
series air quality data, we raise a new single imputation method [18,27] called “First five 
last three logistic regression imputation (FTLRI)”. This method combines the traditional 
logistic regression with a presented “first Five & last Three” model, which can explain 
relationships between/among disparate attributes and extract the data points that are ex-
tremely relevant, both in terms of time and attributes, to the data point with missing val-
ues, respectively. 

Since timeliness of data points in a dataset in an important factor affecting data qual-
ity [28], FTLRI uses a model of “first Five & last Three (FT)” to address that issue based 
on the sliding window, where “F” refers to the five data points with complete values im-
mediately before the data point with missing values, and “T” refers to the three data 
points with complete values immediately after the data point with missing values in a 
time series dataset. Selecting the first five and the last three data points next to the data 
point with missing values ensures commonality of experience between data points, and 
the eight data points are most closely related in time to the missing value. In addition, to 
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fully consider the correlation between different attributes in the data points, FT selects the 
attributes extremely related to the attribute with missing values based on the Pearson cor-
relation. Therefore, FT emerges as a time-dependent and attribute-related model, which 
chooses the most appropriate, minimal amount of data to set the basis for the subsequent, 
most efficient missing data imputation. 

To further fully use correlation between continuous time and the different attributes 
of data points in air quality data, these eight data points with complete values selected by 
FT are employed in logistic regression to train a model to fill missing values effectively. 
Logistic regression has been widely studied recently, such as parameter estimation [29], 
credit scoring [30], visual detectability prediction [31], and so on, but few studies have 
examined the application of logistic regression to missing data, let alone its application to 
fill time series air quality data. Although Akbar [32] et al. indicated that random forest is 
more accurate than traditional logistic regression imputation for data with missing values, 
they did not make a detailed analysis of the two approaches. As an imputation method 
under the category MAR, logistic regression imputation warrants further investigation in 
time series air quality data with missing values for the declarative reasons. One is that 
logistic regression is used to explain the relationship between one dependent attribute 
and one or more independent attributes by estimating probabilities using a logistic regres-
sion equation in the description and analysis of data [33]. There is an interaction among 
the six main pollutants in the air quality data points. For example, the concentration of 
PM2.5 may be affected by the concentration of the other pollutants, such as SO2, CO, and 
NO2 [34]. The second is that logistic regression does not require high computing power, 
and low-performance equipment can complete the calculation [35]. 

To investigate the performance of FTLRI, this paper compares the three assessment 
indexes of FTLRI with five other classical imputation methods and a new dynamic impu-
tation method [36] using a neural network with missing rates of 5%, 10%, 20%, and 40%, 
respectively, and demonstrates that the performance of FTLRI is superior to the others. 
Overall, the main advantages of FTLRI are as follows. 
(1) FTLRI is an effective time series air quality data imputation model that not only con-

siders correlation, both in terms of time and attributes of the data points, but also 
legitimately utilizes logistic regression to deal with such correlation. 

(2) FTLRI relies on fewer training data points for each data point with missing values, 
including eight data points extremely relevant to the data point with missing values, 
to achieve a lower imputation error model compared with the other classical impu-
tation methods. 

(3) FTLRI realizes accurate imputation of short-term/long-term time series air quality 
datasets with different missing rates by extracting the data points that are extremely 
relevant, both in terms of time and attributes, to the data point with missing values. 

2. Materials and Methods 
This section will illustrate the imputation method FTLRI proposed in this paper and 

the indicators to evaluate the performance of FTLRI. 

2.1. A Developed FT Based on Pearson Correlation and Sliding Window 
Time series air quality data are time-dependent and attribute-related. To better un-

derstand how to extract the data that are highly relevant to missing data through “first 
Five & last Three (FT)” in time series datasets, this subsection elaborates the developed 
model FT covering the Pearson correlation and a sliding window. 

The Pearson correlation is employed to reveal the attributes that are highly relevant 
to the attribute with missing values in a time series dataset in this paper. The Pearson 
correlation coefficient indicates a linear relation between two attributes in a dataset, and 
it ranges from −1 to +1. The greater the absolute value of the correlation coefficient is, the 
higher the correlation degree of the two attributes in a dataset will be [37]. In this study, 
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if the Pearson correlation coefficient between an attribute and the attribute with missing 
values is greater than or equal to 0.6, then the attribute is regarded as a target attribute of 
the attribute with missing values. It is assumed that the concentration of one pollutant at 
a certain time is p and the concentration of another pollutant at the same time is q in a time 
series air quality dataset containing n data points; then, the Pearson correlation coefficient 
r of the two pollutants can be expressed as Equation (1). The process of filtering the target 
attributes of the attribute with missing values through the Pearson correlation coefficients 
is first done through FT, that is, the selected target attributes through FT first are the at-
tributes that are extremely related to the attribute with missing values. 𝑟 = 𝑛 ∑ 𝑝௧𝑞௧ − ∑ 𝑝௧ ∑ 𝑞௧௧ୀଵ௧ୀଵ௧ୀଵඥ𝑛 ∑ 𝑝௧ଶ௧ୀଵ − (∑ 𝑝௧௧ୀଵ )ଶඥ𝑛 ∑ 𝑞௧ଶ − (∑ 𝑞௧௧ୀଵ )ଶ௧ୀଵ  (1) 

A sliding window is employed to seek out the data points that are highly relevant in 
time to the data point with missing values in a time series dataset in this paper. As shown 
in Figure 1, assuming that the concentration of one pollutant measured at time t is X(t), a 
sliding window refers to a window with size w that is used to slide from the starting point 
of a time series air quality dataset to the end with a step length of l, and the values in the 
window are recorded for subsequent research when the window moves forward. The 
missing data in a time series dataset may lead to incomplete data in the sliding window. 
The proposed model FT focuses on the imputation of the missing data through the com-
plete data in the sliding window, which are closest in time. Through the sliding window, 
the “first Five” data points and the “last Three” data points with complete values closest 
in time to the data point with missing values are found, which is required for the second 
step of the model FT. 

 
Figure 1. The schematic of a sliding window. 

Instead of depending on all the other complete data like other methods to fill missing 
values, FT screens out the data that are highly correlated with the missing data, both in 
terms of attributes and time, in a time series air quality dataset to ensure a more effective 
imputation later. The basic steps of FT are as follows. 

Step 1. If the Pearson correlation coefficient between an attribute and the attribute with a missing 
value is greater than or equal to 0.6, then this attribute is a target attribute. 

Step 2. Find the “first Five (F)” data points and the “last Three (T)” data points close in time to 
the data point with missing values by a sliding window based on the first step, if and only if F and 
T are the data points with complete values composed of target attributes and attributes with miss-
ing values in a time series air quality dataset. 

In Step 2, if a data point with missing values is followed by another data point with 
missing values for the corresponding attribute, then the search continues until the eight 
data points with complete values are discovered. Thus, there are two cases for the step 
length l and size w of the sliding window. The first one is that the step length l and size w 
of the sliding window are fixed, in which the sliding window size is 9. To test the 
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performance of the imputation method proposed in this paper under different missing 
rates, the step length l of the sliding window is calculated according to the number of the 
data points and self-defined missing rate in a time series dataset. Assuming that there are 
n data points in a time series air quality dataset, and the self-defined missing rate is R, the 
step length can be expressed as Equation (2). The second case is that the step length l and 
size w of the sliding window are unfixed. When one of the three data points immediately 
behind the data point with missing values in time has a missing value for the correspond-
ing attribute, it will continue to look for a data point with complete values. This is the 
reason the size w and the step length l of the window will increase by one. Therefore, we 
can obtain eight data points with complete values highly relevant to the data point with 
missing values in time through FT, which will alter as the data point with missing values 
alters in a time series air quality dataset. 𝑙 = [1𝑅] (2) 

The data selected through FT are extremely attributively and temporally related to 
each missing data point. In other words, for each data point with missing values, we 
search for the eight highly correlated data points through FT, which is more targeted and 
offers the possibility for more effective imputation in the follow-up. 

By training an imputation model with the eight data points from FT for each data 
point with missing values, we not only can overcome the obstacle of other methods that 
demand large volumes of training data points to build a highly effective model, but also 
can save the time of training, especially for low-missing-rate datasets with discrete miss-
ing values. Thus, it is worth adopting FT into the imputation of time series air quality data 
with discrete missing values. 

2.2. Logistic Regression Imputation 
Since there exists a certain relationship between missing values and complete values in 

data points, this section will first introduce the idea of logistic regression and then describe 
how logistic regression is used to fill the missing values by employing this relationship. 

Logistic regression includes three steps: finding a prediction function, constructing a 
loss function, and finding regression parameters that minimize a loss function [38,39]. The 
objective function of logistic regression is expressed as Equation (3). ℎఏ(𝑥) = 11 + 𝑒ିఏ௫ (3) 

where θ is an unknown vector of parameters to be determined, x = (x1, x2, … xd), and d 
denotes data point x has d attributes. The loss function reflects the degree of model pre-
diction error. Suppose there are n data points, then the average log-likelihood loss will be 
Equation (4). 

𝐽(𝜃) = − 1𝑛 [ 𝑦()𝑙𝑜𝑔ℎఏ൫𝑥()൯ + (1 − 𝑦())log (1 − ℎఏ(𝑥()))
ୀଵ ] (4) 

where y is a return variable with a value of 0 or 1. The regression parameter θ minimizes 
the loss function, which can be obtained by Gradient Descent [40] and Newton’s method 
[41] and so on. Newton’s method is adopted in this study. Newton’s method takes the 
second-order Taylor Formula of the function near the existing estimate of the minimum 
point and then finds the next estimate of the minimum point. Assuming θk is an estimate 
of the current minimum, then there will be Equation (5). 𝜑(𝜃) = 𝐽(𝜃) + 𝐽ᇱ(𝜃)(𝜃 − 𝜃) + 12 𝐽′′(𝜃)(𝜃 − 𝜃)ଶ (5) 

Supposing φ′ (θ) = 0, there will be Equation (6). 
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𝜃ା = 𝜃 − 𝐽′(𝜃)𝐽′′(𝜃) (6) 

where k is the number of iterations. Equation (6) is the iterative updated equation. From 
Equations (5) and (6), we can see this study requires the objective function J(θ) to be sec-
ond-order continuously differentiable. 

This paper applies logistic regression to the imputation domain of missing values. 
For each data point with missing values in a time series air quality dataset, we rely on an 
objective regression equation to build a specific imputation model using eight correspond-
ing highly relevant data points from FT. However, it is worth noticing that this study 
needs to convert the complete data of a missing attribute from continuous type into inte-
ger type since logistic regression is frequently employed to cope with classification. For 
example, when there are missing values in the concentration of PM2.5, we need to convert 
the complete values in PM2.5 into integer data before we use logistic regression to train an 
imputation model. That is, when using logistic regression to train an imputation model to 
impute continuous data, we need to preprocess the complete data of the missing attribute 
by scaling the complete continuous data up to a multiple of 10 to the nth power, or by 
other methods, to obtain integer data. Further, the integer data processed can be inputted 
into logistic regression to train an imputation model. Accordingly, for the missing values 
of the continuous attribute converted into integer type, after the imputed values are ob-
tained through logistic regression, it is necessary to be restored to continuous type. It is 
the restored data that constitute the final imputation concentration values of this study. 

2.3. FTLRI Based on FT and Logistic Regression 
“First five last three logistic regression imputation (FTLRI)” integrates the FT pro-

posed in Section 2.1 and the logistic regression introduced in Section 2.2 to fill the discrete 
missing values in a time series air quality dataset. FTLRI is inspired by the following two 
considerations, which are clearly shown in Figure 2. The first point is that time series data 
have the characteristic of autocorrelation; in other words, the attribute values of a data 
point are closely related to the corresponding attribute values of the other data points in 
a time interval. For example, the concentration value of PM2.5 is closely related to the con-
centration values before and after it, namely, it is not independent. The second point is 
that there exists a kind of cross-influence relationship among air pollutants. For example, 
the concentration of PM2.5 can be extremely correlated with the concentration of the other 
pollutants at the same time, such as CO and PM10. Exploiting highly correlated relation-
ships to fill discrete missing values in time series air quality datasets offers higher accu-
racy. Instead of depending on all the other complete data like other methods to fill missing 
values, FTLRI depends on these two correlations to utilize FT to extract the data points 
that are highly relevant to each data point with missing values. FTLRI also makes full use 
of logistic regression to train a suitable imputation model for each data point with missing 
values. 



Atmosphere 2022, 13, 1044 7 of 21 
 

 

 
Figure 2. The illustration of FTLRI’s ideas. 

The detailed procedure of FTLRI to impute data points with missing values is out-
lined in Algorithm 1. The process of FTLRI starts with an incomplete time series air quality 
dataset, and it takes no input parameters. By calculating the Pearson correlation coeffi-
cient, Step 1 can easily access the attributes highly relevant to the missing value attributes. 
Step 2 is based on Step 1 to search for the first five data points and the last three data 
points that are strongly related to the missing value in time by FT firstly. By finding the 
first five data points and the last three data points, then, we rely on logistic regression to train 
an imputer fitted to them. Finally, the missing values can be obtained by this imputer. 

Algorithm 1 First five last three logistic regression imputation (FTLRI) 

Input: Time series air quality dataset 𝐷 = ሼ(𝑋, 𝑦)ሽୀଵ  with missing values for the attrib-
ute Y = { Yc, Ym } 
Output: The missing values vector Ym of the attribute Y 
Step 1: Search for the attributes strongly related to the attribute Y. 

1.1 Calculate the Pearson correlation r based on Equation (1) between the complete 
values vector Yc and the other attribute values; 

1.2 Select the attributes with r ≥ 0.6 as the target attributes Tar, Tar ∈ Xi. 
Step 2: Search for the “first Five(F)” and the “last Three(T)”, then train an imputer 

fitted to F and T and use the imputer to impute the missing values last. 
2.1 mIndex ← The corresponding index vector of the missing values in D 
2.2 for each m ∈ mIndex do 
2.3   obtain the index vector ntIndex in D, whose elements are greater than m, and 

ntIndex ∩ mIndex = ∅ 
2.4   if n-m > 3 then 
2.5     ntIndex ← ntIndex(0:3) 
2.6   obtain F of the missing value by m in D, F ∈ { Tar, Yc } 
2.7   obtain T of the missing value by ntIndex in D, T ∈ { Tar, Yc } 
2.8   FT ← F + T, FT ∈ { Tar, Yc } 
2.9   I ← an imputer fitted on FT based on Equations (3)–(5) 
2.10  ymi ← The imputed value obtained by I 
2.11  replace the missing value at the corresponding position with ymi 

2.12  Ym ←Ym ∪ { ymi } 
Output Ym 
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Figure 3 illustrates the process of the imputation approach for a data point with miss-
ing values in more detail. We present only the attributes that are highly correlated with 
PM2.5 in this figure, including CO and PM10. In Figure 3, the missing value for the concen-
tration of PM2.5 is finally filled with “24”. First of all, by detecting the data point with a 
missing value and accessing its Pearson correlation coefficient, we can discovery the cor-
responding “first Five” and “last Three” of the data point, which are represented on the 
brownish-yellow background and blue-green background colors in the figure, respec-
tively. Next, the “first Five” and the “last Three” are employed to train a model by logistic 
regression, and this model is applied to obtain the missing concentration values of PM2.5 
last; then, “24” is obtained. 

 
Figure 3. An example of FTLRI. 

From the detailed explanation of the process in Figure 3, we can see that, in the pro-
cess of training and filling through the model, it is the corresponding “first Five” and the 
“last Three” adjacent to each data point with missing values that simplify the training 
process of the imputation model and save training time. 

Instead of depending on all the other complete data points like other methods, we se-
lect these eight data points highly relevant, both in terms of time and attributes, to each data 
point with missing values to fill missing values, which is the key of FTLRI to train a model 
with lower imputation errors through logistic regression under different missing rates. 

2.4. Assessment Indexes 
To evaluate the performance of FTLRI, three assessment indexes are used: Mean ab-

solute error (MAE), Root-mean-square of error (RMSE) and Mean absolute percentage er-
ror (MAPE) [42–44], which are shown in the following Equations (7)–(9), respectively: 

𝑀𝐴𝐸 = 1𝑛  |𝑟 − 𝑓|
ୀଵ  (7) 

𝑅𝑀𝑆𝐸 = ඩ1𝑛 (𝑟 − 𝑓)ଶ
ୀଵ  (8) 

𝑀𝐴𝑃𝐸 = 100𝑛  |𝑟 − 𝑓|𝑟


ୀଵ  (9) 

where r and f are real and imputation values, respectively, and n denotes the number of a 
dataset with missing values. 
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3. Results and Discussion 
In this section, to evaluate the effectiveness of FTLRI, we ran it on time series air 

quality datasets collected from Lanyuan Hotel (LH), Yuzhonglanda Campus (YZ), and 
Biological Products Institute (BPI) in Lanzhou in 2019. For data from each different station, 
we selected short-term and long-term time series air quality data with different missing 
rates, varying between 5%, 10%, 20% and 40%, to demonstrate the feasibility of FTLRI. 

3.1. Data Preparation 
To verify the performance of the proposed FTLRI approach, this study took hourly 

concentration (mg/m3) data from Lanzhou, an old industrial city in northwest China, as 
benchmarks, which contained SO2, NO2, O3, CO, PM10, and PM2.5 at three stations, includ-
ing LH, YZ, and BPI. Among the three stations, LH is located in Anning District, which 
integrates many colleges and universities, new technology, and culture, representing the 
main source of industrial pollution; YZ is located in the remote Yuzhong County, which 
expresses the background value of air quality; BPI is located in the urban area integrating 
commodities and housing, which reflects a high density of population and traffic pollu-
tion sources. The data came from “China Environmental Monitoring Station”, a website 
(http://www.cnemc.cn/ (accessed on 18 November 2020)) containing real-time measure-
ments of concentrations of air pollutants for approximately 120 cities, embracing 600 mon-
itoring stations. To make the study more persuasive, the study adopted the data from four 
different time series from March 2019, April to June 2019, July to December 2019, and the 
whole year of 2019 from the three above-mentioned stations and denoted them as T1, T2, 
T3, and T4, respectively, which is clearly shown in Table 1. Among them, time series T1 
and T2 were employed to verify the performance of the imputation methods over a short 
term, while time series T3 and T4 were utilized to verify the performance of the imputation 
methods over a long term. The performance test of different imputation methods was carried 
out with PM2.5 as an example. 

Table 1. Notations and their explanations about data. 

Notation T1 T2 T3 T4 

Meaning 
 

March 2019 
 
Short term 

April to June 
2019 
Short term 

July to December 
2019 
Long term 

The whole year 
of 2019 
Long term 

Prior to the experiment, all the data with missing values needed to be removed to avoid 
their influence on the accuracy of imputation results. In other words, the used data in this 
experiment were processed data with complete values [17,19]. Data information with com-
plete values at the three different stations in the four disparate periods is shown in Table 2. 

Table 2. Data information with complete values at different stations in different time series. 

Stations Time Series Number of Datasets 

LH 

T1 
T2 
T3 
T4 

722 
2137 
4185 
8489 

YZ 

T1 
T2 
T3 
T4 

699 
1985 
4161 
8210 

BPI 

T1 
T2 
T3 
T4 

680 
1957 

4076 
8080 
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3.2. Pearson Correlation Coefficient between PM2.5 and the Other Five Pollutants 
Table 3 lists the Pearson correlation coefficient r between PM2.5 and SO2, NO2, O3, CO, 

and PM10, respectively. In Table 3, the concentrations of PM2.5 and PM10 showed a strong 
correlation in four different time series at the three different stations in Lanzhou in 2019, 
and the correlation coefficient was positive, that is, r was greater than or equal to 0.6. This 
may be related to their relationship, namely, PM2.5 is a kind of PM10, and they have an 
inclusive relationship. PM2.5 generally accounts for about 70% of PM10 [45]. In addition, 
the concentrations of PM2.5 also showed a strong correlation with CO in time series T3 and 
T4 at LH. There existed a strong correlation between PM2.5 and SO2, NO2, and CO in time 
series T3 at YZ and BPI, respectively. To explain this correlation, we analyzed it in terms 
of time of year. T3, from July to December 2019, represents the last two quarters of the 
four seasons in a year. At this time, the overall temperature in Lanzhou gradually de-
creases so that people are more likely to choose motor vehicles as transportation tools. The 
main pollutants emitted by motor vehicles are CO, SO2, and NO2. 

Table 3. Pearson correlation coefficient r between PM2.5 and the other five pollutants in the short-
/long-term time series. 

Stations Time Series SO2 NO2 O3 CO PM10 

LH 

T1 
T2 
T3 
T4 

0.1603 
0.0455 
0.5753 
0.3693 

0.5377 
0.1075 
0.5835 
0.4377 

−0.2620 
−0.0680 
−0.3773 
−0.2642 

0.4664 
0.0971 
0.8444 
0.6263 

0.6476 
0.9781 
0.8861 
0.8526 

YZ 

T1 
T2 
T3 
T4 

0.1612 
−0.0134 
0.6115 
0.2924 

0.1517 
−0.0168 
0.6455 
0.2146 

−0.1014 
−0.0650 
−0.4958 
−0.2556 

0.0902 
−0.1014 
0.6018 
0.2872 

0.6475 
0.9832 
0.7722 
0.8689 

BPI 

T1 
T2 
T3 
T4 

0.1314 
−0.0353 
0.6666 
0.4416 

0.4347 
0.1545 
0.7549 
0.5628 

−0.2114 
−0.1354 
−0.4165 
−0.3349 

0.3347 
0.0922 
0.6979 
0.5555 

0.6035 
0.9591 
0.8344 
0.7989 

The implementation of the imputation experiment was carried out according to the 
Pearson correlation coefficients obtained in Table 3. We selected pollutants whose Pearson 
correlation coefficient with PM2.5 was greater than or equal to 0.6 to fill the missing con-
centration values of PM2.5 in Table 3. Specifically, at LH, the concentration values of PM10 
were employed to fill the missing concentration values of PM2.5 through different impu-
tation methods in time series T1 and T2, and the concentration values of CO and PM10 

were employed to fill the missing concentration values of PM2.5 through different imputa-
tion methods in time series T3 and T4. At YZ, the concentration values of PM10 were em-
ployed to fill the missing concentration values of PM2.5 through different imputation 
methods in time series T1, T2, and T4, and the concentration values of SO2, NO2, CO, and 
PM10 were employed to fill the missing concentration values of PM2.5 through different 
imputation methods in time series T3. At BPI, the concentration values of PM10 were em-
ployed to fill the missing concentration values of PM2.5 through different imputation meth-
ods in time series T1, T2, and T4, and the concentration values of SO2, NO2, CO, and PM10 
were employed to fill the missing concentration values of PM2.5 through different imputation 
methods in time series T3. 

3.3. Imputation Results of Missing Concentration Values of PM2.5 
In this subsection, we will fully exhibit the imputation results for the time series air 

quality datasets with different missing rates at the three different stations. 
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To make the datasets containing n data points generate different missing rates, we 
removed the i × l (1 ≤ i＜ n×R + 1) data point in the corresponding dataset according to 
the step length l and missing rate R in Equation (2). For simplicity in graphs and tables, 
Table 4 shows the different imputation methods and their corresponding abbreviations 
used in this experiment. The number of neighbors for k-nearest neighbor was set to eight. 
The parameters of the random forest and logistic regression were almost set to default in 
the sklearn package in Python, except for solver = “newton-cg” in the logistic regression. 
For dynamic imputation, we used the Adam optimizer with a learning rate of 10−3 and a 
mini-batch size of 32, and we terminated the training when the number of epochs reached 
500 [36]. 

Table 4. Abbreviations and their explanations about imputation methods. 

Abbreviation Explanation 
MEAI 
MEDI 
kNNI 
LRI 
RFI 
DI 
FTLRI 

Mean Imputation 
Median Imputation 
k-Nearest Neighbor Imputation 
Logistic Regression Imputation 
Random Forest Imputation 
Dynamic imputation 
First Five Last Three Logistic Regression Imputation 

For the missing values of PM2.5 concentration in the time series air quality dataset, we 
show the imputation results of the proposed method from three different perspectives. 
Tables 5–7 list the quantitative evaluations of the imputation results of different methods 
under different missing rates. Moreover, to see the imputation results of different methods 
more clearly, taking the missing rate of 5% as an example, Figures 4–6 illustrate different 
methods in different time series with the bar charts of MAE, as well as the line charts of 
the comparison between the imputed values of relatively superior-performance methods 
and the real values of PM2.5 in the corresponding short-term time series T1. Finally, to 
comprehensively evaluate the performance of FTLRI, Figures 7–9 demonstrate different 
methods in different time series with the box plots of the imputation errors under different 
missing rates. 

Table 5. Quantitative evaluation of imputation results of PM2.5 at LH under different missing rates 
in the short-/long-term time series. 

Missing 
Rate 

Time 
Series 

Indexes MEAI MEDI kNNI LRI RFI DI FTLRI 

5% 

T1 
 
 

T2 
 
 

T3 
 
 

T4 
 

MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 

9.3266 
11.5054 
23.3676 
19.1947 
56.9115 
53.4586 
20.3067 
27.7817 
66.1470 
19.9723 
36.2599 
65.1434 

9.0972 
11.4828 
22.3455 
18.0755 
57.6487 
40.8563 
18.6316 
28.6912 
49.6818 
18.7571 
36.7902 
51.7677 

8.2552 
9.9092 
18.9077 
7.1745 
12.3168 
22.1571 
8.0999 
10.9886 
24.4978 
7.9173 
12.3136 
21.7638 

9.8750 
12.1937 
22.0951 
6.5189 
9.4913 
20.1164 
8.6411 
12.6067 
23.4156 
8.1887 
11.8287 
20.4819 

8.9251 
11.6876 
20.9424 
6.4053 
8.5522 
21.0237 
7.4907 
9.8553 
23.1088 
7.0940 
9.8032 
20.6019 

24.8968 
23.6700 
456.1114 
8.4730 
11.6706 
92.5925 
8.0245 
10.1465 
52.6486 
14.2146 
18.1926 
60.9881 

4.3194 
6.4727 
10.5460 
4.2642 
5.9336 
13.5981 
5.4976 
8.4199 
15.4682 
5.4281 
7.8829 
15.1197 

10% 

T1 
 
 

T2 
 
 

T3 

MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 

9.7513 
12.4046 
24.4734 
17.7859 
39.5514 
57.8238 
19.7475 

9.6944 
12.4278 
23.8093 
16.3521 
40.2143 
43.4851 
18.6986 

8.4036 
10.6311 
19.4269 
6.0317 
8.09998 
19.7805 
8.1830 

10.5000 
13.0152 
23.5370 
6.8873 
11.8359 
19.2935 
8.1292 

8.7110 
10.6335 
19.8380 
5.6242 
7.4265 
18.9314 
8.0853 

21.8065 
15.8190 
270.0380 
5.6756 
7.1513 
57.3238 
7.8736 

5.6806 
7.5065 
12.6675 
5.1737 
7.0731 
16.6493 
5.1914 
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T4 
 

RMSE 
MAPE(%) 

MAE 
RMSE 

MAPE(%) 

25.8608 
61.7990 
19.9651 
29.0434 
61.2097 

27.0826 
47.7099 
18.6598 
29.8920 
48.2936 

11.3765 
21.9017 
7.4502 
10.4300 
19.7694 

11.3795 
20.7933 
8.5572 
12.5735 
20.0350 

11.4839 
21.5430 
7.5479 
10.1966 
19.8060 

9.9088 
43.8569 
12.4536 
16.0247 
36.5775 

7.7299 
14.3984 
5.0183 
9.4437 
12.9169 

20% 

T1 
 
 

T2 
 
 

T3 
 
 

T4 
 

MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 

10.8587 
14.1367 
26.6088 
17.8513 
42.3583 
60.0002 
19.6722 
26.0673 
61.7950 
20.1051 
30.6449 
61.1592 

10.7917 
14.1777 
25.9010 
16.4450 
42.9563 
45.2960 
18.5036 
27.2837 
47.4511 
19.0415 
31.5307 
48.8674 

8.7283 
10.7574 
20.4038 
6.0167 
9.2839 
19.7838 
7.8440 
11.1417 
21.0139 
7.7948 
11.2706 
20.2780 

9.8750 
12.1866 
22.1569 
6.1030 
9.4666 
19.1926 
8.0275 
11.1740 
20.3688 
8.5969 
12.7798 
20.0560 

8.6104 
10.6161 
20.1563 
5.7726 
7.8256 
19.4388 
7.8639 
11.0940 
20.9651 
7.6881 
10.9893 
19.7961 

18.2962 
14.5713 
181.8955 
6.5228 
9.7669 
40.4175 
7.7621 
10.0932 
34.1541 
13.2816 
18.5201 
35.4173 

5.0208 
6.4842 
11.4760 
5.1546 
7.3750 
16.7912 
5.5897 
8.2287 
15.0123 
5.3645 
9.2043 
13.7544 

40% 

T1 
 
 

T2 
 
 

T3 
 
 

T4 
 

MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 

10.5359 
13.1235 
29.8595 
18.2485 
45.9307 
44.9743 
19.4474 
22.6193 
83.8994 
20.3377 
30.7885 
76.5638 

10.1354 
12.7864 
28.0923 
18.8361 
47.3210 
38.6175 
14.5645 
19.3026 
56.1293 
17.0973 
29.6875 
57.6903 

9.7713 
11.8937 
23.8852 
6.9807 
12.2180 
19.3951 
7.4701 
11.0824 
24.7383 
7.6084 
11.3833 
22.7972 

11.0972 
13.3080 
26.9787 
6.9742 
10.4209 
19.3466 
7.0502 
9.9728 
22.4394 
7.4405 
11.1277 
21.0014 

9.7731 
12.1313 
23.8974 
6.7001 
10.1356 
19.3113 
7.1478 
10.1055 
23.8510 
7.1093 
9.8489 
21.9995 

21.5579 
41.0394 
174.4094 
8.7153 
14.3540 
32.7463 
6.6190 
9.2204 
30.0905 
12.8631 
18.8102 
37.6791 

4.6059 
6.5668 
11.3371 
5.6827 
9.6039 
15.6850 
4.7790 
6.9781 
15.9577 
4.8623 
7.8739 
14.5921 

Table 6. Quantitative evaluation of imputation results of PM2.5 at YZ under different missing rates 
in the short-/long-term time series. 

Missing 
Rate 

Time 
Series 

Indexes MEAI MEDI kNNI LRI RFI DI FTLRI 

5% 

T1 
 
 

T2 
 
 

T3 
 
 

T4 
 

MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 

5.2126 
6.9457 
19.2489 
12.6927 
37.8030 
56.6112 
9.7301 
12.8951 
59.4089 
11.2783 
17.2303 
62.1708 

5.2353 
7.0000 
19.5649 
11.1212 
38.3199 
36.8008 
9.2115 
13.1299 
48.8306 
10.9268 
17.7511 
50.7944 

4.3125 
5.6631 
14.6883 
4.4356 
5.6862 
24.1570 
5.0529 
6.6563 
26.2130 
7.1262 
9.5747 
32.4418 

4.5294 
5.8662 
15.9116 
5.0101 
7.3030 
24.0151 
5.6923 
8.5107 
26.0491 
7.3000 
10.1958 
29.3337 

4.2887 
5.8944 
14.7900 
4.4247 
5.6985 
23.7652 
4.6593 
6.0840 
24.6708 
6.6336 
8.8760 
31.1297 

14.7559 
15.4861 

324.5514 
4.0787 
5.0850 
51.5036 
4.9160 
6.1879 
41.6565 
6.6183 
8.4484 
50.7080 

3.2353 
4.9764 
11.3589 
3.6869 
4.5826 
21.0276 
4.0625 
5.4256 
20.7940 
4.4561 
5.9619 
20.4898 

10% 

T1 
 
 

T2 
 
 

T3 
 
 

T4 
 

MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 

6.7498 
9.3508 
25.0265 
12.3456 
34.4021 
56.0564 
9.9910 
13.4062 
55.5062 
11.5349 
19.5014 
58.7116 

6.7681 
9.3615 
25.4306 
10.8737 
34.9992 
36.8886 
9.5913 
13.8330 
46.0846 
11.1573 
20.0019 
47.8500 

5.2355 
6.4898 
19.3579 
4.9722 
7.4293 
26.5978 
5.0051 
6.6093 
24.9980 
7.0338 
9.7686 
30.8218 

5.8116 
7.4260 
20.5692 
5.5000 
8.5337 
25.8333 
5.5889 
7.7091 
25.6704 
7.3110 
10.8145 
27.4414 

5.9662 
7.3861 
20.9600 
4.8801 
7.4177 
25.2438 
4.6656 
6.3214 
23.9263 
6.8938 
10.0097 
29.9753 

7.9753 
9.5509 

155.9358 
4.5025 
5.6819 
44.1007 
5.0787 
7.0052 
34.3857 
6.9308 
9.8884 
43.2025 

4.9420 
6.9979 
18.1431 
4.4343 
6.6111 
21.3664 
4.0024 
5.6639 
20.1523 
4.3317 
6.6496 
19.1049 

20% 

T1 
 
 

T2 
 

MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

7.0978 
10.1508 
25.1680 
11.8769 
32.3085 

7.1223 
10.1839 
24.8461 
10.5783 
32.8446 

5.3094 
6.6129 
19.0064 
4.8813 
7.0603 

6.1079 
7.7073 
21.1345 
4.9495 
7.1887 

5.7258 
7.0355 
20.2283 
4.8214 
6.9483 

6.9542 
8.3822 

120.0964 
5.3543 
7.2719 

4.5396 
6.6077 
15.7898 
4.1136 
6.0162 
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T3 

 
 

T4 
 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 

58.1946 
9.9180 
13.2355 
56.2576 
11.5164 
19.7466 
60.0540 

39.1437 
9.4435 
13.6086 
46.3460 
11.0676 
20.1933 
48.6391 

26.6599 
5.0269 
6.5374 
26.0079 
7.1124 
9.8412 
31.8132 

25.5318 
5.7560 
8.0155 
26.6194 
7.2602 
10.8259 
27.9682 

25.7883 
4.6608 
6.1685 
24.4843 
6.8971 
9.7180 
30.9062 

51.0249 
5.3155 
7.2726 
38.8388 
7.4566 
10.9312 
36.2539 

20.5417 
3.7728 
5.1898 
18.9255 
4.3577 
6.4011 
19.6681 

40% 

T1 
 
 

T2 
 
 

T3 
 
 

T4 
 

MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 

6.6434 
8.1841 
27.1475 
12.0870 
36.7551 
46.4553 
9.6919 
11.7032 
74.9282 
12.1000 
21.6623 
71.3188 

6.5986 
8.1375 
26.7909 
12.1209 
37.6653 
36.0876 
7.8606 
10.2160 
56.9831 
10.9367 
21.4456 
58.0125 

6.0094 
7.5695 
22.6119 
5.1145 
8.8752 
25.7203 
4.9234 
6.7121 
30.0138 
6.7368 
9.6222 
33.0794 

6.4480 
8.2534 
22.7199 
5.0743 
7.3159 
24.5194 
4.9032 
6.6403 
27.9363 
6.3441 
9.3517 
28.1212 

6.2109 
7.7751 
22.9536 
4.8256 
6.6594 
25.6164 
4.4459 
5.8893 
27.4782 
6.6933 
9.3314 
33.3943 

6.5447 
7.8238 
62.2757 
6.4297 
9.3509 
40.3397 
5.0430 
6.5588 
37.8886 
6.5428 
9.5896 
47.1449 

3.9713 
5.2309 
14.8742 
4.2103 
5.9501 
21.6829 
3.4718 
4.6475 
20.9163 
4.1806 
5.7943 
20.9770 

Table 7. Quantitative evaluation of imputation results of PM2.5 at BPI under different missing rates 
in the short-/long-term time series. 

Missing 
Rate 

Time 
Series 

Indexes MEAI MEDI kNNI LRI RFI DI FTLRI 

5% 

T1 
 
 

T2 
 
 

T3 
 
 

T4 
 

MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 

7.8529 
9.6504 
24.4234 
11.1694 
15.4730 
65.7634 
15.9517 
21.0946 
77.0622 
14.2917 
21.5361 
75.0523 

7.9118 
9.9425 
23.2634 
10.5567 
15.7231 
53.4456 
14.7586 
22.1181 
54.8917 
13.6337 
21.7801 
62.1916 

7.6691 
9.8419 
22.2890 
5.9021 
8.0025 
31.1481 
7.3996 
9.5885 
32.8906 
9.6392 
13.8190 
39.1529 

7.7647 
10.5774 
20.9411 
5.8041 
8.4932 
26.8624 
8.0443 
10.5047 
31.6526 
9.2847 
13.5558 
34.1101 

8.3532 
11.1502 
23.7481 
5.2307 
7.3086 
27.5830 
6.6064 
8.8161 
29.7786 
9.1018 
12.6730 
37.6579 

7.9325 
10.0296 
191.1401 
4.3370 
5.4924 
57.1888 
7.2786 
9.5771 
65.6406 
8.3887 
12.2321 
46.8109 

6.1471 
8.3367 
16.7590 
4.7113 
7.0733 
20.1788 
4.9163 
7.7160 
19.7760 
5.6757 
11.0408 
20.4861 

10% 

T1 
 
 

T2 
 
 

T3 
 
 

T4 
 

MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 
MAE 
RMSE 

MAPE(%) 

8.1928 
11.1849 
23.4739 
12.6104 
33.7048 
66.0007 
16.5227 
22.3279 
78.9227 
14.6076 
20.8733 
72.5249 

8.2836 
11.4599 
22.4816 
11.9590 
33.9565 
53.6391 
15.4447 
23.6200 
56.8688 
13.9938 
21.2219 
60.1633 

7.6735 
10.2629 
22.0243 
6.3000 
14.5579 
29.6611 
6.6566 
8.9096 
29.8960 
9.5390 
13.6119 
36.8746 

7.2836 
10.6589 
18.5742 
5.6000 
7.2607 
28.0771 
7.6708 
10.4707 
29.4501 
9.9876 
16.0704 
32.6436 

8.1839 
11.7756 
23.2183 
5.5654 
7.2291 
28.9961 
6.2647 
8.7040 
28.1293 
9.3699 
14.0552 
36.1596 

7.5445 
8.5467 

117.8287 
5.0632 
6.4180 
46.6733 
7.2782 
10.3442 
56.0770 
9.1775 
12.4687 
43.6204 
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Figure 4. MAE of imputation results of PM2.5 at LH under 5% missing rate. 

 

Figure 5. MAE of imputation results of PM2.5 at YZ under 5% missing rate. 

 

Figure 6. MAE of imputation results of PM2.5 at BPI under 5% missing rate. 
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Figure 7. Imputation concentration errors of PM2.5 generated by MEAI, MEDI, kNNI, LRI, RFI, DI, 
FTLRI at LH in different time series. 

 
Figure 8. Imputation concentration errors of PM2.5 generated by MEAI, MEDI, kNNI, LRI, RFI, DI, 
FTLRI at YZ in different time series. 
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Figure 9. Imputation concentration errors of PM2.5 generated by MEAI, MEDI, kNNI, LRI, RFI, DI, 
FTLRI at BPI in different time series. 

3.3.1. Imputation of Missing Concentration Values of PM2.5 at LH 
Table 5 shows the quantitative evaluation of the imputation results of PM2.5 in the 

short-term time series T1 and T2 and the long-term time series T3 and T4 under different 
missing rates at LH. When the missing rate was 5%, 10%, 20%, and 40%, respectively, the 
MAE, MSE, and MAPE of the PM2.5 imputation results obtained by FTLRI were the lowest 
compared with the other five classical imputation methods and the new dynamic impu-
tation method using neural networks in both the short-term time series T1 and T2, as well 
as the long-term time series T3 and T4. The performance of the random forest imputation 
was slightly worse than that of FTLRI, ranking second among these methods. Mean im-
putation and Median imputation produced almost the worst results. Dynamic imputation 
was slightly better than Median imputation and Mean imputation, but its performance 
was worse than logistic regression. The imputation performance of logistic regression was 
unstable, and it was worse than that of the k-nearest neighbor imputation on the whole. 

To see the performance of FTLRI more visually, Figure 4 clearly depicts a specific 
imputation effect diagram of PM2.5 with a missing rate of 5% as an example at LH. The bar 
chart on the left provides the diagram of the MAE obtained after PM2.5 was imputed, while 
the line chart on the right takes short-term time series T1 as an example to describe the 
values of PM2.5 imputed by the different imputation methods and the corresponding real 
values of PM2.5. For the graph on the right side in Figure 4, the horizontal axis represents 
the time frames of the missing concentrations of PM2.5 in time series T1, and the vertical 
axis represents the concentration values of PM2.5. Aiming at more clearly showing the im-
puted values and the true values of PM2.5 on the right side, we only plotted the imputation 
results of the four relatively superior-performance methods. As can be seen from the bar 
chart on the left, the assessment index MAE of the imputation results of FTLRI proposed 
in this paper was significantly lower than that of the other six imputation methods, in both 
short-term and long-term time series, which indicates that the performance of FTLRI pro-
posed in this paper is significantly better than that of the other five classical imputation 



Atmosphere 2022, 13, 1044 17 of 21 
 

 

methods and the new dynamic imputation method using a neural network. As can be 
seen from the line chart on the right, the values imputed by FTLRI were more fitting to 
the corresponding real values of PM2.5 than the other four classical methods, which again 
shows that the imputation performance of the proposed method FTLRI in this paper stays 
ahead of the other imputation methods from a quantitative point of view. 

Aiming at more intuitively comparing the imputation performance of FTLRI with the 
other five classical imputation approaches and the new dynamic imputation method us-
ing a neural network, Figure 7 shows the imputation errors of PM2.5 at LH in different time 
series under different missing rates. The imputation errors are expressed as the absolute 
values of the results calculated by subtracting the values imputed by different methods 
from the corresponding real value of PM2.5. The smaller the absolute value is, the smaller 
the error is, and the better the corresponding imputation methods are. The horizontal co-
ordinate of each subplot indicates the various missing rates, and the vertical coordinate 
indicates the imputation errors, while the colors represent the corresponding imputation 
methods. As can be seen from Figure 7, the errors of FTLRI were smaller than that of the 
other methods, and the median lines of the box plot of FTLRI were also lower than that of 
the other five classical imputation methods and the new dynamic imputation method us-
ing a neural network, which further indicates that FTLRI has an advantage in missing data 
imputation compared with the other methods under different missing rates in both short-
term and long-term time series. 

From the above three perspectives, we can draw a conclusion that FTLRI has a big 
advantage in the missing data imputation at LH under different missing rates, and the 
imputation performance does not fall with the growing of missing rates and number of 
data points in the dataset. The cause for that phenomenon is that the imputation results 
of FTLRI put forward in this paper only depend on the first five and the last three com-
plete data points, which are highly relevant to the data point with missing values in terms 
of time and attributes. Instead of relying on all the other complete data points, like other 
imputation approaches, FTLRI selects the eight data points highly correlated with the miss-
ing data point to impute the missing value, which is beneficial for imputation performance 
[46,47]. Therefore, the increasing of the number of data points and the changing of missing 
rates will not affect the performance of FTLRI, that is, FTLRI can provide superior imputa-
tion results on datasets with different missing rates and different numbers of data points. 

3.3.2. Imputation of Missing Concentration Values of PM2.5 at YZ 
Table 6 shows the quantitative evaluation of the imputation results of PM2.5 in the 

short-term time series T1 and T2 and the long-term time series T3 and T4 under different 
missing rates at YZ. When the missing rate was 5%, 10%, 20%, and 40%, respectively, the 
MAE, MSE, and MAPE of the PM2.5 imputation results obtained by FTLRI were the lowest 
compared with the other five classical imputation methods and the new dynamic impu-
tation method using neural networks, in both short-term time series T1 and T2, as well as 
long-term time series T3 and T4, that is, the imputation performance of FTLRI was still 
superior to the others in both short-term and long-term time series on the whole. 

Figure 5 clearly depicts a specific imputation effect diagram of PM2.5 with a missing 
rate of 5% as an example at YZ. The bar chart on the left provides the diagram of the MAE 
obtained after PM2.5 was imputed, while the line chart on the right takes short-term time 
series T1 as an example to describe the values of PM2.5 imputed by the four relatively su-
perior imputation methods and the corresponding real concentration values of PM2.5. For 
the graph on the right side in Figure 5, the horizontal axis represents the time frames of 
the missing concentrations of PM2.5 in time series T1, and the vertical axis represents the 
concentration values of PM2.5. As can be seen from Figure 5, the proposed method FTLRI 
still achieved better performance than the other five classical imputation methods and the 
new dynamic imputation method using a neural network. 

Figure 8 shows the imputation errors of PM2.5 generated by MEAI, MEDI, kNNI, LRI, 
RFI, DI, FTLRI at YZ in different time series under different missing rates. The horizontal 
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coordinate of each subplot indicates the different missing rates, and the vertical coordinate 
indicates the imputation errors, while the colors represent the corresponding imputation 
methods. As can be seen from Figure 8, FTLRI still had an advantage in missing data im-
putation compared with the other five classical methods and the new dynamic imputation 
method using a neural network under different missing rates in both short-term and long-
term time series. 

3.3.3. Imputation of Missing Concentration Values of PM2.5 at BPI 
Table 7 shows the quantitative evaluation of the imputation results of PM2.5 in the 

short-term time series T1 and T2 and the long-term time series T3 and T4 under different 
missing rates at BPI. When the missing rate was 5%, 10%, 20%, and 40%, respectively, the 
MAE, MSE, and MAPE of the PM2.5 imputation results obtained by FTLRI were almost the 
lowest compared with the other six imputation methods, in both short-term time series 
T1 or T2 and long-term time series T3 or T4, that is, the imputation performance of FTLRI 
was still superior to the others in both short-term and long-term time series on the whole. 

Figure 6 clearly depicts a specific imputation effect diagram of PM2.5 with a missing 
rate of 5% as an example at BPI. The bar chart on the left provides the diagram of the MAE 
obtained after PM2.5 was imputed, while the line chart on the right takes short-term time 
series T1 as an example to describe the values of PM2.5 imputed by the four relatively su-
perior imputation methods and the corresponding real values of PM2.5. As can be seen 
from Figure 6, the proposed method FTLRI almost achieves better performance than the 
other six imputation methods at BPI on the whole. 

Figure 9 shows the imputation errors of PM2.5 at BPI in different time series under 
different missing rates. The horizontal coordinate of each subplot indicates the various 
missing rates, and the vertical coordinate indicates the imputation errors, while the colors 
represent the corresponding imputation methods. As can be seen from Figure 9, FTLRI 
still had an advantage in missing data imputation compared with the other five classical 
methods and the new dynamic imputation method using a neural network under differ-
ent missing rates in both short-term and long-term time series at BPI. 

Through the exploration of the PM2.5 imputation results at the above three stations 
under different missing rates, we can conclude that the imputation method FTLRI put 
forward in this paper is in a dominant position compared with the other five classical 
imputation methods and the new dynamic imputation method using a neural network for 
time series air quality datasets with discrete missing values. Specifically, for low-missing-
rate time series air quality datasets with discrete missing values, FTLRI can achieve good 
imputation performance. Furthermore, for relatively high-missing-rate datasets, FTLRI 
can also achieve more accurate imputation results by using the extremely related data to 
the missing data instead of relying on all the other data like other methods. 

3.4. Demonstrate the Reasonableness of Choosing the “First Five” Data Points and the “Last 
Three” Data Points in Step 2 

In Step 2 of FTLRI, we searched for the highly relevant data points by selecting the first 
five data points and the last three data points closest to the missing value in time based on 
Step 1. In this subsection, we discuss the influence of the specified number of data points 
closest to the missing value before and after the time on the imputation performance. For 
convenience, the number of highly correlated data points before the time corresponding to 
the missing value is represented as prior, and the number of highly correlated data points 
after the time corresponding to the missing value is represented as rear. 

By setting prior and rear from 1 to 10, respectively, to reduce time consumption, we 
evaluated the corresponding MAE on the benchmark datasets with different missing 
rates. Figure 10 illustrates the mean values of the MAE of imputation results for all the 
datasets under different missing rates, and the MAE of imputation results in T3 under a 
missing rate of 40% at BPI. The stable experimental results in Figure 10 prove that FTLRI 
is insensitive to prior and rear and indicate that FTLRI is a robust imputation method. 
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Selecting the first five and the last three as a common rule of thumb basically achieved 
superior imputation performance. In a real application, to access a relatively desired per-
formance, we suggest setting prior and rear from 1 to 10. 

 
Figure 10. The impact of different priors and rear on FTLRI imputation performance. 

4. Conclusions 
To accurately fill missing values in a time series air quality dataset, this paper pro-

poses a simple but effective and robust imputation method, called FTLRI. By combining 
a presented model FT with logistic regression, FTLRI utilizes FT to select the data ex-
tremely related to the missing data, both in terms of time and attributes, and applies lo-
gistic regression to establish an objective regression equation to obtain the corresponding 
parameter vector through the selected extremely related data, then employs the parameter 
vector and other attribute values of the missing data point to obtain the missing value. 
The limitation with respect to FTLRI is that it fails to impute the missing data points ef-
fectively when there are missing values in the eight extremely related data points due to 
the failure to train an imputation model. In this situation, it is necessary to find another 
appropriate imputation approach to complete the imputation of missing values. Experi-
ments on the time series air quality data of three different stations in Lanzhou in 2019 have 
shown that FTLRI can yield more favorable imputation outcomes for both the particular 
short-term and long-term data under different missing rates. We look forward to applying 
FTLRI to other time series datasets with discrete missing values, such as share prices and 
medical monitoring, to verify its validity in the future. 
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