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Abstract: In this paper, a novel typhoon intensity classification and estimation network (TICAENet)
is constructed to recognize typhoon intensity. The TICAENet model is based on the LeNet-5 model,
which uses weight sharing to reduce the number of training parameters, and the VGG16 model,
which replaces a large convolution kernel with multiple small kernels to improve feature extraction.
Satellite cloud images of typhoons over the Northwest Pacific Ocean and the South China Sea from
1995–2020 are taken as samples. The results show that the classification accuracy of this model is
10.57% higher than that of the LeNet-5 model; the classification accuracy of the TICAENet model
is 97.12%, with a classification precision of 97.00% for tropical storms, severe tropical storms and
super typhoons. The mean absolute error (MAE) and root mean square error (RMSE) of the samples
estimation in 2019 are 4.78 m/s and 6.11 m/s, and the estimation accuracy are 18.98% and 20.65%
higher than that of the statistical method, respectively. Additionally, the model takes less memory
and runs faster due to the weight sharing and multiple small kernels. The results show that the
proposed model performs better than other methods. In general, the proposed model can be used to
accurately classify typhoon intensity and estimate the maximum wind speed by extracting features
from geostationary meteorological satellite images.

Keywords: deep learning; typhoon intensity; satellite cloud images; deep convolutional neural network

1. Introduction

Typhoons are one of the most destructive natural disasters in coastal areas of China
and have a great impact on economic development, navigation safety, infrastructure con-
struction and people’s lives and properties in coastal areas. Tropical cyclones and the
heavy rains that accompany them are among the deadliest and most destructive disasters
on Earth, especially in coastal areas [1,2]. More than seven typhoons strike the southeast
coast of China each year according to the China Meteorological Administration (CMA).
Among them, typhoons Nina and LeKima caused extensive economic loss and affected
millions of people [3–5]. It is of great significance to classify and estimate typhoon intensity
accurately to ensure the safety of both people and property. According to geostationary
satellite imagery analysis, different typhoon levels have different cloud features, which
can be used to help recognize typhoon intensity [6]. For research on typhoon intensity
recognition, there are subjective empirical methods and numerical simulation methods.
Subjective experience methods are affected by the nature of the typhoon. Numerical models
are more efficient and systematic than subjective empirical methods in terms of calculations,
and numerical models account for the influence of typhoon parameters on identification.
However, numerical models are limited in predicting some extreme events due to the
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data collection and processing times [6,7]. Therefore, there is a critical need to establish a
high-precision typhoon intensity recognition model to study typhoons.

Recently, as a result of continuous breakthroughs in image processing and deep learn-
ing applications, many scholars have introduced recognition systems and deep learning
models into different disciplines. For example, Duan et al. [8] compared four ML methods,
i.e., random forest (RF), support vector machine (SVM), convolutional neural network
(CNN) and residual neural network (ResNN) in classifying the signals obtained from
the recorded seismic dataset. Liu et al. [9] developed a software system for big data
management, which fulfills the tasks of collecting, transmitting, classifying, screening,
managing and analyzing, based on more than 80,000 sets of standard geo-material physico
-mechanical data. Some progress has also been made in identifying satellite cloud images
using different cloud cluster features [10,11]. Zhou et al. [12] accurately identified the eye
and cloud wall of typhoons and used the GC-LSTM model to accurately recognize and
predict typhoon intensity. Zhao et al. [13] proposed a real-time typhoon eye detection
method based on deep learning with satellite cloud images, which provided important
data for detecting real typhoon information. Wang et al. [14] designed several models
with different inputs and parameters and found that their CNN models were robust when
estimating the TC intensity from geostationary satellite images. Zhang et al. [15] proposed
a novel tropical cyclone intensity classification and estimation model using infrared geo-
stationary satellite images from the Northwest Pacific Ocean basin and a cascading deep
convolutional neural network. Rüttgers et al. [16] used past satellite images to generate
one-step images. Nevertheless, there are existing issues in terms of low feature extraction
of tropical depressions, tropical storms or severe tropical storms and poor recognition
accuracy that need to be addressed [12,15,17].

In terms of visual computing, the core challenges include the acquisition, processing,
analysis and rendering of visual information (mainly images and video) [18]. Shallow
neural networks have problems such as poor feature extraction and classification ability,
while deep neural networks have problems such as difficult development and long training
times [19,20]. Shallow neural network can meet some current requirements, but it may not
be effective in identifying satellite cloud images. Given enough time, deep neural networks
may have better results, but waste computational resources. The most straightforward
way to improve network performance is to increase the network depth, which increases
the number of parameters and the difficulty in developing the network. In addition, the
network becomes more prone to overfitting, and the demand for computing resources
increases significantly. Recently, much research has been carried out to improve algorithms.
Simonyan et al. [21] found that by using a 3 × 3 convolution kernel and increasing the
network depth to 16–19 weight layers, they could achieve a significant improvement over
existing network framework. He et al. [22] proposed a simpler and more accurate residual
learning framework to address the problem of gradient disappearance caused by deep
networks. Tan et al. [23] proposed a new mixed depthwise convolution (MixConv) model
that naturally combines multiple kernel sizes into a single convolution and improves
the accuracy and efficiency of existing Mobile Nets for both ImageNet classification and
COCO object detection. Szegedy et al. [24] found that by using smaller filters to extract
local features, such as replacing a 5 × 5 convolution kernel with the superposition of two
3 × 3 convolution kernels, the computational efficiency could be improved. However, few
studies have determined how many small convolution kernels are necessary to replace
large kernels to improve the computational efficiency and recognition accuracy.

Here, we focus on solving two problems, the poor feature extraction of satellite cloud
images and the elaboration of a novel model to improve algorithms. The model was trained
and validated using 25 years of typhoon sample images. The results indicated that the
model can be used to extract relatively complex information from satellite cloud images
and accurately identify and estimate typhoon intensity, especially for tropical depressions,
tropical storms and severe tropical storms.
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The remainder of this paper is organized as follows. In Section 2, we briefly describe
the data sources and preprocessing, and introduce the method. In Section 3, first, we choose
the optimal convolutional kernel by comparing various convolutional kernel performances
according to LeNet-5 model characteristics. Next, we build a new framework based on
the advantages of the VGG16 model and elaborate a series of models based on the new
framework. Then, we compare various model performances and present typhoon intensity
classification and estimation effects. Finally, the conclusions are presented in Section 4.

2. Data and Methods
2.1. Data

In the experiment, satellite images of typhoons in the Northwest Pacific Ocean and the
South China Sea from 1995–2020 were examined. The cloud images were provided by Kochi
University (http://weather.is.kochi-u.ac.jp/, accessed on 1 November 2021) and received
from the Japan Meteorological Business Support Center (JMBSC). The best tropical cyclone
track data for the experiment were from the China Meteorological Administration (CMA),
which was used to locate the typhoon and cut the satellite cloud images at the corresponding
time (https://tcdata.typhoon.org.cn/zjljsjj_zlhq.html, accessed on 1 November 2021). The
wind-speed label of the satellite cloud image at each moment is the typhoon wind speed
from CMA. Satellite cloud images are of the Earth’s cloud cover and landmark features as
seen from top to bottom by meteorological satellites. One of the satellites was Himawari8,
which has a visual light field of view of 0.5–1 m, a time resolution of 10 min and a spatial
resolution of 500 m. The Himawari8 satellite doubles the imaging resolution and shortens
the time required for global observations, which allows for capturing real-time images and
accurately identifying typhoon intensity [25,26].

Satellite cloud image processing: First, a pixel size of 512 × 512 was selected for the
input information based on the longitude and latitude of the typhoon, as shown in Figure 1.
The typhoon wind-speed data from CMA are used as the images’ wind speed label. Next,
the median filter was used to remove noise from the infrared image while effectively
retaining the edge information. Afterward, the satellite cloud images were enhanced to
obtain more reliable experimental data. The images are single channel images that have
been expanded to three channels to facilitate the subsequent model verification. Then,
the number of images was increased through data expansion methods such as cutting,
random rotation and offset. All images were normalized to speed the convergence of the
neural network training. Finally, a total of 13,200 cloud images were randomly divided
into a training set with 7920 images, a validation set with 2640 images and a test set of
2640 images. There was no overlap between the satellite cloud images of the test set and
the verification set. The detailed dataset processing is shown in Figure 2. The dataset was
coded with one-hot, and the real label of each sample was also a one-hot label. The typhoon
intensity classification standards are based on the National Standard of Tropical Cyclone
Classification (GB/T 19201-2006), and one-hot labels are shown in Table 1. Each category
of satellite cloud images is shown in Figure 3.

Table 1. Typhoon intensity standard level and one-hot label.

Typhoon Level Maximum Wind
Speed (kt)

Maximum Wind
Speed (m·s−1) One-Hot Label

Tropical depression 38.9–61.6 10.8–17.1 100000
Tropical storm 61.7–87.8 17.2–24.4 010000

Severe tropical storm 87.9–117.4 24.5–32.6 001000
Typhoon 117.5–149.0 32.7–41.4 000100

Severe typhoon 149.1–183.2 41.5–50.9 000010
Super typhoon ≥183.3 ≥51.0 000001

http://weather.is.kochi-u.ac.jp/
https://tcdata.typhoon.org.cn/zjljsjj_zlhq.html
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Figure 1. The original satellite cloud image and cut-out image of the strong typhoon Jelawat
from JMBSC.

Figure 2. Details of dataset processing.

Figure 3. Meteorological satellite cloud image samples after cutting based on the typhoon location
for six TC categories.



Atmosphere 2022, 13, 1113 5 of 16

This experimental model was based on MobaXterm, and the processor was the com-
puting node of PARATERA HPC CLOUD. The hardware configuration was a 2-channel
16 core, E5-2680V3@ 2.5 GHz, 64 GB memory, using the open-source Keras deep learn-
ing framework.

2.2. Methods
2.2.1. Construction of the Models

The detailed experimental steps are as follows. First, the network topology architecture
of the LeNet-5 model was used in the framework with five convolution layers, five pooling
layers and three fully connected layers. When using the LeNet-5 model, image matching is
incorporated into the network topology architecture and shared weight is used to reduce
the number of training parameters, resulting in a simpler and more adaptable network
structure. This model can be used to obtain an effective representation of the original image,
allowing the identification of the visual rules directly from the original pixels without too
much preprocessing. If a larger convolution kernel is used, more information may be lost,
and typhoon intensity cannot be accurately identified. We used 2 × 2, 3 × 3, 5 × 5 and
7 × 7 convolution kernels to determine the optimal kernel size based on this framework.
These models are named Ty2-CNN Ty3-CNN, Ty5-CNN, and Ty7-CNN. See Appendix A
for a detailed introduction of the LeNet-5 model.

Then, based on the advantages of the VGG16 model, we built a new framework
combining two-layer convolution and one-layer pooling with one-layer convolution and
one-layer pooling. See Appendix B for a detailed introduction of the VGG16 model. The
VGG16 model uses multiple smaller convolution kernels (3 × 3) to replace the larger convo-
lution kernel on a layer to reduce the number of parameters, perform nonlinear mapping,
and increase the fitting and expression ability of the network. The size of the receptive
field obtained by two 3 × 3 convolution kernel stacks is equivalent to that of a 5 × 5 con-
volution kernel [21]. In line with the discovery that using smaller filters to extract local
features can improve the computational efficiency, a series of hybrid convolution models,
typhoon intensity classification networks (TICAENets), were developed to determine the
best combination and achieve better recognition performance.

2.2.2. Model Parameters

Stochastic gradient descent (SGD) optimizer:

θ = θ−

Atmosphere 2022, 13, x FOR PEER REVIEW 6 of 17 
 

 

2.2.2. Model Parameters 
Stochastic gradient descent (SGD) optimizer: θ = θ − ŋ ∗△ J൫θ; x(୧); y(୧)൯, (1) X୲ାଵ = X୲ − ŋ୲g୲, (2) 

where θ  is the parameter to be updated, △ J(θ; x(୧); y(୧))  is the gradient update 
direction, X୲  is the position of the step t , ŋ୲  is the step length, g୲  is the stochastic 
gradient, and E[g୲] =  ∇f(X୲). 

Cross-entropy loss function, which is also known as the log loss: g(ୱ) = 11 + eିୱ , (3) 

where s is the output of the previous layer, and g(ୱ) is the prediction output of the model 
in the cross-entropy loss function. 

The predicted output represents the probability that the current sample label is 1 and 
is defined as follows in Equation (4): yො = P(y = 1|x), (4) 

The probability of the current sample tag being 0 is defined using Equation (5): 1 − yො = P(y = 0|x), (5) 

Equations (4) and (5) were substituted into Equation (6). P(y|x) = yො୷ · (1 − yො)ଵି୷, (6) log P(y|x) = log(yො୷ · (1 − yො)ଵି୷) = ylogyො + (1 − y) log(1 − yො), (7) Loss = − log൫P(y|x)൯, (8) 

The loss function for a single sample is defined as Equation (9): L = −[ylogyො + (1 − y) log(1 − yො)], (9) 

If the loss function of N samples is calculated and N losses are superimposed, the 
cross-entropy loss function of N samples can be defined by Equation (10): L = − ∑ y(୧)logyො(୧) +୧ୀଵ ൫1 − y(୧)൯ ln൫1 − yො(୧)൯, (10) 

2.2.3. Model Evaluation Index 
Accuracy: The proportion of all correctly judged results in the total observed values 

of the classification model, as defined in Equation (11): Accuracy = ାାାା, (11) 

where TP is the true positive, which indicates that the real category of the sample is 
positive and the model recognition result is positive; FN is the false negative, which 
indicates that the real category of the sample is positive and the model recognition result 
is negative; FP is the false positive, which indicates that the real category of the sample is 
negative and the model recognition result is positive; and TN is the true negative, which 
indicates that the real category of the sample is negative and the model recognition result 
is negative. 

Precision: The proportion of all outcomes where the model prediction is positive, as 
defined in Equation (12): 

∗ 4θJ
(
θ; x(i); y(i)

)
, (1)

Xt+1 = Xt −

Atmosphere 2022, 13, x FOR PEER REVIEW 6 of 17 
 

 

2.2.2. Model Parameters 
Stochastic gradient descent (SGD) optimizer: θ = θ − ŋ ∗△ J൫θ; x(୧); y(୧)൯, (1) X୲ାଵ = X୲ − ŋ୲g୲, (2) 

where θ  is the parameter to be updated, △ J(θ; x(୧); y(୧))  is the gradient update 
direction, X୲  is the position of the step t , ŋ୲  is the step length, g୲  is the stochastic 
gradient, and E[g୲] =  ∇f(X୲). 

Cross-entropy loss function, which is also known as the log loss: g(ୱ) = 11 + eିୱ , (3) 

where s is the output of the previous layer, and g(ୱ) is the prediction output of the model 
in the cross-entropy loss function. 

The predicted output represents the probability that the current sample label is 1 and 
is defined as follows in Equation (4): yො = P(y = 1|x), (4) 

The probability of the current sample tag being 0 is defined using Equation (5): 1 − yො = P(y = 0|x), (5) 

Equations (4) and (5) were substituted into Equation (6). P(y|x) = yො୷ · (1 − yො)ଵି୷, (6) log P(y|x) = log(yො୷ · (1 − yො)ଵି୷) = ylogyො + (1 − y) log(1 − yො), (7) Loss = − log൫P(y|x)൯, (8) 

The loss function for a single sample is defined as Equation (9): L = −[ylogyො + (1 − y) log(1 − yො)], (9) 

If the loss function of N samples is calculated and N losses are superimposed, the 
cross-entropy loss function of N samples can be defined by Equation (10): L = − ∑ y(୧)logyො(୧) +୧ୀଵ ൫1 − y(୧)൯ ln൫1 − yො(୧)൯, (10) 

2.2.3. Model Evaluation Index 
Accuracy: The proportion of all correctly judged results in the total observed values 

of the classification model, as defined in Equation (11): Accuracy = ାାାା, (11) 

where TP is the true positive, which indicates that the real category of the sample is 
positive and the model recognition result is positive; FN is the false negative, which 
indicates that the real category of the sample is positive and the model recognition result 
is negative; FP is the false positive, which indicates that the real category of the sample is 
negative and the model recognition result is positive; and TN is the true negative, which 
indicates that the real category of the sample is negative and the model recognition result 
is negative. 

Precision: The proportion of all outcomes where the model prediction is positive, as 
defined in Equation (12): 

tgt, (2)

where θ is the parameter to be updated,4θJ
(
θ; x(i); y(i)

)
is the gradient update direction,

Xt is the position of the step t,

Atmosphere 2022, 13, x FOR PEER REVIEW 6 of 17 
 

 

2.2.2. Model Parameters 
Stochastic gradient descent (SGD) optimizer: θ = θ − ŋ ∗△ J൫θ; x(୧); y(୧)൯, (1) X୲ାଵ = X୲ − ŋ୲g୲, (2) 

where θ  is the parameter to be updated, △ J(θ; x(୧); y(୧))  is the gradient update 
direction, X୲  is the position of the step t , ŋ୲  is the step length, g୲  is the stochastic 
gradient, and E[g୲] =  ∇f(X୲). 

Cross-entropy loss function, which is also known as the log loss: g(ୱ) = 11 + eିୱ , (3) 

where s is the output of the previous layer, and g(ୱ) is the prediction output of the model 
in the cross-entropy loss function. 

The predicted output represents the probability that the current sample label is 1 and 
is defined as follows in Equation (4): yො = P(y = 1|x), (4) 

The probability of the current sample tag being 0 is defined using Equation (5): 1 − yො = P(y = 0|x), (5) 

Equations (4) and (5) were substituted into Equation (6). P(y|x) = yො୷ · (1 − yො)ଵି୷, (6) log P(y|x) = log(yො୷ · (1 − yො)ଵି୷) = ylogyො + (1 − y) log(1 − yො), (7) Loss = − log൫P(y|x)൯, (8) 

The loss function for a single sample is defined as Equation (9): L = −[ylogyො + (1 − y) log(1 − yො)], (9) 

If the loss function of N samples is calculated and N losses are superimposed, the 
cross-entropy loss function of N samples can be defined by Equation (10): L = − ∑ y(୧)logyො(୧) +୧ୀଵ ൫1 − y(୧)൯ ln൫1 − yො(୧)൯, (10) 

2.2.3. Model Evaluation Index 
Accuracy: The proportion of all correctly judged results in the total observed values 

of the classification model, as defined in Equation (11): Accuracy = ାାାା, (11) 

where TP is the true positive, which indicates that the real category of the sample is 
positive and the model recognition result is positive; FN is the false negative, which 
indicates that the real category of the sample is positive and the model recognition result 
is negative; FP is the false positive, which indicates that the real category of the sample is 
negative and the model recognition result is positive; and TN is the true negative, which 
indicates that the real category of the sample is negative and the model recognition result 
is negative. 

Precision: The proportion of all outcomes where the model prediction is positive, as 
defined in Equation (12): 

t is the step length, gt is the stochastic gradient, and
E[gt] = ∇f(Xt).

Cross-entropy loss function, which is also known as the log loss:

g(s) =
1

1 + e−s , (3)
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The probability of the current sample tag being 0 is defined using Equation (5):

1− ŷ = P(y = 0 |x ), (5)

Equations (4) and (5) were substituted into Equation (6).

P(y|x) = ŷy·(1− ŷ)1−y, (6)

log P(y|x) = log
(

ŷy·(1− ŷ)1−y
)
= ylogŷ + (1− y) log(1− ŷ), (7)

Loss = − log(P(y|x)), (8)

The loss function for a single sample is defined as Equation (9):

L = −[ylogŷ + (1− y) log(1− ŷ)], (9)

If the loss function of N samples is calculated and N losses are superimposed, the
cross-entropy loss function of N samples can be defined by Equation (10):

L = −∑N
i=1 y(i)log ŷ(i) +

(
1− y(i)

)
ln
(

1− ŷ(i)
)

, (10)

2.2.3. Model Evaluation Index

Accuracy: The proportion of all correctly judged results in the total observed values of
the classification model, as defined in Equation (11):

Accuracy =
TP + TN

TP + TN + FP + FN
, (11)

where TP is the true positive, which indicates that the real category of the sample is positive
and the model recognition result is positive; FN is the false negative, which indicates that
the real category of the sample is positive and the model recognition result is negative; FP
is the false positive, which indicates that the real category of the sample is negative and the
model recognition result is positive; and TN is the true negative, which indicates that the
real category of the sample is negative and the model recognition result is negative.

Precision: The proportion of all outcomes where the model prediction is positive, as
defined in Equation (12):

Precision =
TP

TP + FP
, (12)

Sensitivity/Recall: In all outcomes where the true value is positive, the model predicts
the proportion of pairs, as shown in Equation (13):

Sensitivity(Recall) =
TP

TP + FN
, (13)

F1 Score: The F1 score integrates the precision and sensitivity output results, as shown
in Equation (14):

F1 Score =
2PR

P + R
(P is Precision, R is Recall), (14)

Mean absolute error (MAE):

yi = P(a)V(a) + P(b)V(b), (15)

MAE =
∑m

i=1|h(xi)− yi|
m

, (16)
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Root mean square error (RMSE):

RMSE =

√
1
m

m

∑
i=1

(h(xi)− yi)
2 (17)

where P(a) and P(b) represent the probability, and V(a) and V(b) represent corresponding
wind speed of category a and b, respectively. h(xi) is the wind speed corresponding to the
image, and yi represents the typhoon intensity estimated by the model; m is the number
of samples.

3. Results
3.1. Different Performances with Various Convolution Kernel Sizes

Based on the advantages of LeNet-5, we used the framework with five convolution
layers to elaborate a series of models by using various convolution kernel sizes, named
Ty2-CNN, Ty3-CNN, Ty5-CNN, and Ty7-CNN. The feature extraction results using these
models are shown in Figure 4. The Ty2-CNN model was inefficient in extracting the
typhoon features in Conv-3. The Ty5-CNN model retained complete cloud information,
including typhoon eyes, cloud walls and dense cloud areas, in Conv-3, and the consistency
between the subsampling image and the input image was higher than that of the other
kernels. Overall, the 5 × 5 convolution kernel extracted satellite cloud image information
more effectively than the other kernels. This result is consistent with that of Zhou et al. [12],
who found that the 5 × 5 convolution kernel had an obvious feature extraction effect for
satellite cloud image characteristics.

Figure 4. Feature extraction results of different convolution kernels for a super typhoon.

The validation and test set accuracy of each model, together with the LeNet-5 model,
are shown in Table 2. On the test dataset, the accuracy rate of LeNet-5 was 86.55%. When
the model used the 7× 7 convolution kernel, the model accuracy rate was 91.63%; when the
model used the 5 × 5 convolution kernel, the model accuracy rate was 95.27%. The overall
model accuracy on the test set was lower than that on the validation set. The Ty5-CNN
model had better recognition performance than the other kernels. This also validated
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the above conclusions that the 5 × 5 convolution kernel can extract satellite cloud image
information more effectively than the other kernels.

Table 2. Comparison of model accuracy with different kernel sizes.

Model Validation (%) Test (%)

LeNet-5 90.50 86.55
Ty2-CNN 95.88 92.77
Ty3-CNN 93.00 89.39
Ty5-CNN 97.80 95.27
Ty7-CNN 92.50 91.63

3.2. Establishment of a Set of Models and Comparative Analysis of the Results

Some small convolution kernels were used to increase the receptive field, maximizing
the mapping area between the feature image obtained and the previous feature image, re-
ducing the feature loss and retaining the image information [21,24]. Two 3 × 3 convolution
kernels were used in place of the 5 × 5 convolution kernel in the Ty5-CNN model based
on the characteristics of the VGG16 model. A series of hybrid convolution model typhoon
intensity classification and estimation networks (TICAENets) named Ty1-TICAENet, Ty2-
TICAENet, Ty3-TICAENet, Ty4-TICAENet and Ty5-TICAENet were successfully utilized
by combining two-layer convolution and one-layer pooling with one-layer convolution and
one-layer pooling in different ways. The convolution kernel parameters of those models
are shown in Table 3. The Ty1-TICAENet model used two 3 × 3 convolution kernels in
Conv-5, and the Ty2-TICAENet model used two 3 × 3 convolution kernels in Conv-4 and
Conv-5. The network depth of the framework was larger than that of the LeNet-5 model
and lower than that of the VGG16 model, which reduced the number of model training
parameters and the memory footprint. Only the detailed structure of the Ty2-TICAENet
network model is shown in this paper, as shown in Table 4. The overall architecture of the
proposed model is shown in Figure 5.

Table 5 compares the proposed model parameters with other existing models, includ-
ing LeNet-5, VGG16 and AlexNet. Params means the number of major network parameters
and memory means the required memory. The term Flops (floating point operations) refers
to floating point operations performed by the network. MemR + W indicates that the sum
of the size read from memory and written to memory while the network is running. The
proposed model has relatively smaller params, Flops and MemR + W, which means that
the model requires less memory and runs faster when compared with VGG16 and AlexNet.
It has smaller values of Params, Flops and MemR + W(MB) than LeNet-5, but almost the
same memory. The model floating-point calculations are smaller and the size read from
memory and written to memory is smaller.

The model training and validation set curves are shown in Figure 6. At the beginning
of training, the loss value of the model decreased, and the accuracy of the model increased
greatly. After a certain learning time, the loss and accuracy tended to stabilize, indicating
that all the models were stable. To further validate the results, the five models were
compared in terms of accuracy, precision, sensitivity/recall and F1 score.

Table 3. Convolution kernel parameters of various models.

Model Conv-1 Conv-2 Conv-3 Conv-4 Conv-5

Ty5-CNN (5 × 5) (5 × 5) (5 × 5) (5 × 5) (5 × 5)
Ty1-TICAENet (5 × 5) (5 × 5) (5 × 5) (5 × 5) (3 × 3,3 × 3)
Ty2-TICAENet (5 × 5) (5 × 5) (5 × 5) (3 × 3,3 × 3) (3 × 3,3 × 3)
Ty3-TICAENet (5 × 5) (5 × 5) (3 × 3,3 × 3) (3 × 3,3 × 3) (3 × 3,3 × 3)
Ty4-TICAENet (5 × 5) (3 × 3,3 × 3) (3 × 3,3 × 3) (3 × 3,3 × 3) (3 × 3,3 × 3)
Ty5-TICAENet (3 × 3,3 × 3) (3 × 3,3 × 3) (3 × 3,3 × 3) (3 × 3,3 × 3) (3 × 3,3 × 3)
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Table 4. Network structure of the Ty2-TICAENet model.

Ty2-
TICAENet Input Shape Out Shape Kernel Stride Params

Conv-1 [3,224,224] [6,220,220] [5,5] 1 456.0
Maxpool-1 [6,220,220] [6,110,110] [2,2] 2 0.0

Bn-1 [6,110,110] [6,110,110] - 0 12.0
Conv-2 [6,110,110] [16,106,106] [5,5] 1 2416.0

Maxpool-2 [16,106,106] [16,53,53] [2,2] 2 0.0
Bn-2 [16,53,53] [16,53,53] - 0 32.0

Conv-3 [16,53,53] [24,49,49] [5,5] 1 9624.0
Maxpool-3 [24,49,49] [24,24,24] [2,2] 2 0.0

Bn-3 [24,24,24] [24,24,24] - 0 48.0
Conv-4 [24,24,24] [24,22,22] [3,3] 1 5208.0
Conv-5 [24,22,22] [32,20,20] [3,3] 1 6944.0

Maxpool-4 [32,20,20] [32,10,10] [2,2] 2 0.0
Bn-4 [32,10,10] [32,10,10] - 0 64.0

Conv-6 [32,10,10] [32,8,8] [3,3] 1 9248.0
Conv-7 [32,8,8] [64,6,6] [3,3] 1 18,496.0

Maxpool-5 [64,6,6] [64,3,3] [2,2] 2 0.0
Bn-5 [64,3,3] [64,3,3] - 0 128.0
Fc-1 [64,3,3] [1024] - - 590,848.0
Fc-2 [1024] [512] - - 524,800.0
Fc-3 [512] [6] - - 3078.0

Softmax [6] [6] - - 0
Total - - - - 1,171,402.0

Figure 5. The overall architecture of the Ty2-TICAENet.

Table 5. Comparison different model parameters.

Models Params (Million) Memory (MB) Flops (Million) MemR + W(MB)

LeNet-5 46.65 2.42 96.18 182.17
VGG16 134.28 55.10 1402.29 623.00
AlexNet 46.03 4.76 901.31 185.59

Ty2-TICAENet 1.17 2.65 80.27 8.79
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Figure 6. Model training accuracy curves and loss value curves.

The results of the different models are shown in Table 6. All the new models had better
accuracies, precisions and sensitivities than the LeNet-5 model. The Ty4-TICAENet model
had better recognition performance than the Ty3-TICAENet model, and the Ty2-TICAENet
model had the best recognition performance, with an accuracy, precision and sensitivity of
97.12%, 97.13% and 97.12%, respectively. Compared with the LeNet-5 model, the accuracy
and sensitivity of the Ty2-TICAENet model were improved by 10.57%. Compared with
the Ty-VGG16 model, the model was improved by 1.89%. Based on this result, we can
conclude that using two 3 × 3 convolution kernels to replace a 5 × 5 convolution kernel
improves the classification accuracy. However, the effect of two 3 × 3 convolution kernels
differs from the effect of one 5 × 5 convolution kernel in other ways. Better performance
can be obtained by replacing large convolution kernels with small kernels in the optimal
combination. In this paper, the VGG16 transfer learning model named Ty-VGG16 was used
for comparison with other model results.

Table 6. Accuracy, precision and sensitivity for six TC categories using various models.

Model Accuracy (%) Precision (%) Sensitivity (%)

Ty-VGG16 95.26 95.32 95.27
Ty5-CNN 95.23 95.25 95.23

Ty1-TICAENet 96.29 96.40 96.29
Ty2-TICAENet 97.12 97.13 97.12
Ty3-TICAENet 95.72 95.87 95.72
Ty4-TICAENet 96.63 96.68 96.63
Ty5-TICAENet 96.40 96.47 96.40

Figure 7 shows the F1 scores of the different models. If the abscissa and the ordinate
of the round approach 1, the model has better precision. If the value of the round is larger,
the model obtains better output. Because the LeNet-5 model’s precision, sensitivity and
F1 score were all less than 0.87, the LeNet-5 model’s indicators are not displayed. The
Ty4-TICAENet model had better recognition performance than the Ty3-TICAENet model.
The Ty2-TICAENet model had the highest recognition accuracy rate. This indicates that
replacing large convolution kernels with smaller convolution kernels does not further
improve model performance. The framework replaced two large convolutional kernels
with four small convolutional kernels and achieved better performance in Conv-4 and
Conv-5. The Ty2-TICAENet model was named the TICAENet model.
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Figure 7. Different model F1 scores for the six TC categories.

3.3. Classification of Typhoon Intensity by Using the TICAENet Model

Figure 8 illustrates the learned abstract features in TICAENet. After maxpool-5 sub-
sampling, the model can efficiently extract the typhoon eyes, cloud walls and dense cloud
area features, indicating that the TICAENet model has a high processing efficiency for
satellite cloud images. After maxpool-5, the TICAENet model inputs the image to the fully
connected layer, and the result is output by the sigmoid function.
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A confusion matrix, which was used to analyze the classification reliability of the
different typhoon intensities, is an important indicator for judging the results of the model.
Table 7 shows the confusion matrix of the TICAENet model. The classification precision
of the TICAENet model for each typhoon intensity reached 96.60%. The classification
precision for tropical storms, severe tropical storms and super typhoons reached 97.10%.
The recognition accuracy of tropical storms was the lowest, which may be due to the lack
of specific cloud structures during typhoon formation. Additionally, tropical storms are
loosely structured and can have diverse forms. When a typhoon forms, it has a distinct
eye area and spiral cloud band, which can be better extracted from satellite cloud image
features to identify the intensity of the typhoon.
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Table 7. Confusion matrix of the test samples for the TICAENet model.

One-Hot 100000 010000 001000 000100 000010 000001

100000 440 0 0 0 0 0
010000 5 414 11 6 1 3
001000 6 10 422 2 0 0
000100 3 0 1 428 5 3
000010 0 0 0 4 433 3
000001 0 2 0 2 9 427
Total 454 426 434 442 448 436

Precision (%) 96.92 97.18 97.24 96.83 96.65 97.94

Table 8 displays the proposed model’s results for the various typhoon intensities of
241 samples from 2019. Compared with the other typhoon intensities, the severe tropical
storm samples, based on the MAE value of 0.4 and the RMSE of 0.1, achieved the best
estimation effect when this model was utilized. The model’s ability to estimate strength
essentially reached the level of a business reference. The model performs the worst on
tropical depression and tropical storm samples, which may be due to a lack of specific
cloud structures during typhoon formation.

Table 8. Analysis of the typhoon intensity estimation of satellite cloud images acquired in 2019.

Typhoon Level Maximum Wind Speed (m·s−1) Samples MAE (m/s) RMSE (m/s)

Tropical depression 10.8–17.1 99 7.7 8.6
Tropical storm 17.2–24.4 29 3.7 4.2

Severe tropical storm 24.5–32.6 27 0.4 0.1
Typhoon 32.7–41.4 18 2.4 2.8

Severe typhoon 41.5–50.9 24 4.7 5.0
Super typhoon ≥51.0 44 2.6 3.1

Table 9 shows a comparison of typhoon intensity prediction results based on the
proposed model and other methods. The typhoon intensity estimation MAE is 4.78 m/s
and RMSE is 6.11 m/s. In detail, the proposed model achieved better performance with
improvements of 18.98% and 20.65% when compared to the statistical method. In compari-
son to the results using DAVT (deviation-angle variance technique), K-nearest-neighbors
algorithm and linear regression of IR features, TICAENet is more useful for estimating
intensity, and the estimation accuracy is 8.26%, 6.43% and 10.01% larger, respectively. The
TICAENet model has high research value and application prospects for typhoon intensity
estimation. Therefore, the model in this paper is more advantageous. In summary, the
TICAENet model developed can reliably recognize and estimate typhoon intensity.

Table 9. Comparison of intensity estimates among various methods.

Method MAE (m/s) RMSE (m/s)

Feature-based decision tree [27] - 6.12
Statistical method [28] 5.90 7.7

DAVT [29] - 6.66
K-nearest-neighbors algorithm [30] - 6.53
Linear regression of IR features [31] - 6.79

Ty5-CNN 7.03 8.63
TICAENet 4.78 6.11

4. Discussion and Conclusions

With the development of deep learning, many scholars use it as a tool in the field of
marine meteorology to realize the classification and recognition of satellite cloud images.
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The core challenge of visual computing is the acquisition, processing, analysis and presen-
tation of visual information, primarily images and video. At present, deep learning has
low accuracy in the identification of typhoon intensity and tropical depression, and it is
difficult to extract cloud image features. Studies have shown that feature information can be
better extracted by using smaller convolution kernels instead of a larger convolution kernel.
However, few studies have determined how many small convolution kernels are needed to
replace large ones to improve computational efficiency and recognition accuracy. Therefore,
it is critical to develop an accurate model for identifying and evaluating typhoon intensity.

In this paper, we first used the framework of five convolution layers with the network
topology architecture of the LeNet-5 model to elaborate a series of models by using various
convolution kernel sizes. The 5 × 5 convolution kernel extracted satellite cloud image
information more effectively than the other kernels. Then, based on the characteristics of the
VGG16 model and replacing a 5× 5 convolution kernel with two 3× 3 convolution kernels,
we built a new framework combining two-layer convolution and one-layer pooling with
one-layer convolution and one-layer pooling. A series of hybrid convolution models were
successively adopted to determine the best combination and achieve better recognition
performance by combining the advantages of the LeNet-5 model with the VGG16 model.
These models had an appropriate network depth and efficiently processed these problems
based on satellite images of the Northwest Pacific Ocean and the South China Sea. The
experimental results showed that the TICAENet model had better recognition performance,
and it can efficiently extract sensitive features such as typhoon eyes, cloud belts and dense
cloud areas. The model indicators showed that the accuracy, precision, sensitivity and
F1 score of the TICAENet model were 97.12%, 97.13%, 97.12% and 97.12%, respectively,
which are higher than those of the other models. Compared with the LeNet-5 model,
the accuracy and sensitivity of the model were improved by 10.57%. On the basis of
the TICAENet model, the maximum probability linear estimation method was used to
achieve a quantitative estimation of the typhoon wind speed, with an MAE of 4.78 m/s and
RMSE of 6.11 m/s. The estimation accuracy is 18.98% and 20.65% higher than that of the
statistical method respectively. Compared with DAVT, K-nearest-neighbors algorithm and
linear regression of IR features, TICAENet is more useful for estimating intensity, and its
estimation accuracy is 8.26%, 6.43% and 10.01% higher respectively. The model takes less
memory and runs faster. It indicates that the TICAENet model has high research value and
application prospects for typhoon intensity estimation. Therefore, it is suggested from this
study that the TICAENet model is better for identifying typhoon intensity using satellite
images, providing a solid basis for relevant organizations to make decisions and laying the
foundation for subsequent typhoon intensity classification, identification and prediction.

Although we performed many experiments with various models, there were some
deficiencies due to the limitations of objective factors: (1) the experiment lacked an analysis
of actual typhoon detection cases; (2) actual application analysis with a large amount of
data is not involved. In the future, we will continue in-depth research in these two areas.
Additionally, to further improve the model performance, we will focus on combining an
RNN (recurrent neural network) with the model and adjust the network model.
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Appendix A

The LeNet-5 model is a feedforward neural network that can quickly respond to
nearby coverage networks through artificial neurons and rapidly respond to data. Local
join and weight sharing are used to extract features from the original data to construct
dense and complete feature vectors [32]. The specific structure of the LeNet-5 model is
shown in Figure A1. Each layer contains trainable parameters and multiple feature graphs.
Each feature graph extracts a feature of the input through a filter, and each feature graph
has multiple neurons [33]. There have been many studies focused on improving LeNet-5
algorithms. For example, Fan et al. [34] monitored haze through images by adjusting the
parameters and structure of the classical LeNet-5 Model. Zhang et al. [35] proposed the
TSR algorithm, which was based on an improved LeNet-5 algorithm, for situations when
traditional computer vision recognition technology cannot meet real-time requirements.

Figure A1. The overall structure of the LeNet-5 model.

Appendix B

The VGG16 convolutional neural network is a network structure proposed by the
Oxford University Computer Vision Laboratory as part of the 2014 ILSVRC (ImageNet
Large Scale Visual Recognition Challenge) competition. To solve ImageNet’s 1000 class
image localization and classification task, Simonyan et al. [21] analyzed six networks in
terms of the influence of deep learning on the model, and the experimental result showed
that a model with 16 layers had a better effect. The combination of several small convolution
kernels in the VGG16 model has a better effect than the use of large convolution kernels.
The structure of the VGG16 model is shown in Figure A2. Krinitskiy et al. [36] developed a
novel MC detection method based on a deep convolutional neural network (DCNN) with
the VGG16 model. Hridayami et al. [37] studied and proposed a fish recognition method
based on the VGG16 deep convolutional neural network.

https://tcdata.typhoon.org.cn/zjljsjj_zlhq.html
https://tcdata.typhoon.org.cn/zjljsjj_zlhq.html
http://weather.is.kochi-u.ac.jp/
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Figure A2. The overall structure of the VGG16 model.
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