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Abstract: Air pollution is a major health risk factor worldwide. Regular short- and long-time exposures to ambient particulate matter (PM) promote various diseases and can lead to premature death. Therefore, in Germany, air quality is assessed continuously at approximately 400 measurement sites. However, knowledge about this intermediate distribution is either unknown or lacks a high spatial–temporal resolution to accurately determine exposure since commonly used chemical transport models are resource intensive. In this study, we present a method that can provide information about the ambient PM concentration for all of Germany at high spatial (100 m × 100 m) and hourly resolutions based on freely available data. To do so we adopted and optimised a method that combined land use regression modelling with a geostatistical interpolation technique using ordinary kriging. The land use regression model was set up based on CORINE (Coordination of Information on the Environment) land cover data and the Germany National Emission Inventory. To test the model’s performance under different conditions, four distinct data sets were used. (1) From a total of 8760 (365 × 24) available h, 1500 were randomly selected. From those, the hourly mean concentrations at all stations (ca. 400) were used to run the model (n = 566,326). The leave-one-out cross-validation resulted in a mean absolute error (MAE) of 7.68 µg m\textsuperscript{-3} and a root mean square error (RMSE) of 11.20 µg m\textsuperscript{-3}. (2) For a more detailed analysis of how the model performs when an above-average number of high values are modelled, we selected all hourly means from February 2011 (n = 256,606). In February, measured concentrations were much higher than in any other month, leading to a slightly higher MAE of 9.77 µg m\textsuperscript{-3} and RMSE of 14.36 µg m\textsuperscript{-3}, respectively. (3) To enable better comparability with other studies, the annual mean concentration (n = 413) was modelled with a MAE of 4.82 µg m\textsuperscript{-3} and a RMSE of 6.08 µg m\textsuperscript{-3}. (4) To verify the model’s capability of predicting the exceedance of the daily mean limit value, daily means were modelled for all days in February (n = 10,845). The exceedances of the daily mean limit value of 50 µg m\textsuperscript{-3} were predicted correctly in 88.67% of all cases. We show that modelling ambient PM concentrations can be performed at a high spatial–temporal resolution for large areas based on open data, land use regression modelling, and kriging, with overall convincing results. This approach offers new possibilities in the fields of exposure assessment, city planning, and governance since it allows more accurate views of ambient PM concentrations at the spatial–temporal resolution required for such assessments.
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1. Introduction

More than 40 years after the Geneva Convention on Long-Range Transboundary Air Pollution (CLRTAP) was signed, ambient air pollution is still a major cause of death and disease in the United Nations Economic Commission for Europe (UNECE) region and one of the most important health risk factors globally [1,2]. An estimated four
Atmosphere 2022, 13, 1282

of 18

million attributable premature deaths were linked to ambient air pollution in 2016, according to the World Health Organization, Geneva, Switzerland (WHO) [1]. For Europe, for the EU-28 countries, the European Environment Agency, Copenhagen, Denmark (EEA) reported 456,000 premature deaths attributable to ambient air pollution in 2016 caused by PM$_{2.5}$, NO$_2$, and O$_3$ with 374,000 attributable to PM$_{2.5}$, 68,000 to NO$_2$, and 14,000 to O$_3$ [3]. In this study, we considered PM$_{10}$ due to the higher relevance and number of attributable premature deaths caused by particulate matter (PM). Since there is no legal limit value for hourly PM$_{2.5}$ concentrations, the monitoring network is not as dense as PM$_{10}$. Therefore, the long time series measurements for PM$_{2.5}$ are limited [4], inhibiting a detailed study based on this quantity. PM$_{10}$ is used instead. NO$_2$ was not considered because, unlike PM$_{10}$, it has few sources and high concentrations mainly occur in the direct vicinity of emissions. O$_3$ was not considered in this study because to our knowledge land use regression (LUR) models cannot sufficiently represent the underlying complex photochemical processes [5–7].

Short- and long-term exposures to ambient air pollution can cause and promote diseases of the respiratory tract, such as a reduction of the overall lung function, aggravated asthma, and chronic obstructive pulmonary disease (COPD) [2,8]. Ultrafine particulate matter (UFP) of aerodynamic diameters smaller than 100 nm can penetrate deep into the lung passageways and enter the bloodstream, causing cardiovascular and cerebrovascular impact through stroke, heart disease, mutation, and abnormal growth of cells leading to cancer [9–12]. The highest exposure levels often occur in urban agglomerations due to high local emissions [13], making air pollution policy a major concern in different levels of governance [14] ranging from local administration [15] to international bodies of cooperation [3].

In 2016, 91% of the world population lived in areas where levels of the WHO air quality guidelines were not met [1]. According to these guidelines, the mean of particulate matter with a diameter of 10 microns or less (PM$_{10}$) should not exceed 15 µg m$^{-3}$ annually and 45 µg m$^{-3}$ within 24 h [16]. In the European Union, the legal framework concerning air quality is set by the directive 2008/50/EC on ambient air quality and cleaner air for Europe [17]. Its daily limit value for PM$_{10}$ of 50 µg m$^{-3}$ is allowed to be exceeded 35 times within a calendar year, whereas the annual limit value is set to 40 µg m$^{-3}$.

Although air quality is measured continuously at many locations, its overall spatiotemporal distribution often remains unknown because the information of a measured value at a certain location is limited to a certain representative area given by the siting-type of the measurement station [18]. To estimate area-wide ambient air concentrations, different methods and models are used. Spatiotemporal models with high resolutions can also increase the precision of address-level exposure estimations [19].

Chemistry transport models (CTM) solve numerous complex equations based on assumptions considering chemical and physical processes, such as transformation and deposition within the atmosphere. Due to their high demand for computational power, their spatial (horizontal) resolutions are relatively coarse and, thus, high temporal resolutions only allow the modelling of background concentrations [20]. Their respective edge lengths range from ca. 500 m to over 1–5 km up to 0.1° (6.5 × 13 km$^2$). Using global CTM to estimate PM$_{2.5}$, the coarse resolutions lead to underestimations of health impacts in densely populated and industrialised areas [21]. The Copernicus Atmosphere Monitoring Service (CAMS) of the European Centre of Medium-Range Weather Forecasts, Reading, UK (ECMWF) provides free accessible hourly air pollution analyses and forecasts for Europe at a spatial resolution of 0.1° based on an ensemble model [20,22–24]. It combines nine state-of-the-art numerical air quality models developed in Europe, including, e.g., CHIMERE [25] and LOTOS-EUROS [26]. For modelling air quality at the national scale, the German Environment Agency (Umweltbundesamt, UBA) uses the model REM-CALGRID (RCG), developed by Stern [27]. Land use regression models are alternative and widely used approaches for modelling pollutant concentrations in ambient air [28,29].
In contrast to CTM, they allow real-time assessments of ambient air quality at fine spatial–temporal scales of hourly mean values and a horizontal spatial resolution up to a few meters. So far this has mostly been conducted for individual cities, e.g., Zurich, Switzerland [30], Quebec, Canada [31], Calgary, Canada [32], London, UK [33], or Hong Kong, China [34]. Such models are not easy to adapt to different regions because of the different variables used as predictors in land use regression models, statistically-tuned parameters, and the availability of data sets describing these. Parameters often used in LUR models are related to information about land use or land cover, building density or building height, and the configuration of streets. When this approach is extended to a region or country level, the resolutions in space and time typically become coarser, down to annual mean values of some square kilometres. Ultimately, such LUR modelling then shows the same limitations as CTM [35,36].

In this study, we follow the hypothesis that the gap can be closed by applying the LUR model technique using only free and European-wide available open source data to model hourly real-time ambient air pollution of PM$_{10}$ in Germany with a horizontal spatial resolution of 100 $\times$ 100 m efficiently and at acceptable accuracy. For this purpose, we adopted and modified the method from Janssen et al. [37] in connection with Hooyberghs et al. [38] and Knörchen et al. [39] for its application in Germany. The modelled PM$_{10}$ concentrations allow more exact quantifications of the population’s exposure (both in space and time). The model combines a geostatistical method (ordinary kriging) and land use regression to predict the hourly mean concentration of PM$_{10}$ with a spatial resolution of 100 $\times$ 100 m$^2$. The prediction is based on the CORINE land cover (CLC) dataset from the European Commission, the German National Emission Inventory, and quality assured PM$_{10}$ measurements from over 400 stations of Germany’s air quality monitoring network. A total of four different data sets were used. (1) From a total of 8760 (365 $\times$ 24) available hours, 1500 were randomly selected. The hourly mean concentrations at all stations (ca. 400) were used to optimise the actual model ($n = 566,326$). (2) For a more detailed analysis, all hourly means of February 2011 ($n = 256,506$) were selected to examine the impact of episodes of high concentrations lasting several days on the model performance. (3) To enable better comparability with other studies, the modelled annual means of all stations were further investigated ($n = 413$). (4) To verify the model’s capability of predicting the exceedance of the daily mean limit value of 50 $\mu$g m$^{-3}$, daily means were modelled for all days in February ($n = 10,845$). After presenting data and methods in the following section, we then report on the results. An in-depth discussion of the results is followed-up with the overall conclusions.

2. Materials and Methods

2.1. Study Area

The topography and altitude of Germany are rather moderate, apart from some low mountain ranges and a part of the European Alps in the south of Germany. The average altitude calculated from the digital elevation model of Germany with a cell size of 200 $\times$ 200 m is 250 m [40]. The range spans from −3.5 to 2962 m. The climate is temperate and westerly winds are predominant. According to the effective climate zones defined by Köppen-Geiger in Eastern Germany, the moist and warm continental climate (type: Dfb) is predominant. The western parts are classified as sea climate (type: Cfb) [41]. Of Germany’s population, 77% live in urban areas [42]. Urban fabrics hold a share of the surface area of 5% followed by roads (8%), pastures (16%), forests (29%), and arable land (34%). Figure 1 shows the corresponding CORINE land cover and the locations of the air quality measurement stations used in this study.
2.2. Datasets and Preprocessing

As a basis for the interpolation, we chose hourly means of PM$_{10}$ concentrations retrieved from the air quality monitoring network of the 16 German states and the UBA’s six background measurement stations in 2011. These data are freely available upon request from the German Environment Agency. Due to the frequent occurrences of cold and atmospherically stable high-pressure weather conditions [43], the measured PM$_{10}$ concentrations in 2011 exceeded the daily mean limit value of 50 µg m$^{-3}$ more often compared to any other year since the directive 2008/50/EC on ambient air quality and cleaner air for Europe [17] came into effect in 2008 (Figure 2). Although the limit value had already existed since 2005, it did not have to be actually complied with until 2011 following an extension of the deadline in Germany. The legal situation in force today was therefore applied for the first time in the year 2011. To investigate how the model performance differs under varying conditions, we specifically chose the year 2011. Out of all data in 2011, subsets (1) to (4) were derived as described in the introduction.

Figure 2. Average number of exceedances per active station of the daily mean limit value of 50 µg m$^{-3}$ set by the directive 2008/50/EC on ambient air quality and cleaner air for Europe [17].
The land cover is represented by the CORINE land cover 10 ha dataset (CLC10) from 2012, available at the Federal Agency for Cartography and Geodesy of Germany (Bundesamt für Kartographie und Geodäsi, BKG). It represents a description of the landscape that reflects land cover and it includes aspects of land use. The basis for CLC10 is the land cover model for Germany, 2012 (LBM-DE2012), with its detailed classification into land cover and land use with a minimum size of 1 ha (100 by 100 m). Combining that information, unique CLC classes were derived. The downloaded vector data set was rasterised with a cell size of 100 by 100 m.

Data on emissions were generated using GRETA, the tool customarily applied in Germany for the nationwide gridding of emissions [44]. The dataset contains the sum of the annual primary PM$_{10}$ emissions in Germany for the year 2011 as submitted in 2018 under the Geneva Convention on Long-Range Transboundary Air Pollution of the United Nations Economic Commission for Europe (CLRTAP/UNECE) as well as the National Emission Ceiling (NEC) directive of the European Union with a spatial resolution of 500 by 500 m. The 2018 submission is the first including PM$_{10}$ emissions on railways from abrasion and wear [45], leading to an increase from 0.3 kt to 8 kt in that sector compared to the previous 2017 submission, which was very important for the correct distribution of emissions to the land cover classes. These data are freely available upon request from the German Environment Agency.

Hourly means were not available for most of the stations in the state of Baden-Württemberg, since they were only measured gravimetrically according to the British Standard Institution procedure BS EN 12341:1999 [46], resulting in daily mean values. In order to retrieve hourly mean concentrations for those locations, we calculated mean daily cycles based on hourly data from all stations in the neighbouring states Rhineland-Palatinate, Hesse, and Bavaria. The hourly values for stations in Baden-Württemberg were then calculated based on their respective daily mean and the relative fraction according to the overall average daily cycle on that day in neighbouring states.

CLC data sets were complemented with nine additional third-level classes representing traffic paths, such as motorways, highways, district roads, railways, and waterways because of their high importance for ambient PM$_{10}$ concentrations (Figure 3). Following the logic of the CORINE class nomenclature, they constitute a new first-level class 6 (traffic routes), including three new second-level classes, i.e., classes 61 (roads), 62 (railways) and 63 (waterways). The all-new level 3 classes (611–631) are displayed in Figure 3 and Appendix A. The data were provided by the Federal Agency for Cartography and Geodesy of Germany but can also be obtained freely in similar good quality from OpenStreetMap [47].

![Figure 3. Level 3 CORINE land cover classes with their number, name, and emission land use coefficient $\alpha$ (alpha). Classes 611–631 were manually generated and added (see Section 2.2).](image-url)
2.3. Geostatistical Modelling

Measurements from air quality networks innately show different features depending on their surroundings and, therefore, siting-type (e.g., traffic, industry, background). PM concentrations at traffic sites typically show higher concentrations than monitoring stations located in the rural background. These site-specific characteristics needed to be removed before data are used in the kriging procedure. Details on the principles of the methodology can be found in Hooyberghs et al. [38] and Janssen et al. [37].

To set up a function to remove the siting-type character of the measured values, the emissions \( E_i \) from GRETA of a pixel \( i \) are assigned to the CORINE land cover class \( CLC \) via a spatial overlay of the two raster data sets resulting in a set \( P_{CLC} \) of pixels belonging to this class. The average PM\(_{10}\) emission of a CORINE land cover class \( E_{CLC} \) is calculated by

\[
E_{CLC} = \frac{1}{n_{CLC}} \sum_{i \in P_{CLC}} E_i.
\]

\( n_{CLC} \) is the number of pixels in \( P_{CLC} \). Then the land use emission coefficient \( \alpha_{CLC} \) of a CORINE land cover class is given by the average PM\(_{10}\) emission normalised by the maximum average PM\(_{10}\) emission of all classes:

\[
\alpha_{CLC} = \frac{E_{CLC}}{\max E_{CLC}}.
\]

To describe the character of a station, the land use emission coefficient is allocated to each pixel \( i \) depending on its land cover class: \( \alpha_i = \alpha_{CLC(i)} \). The station-related emission coefficient \( \beta_{station} \) is then given by the average \( \alpha_i \) within a certain radius depending on the siting-type of the station (Table 1):

\[
\beta_{station} = \frac{1}{n_{B_{station}}} \sum_{i \in B_{station}} \alpha_i.
\]

Here, \( B_{station} \) is the buffer around the station, and \( n_{B_{station}} \) is the number of pixels. The \( \beta_{station} \) ranges from 0 to 1. Linear regression with the logarithm of \( \beta_{station} \) as a predictor for the measured annual mean PM\(_{10}\) concentration in 2011 of each station \( (PM_{2011}^{station}) \) results in \( R^2 = 0.32 \) with a constant of 30.84 µg m\(^{-3}\) and a slope of 4.3 µg m\(^{-3}\):

\[
PM_{2011}^{station} = 30.48 \text{µg m}^{-3} + 4.3 \text{µg m}^{-3} \times \ln (\beta_{station}).
\]

Analogous to Janssen et al. [37], this regression function to be applied to the station data is called the “de-trending function” hereafter. Consequently, and also after Janssen et al. [37] applying its inverse formulation to the entire grid, it is denoted as “re-trending”, despite the fact that it does not explicitly model temporal or spatial trends but the characteristics according to the station location or land use classes. Following this notion, prior to the spatial interpolation with ordinary kriging, the de-trending function

\[
PM_{det} = PM_{ori} + \left( c - \left( 30.48 \text{µg m}^{-3} + 4.3 \text{µg m}^{-3} \times \ln (\beta) \right) \right)
\]

is applied to the observations and transmutes all values to a reference level \( (PM_{det}) \) by adding the difference between a constant arbitrary target value \( c \) and the value of the de-trending function for the respective \( \beta \) of the station to the original value \( (PM_{ori}) \). We also tried other values but the metrics of the leave-one-out cross-validation did not change or improve.

The model for the spatial interpolation with ordinary kriging was built in R (version 4.1.1) [48] using the package “gstat” [49]. For each time step, an exponential semivariogram was fit to the de-trended values. The search neighbourhood was split into four sectors of 90° each (north: 315°–45°, east: 45°–135°, south: 135°–225°, and west: 225°–315°).
For each sector, an individual semi-variogram was computed. The sectors are used to account for the potential influence of the wind direction on the measured PM$_{10}$ concentrations. The average distance between stations was approximately 18 km. Therefore, kriging was performed at a horizontal resolution of $1 \times 1$ km$^2$ only. After, the interpolation procedure grid resolution was resampled to 100 by 100 m. To receive the real-world values for the entire grid based on the CORINE land cover class, the still de-trended values from the kriging procedure ($PM_{krig}$) needed to be re-trended ($PM_{ret}$) by applying the re-trending function

$$PM_{ret} = PM_{krig} - \left( c - \left( 30.48 \frac{\mu g}{m^3} + 4.3 \frac{\mu g}{m^3} \times \ln(\beta) \right) \right).$$

### Table 1. Buffer radii configurations according to Annex III of the directive 2008/50/EC for different siting-types and their surrounding areas.

<table>
<thead>
<tr>
<th>Siting-Type</th>
<th>Area</th>
<th>Buffer Radius in m</th>
<th>Buffer Area in km$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic</td>
<td>100</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Industry</td>
<td>150</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Background</td>
<td>Urban</td>
<td>1000</td>
<td>3.14</td>
</tr>
<tr>
<td>Background</td>
<td>Suburban</td>
<td>2500</td>
<td>19.63</td>
</tr>
<tr>
<td>Background</td>
<td>Rural</td>
<td>5000</td>
<td>78.53</td>
</tr>
</tbody>
</table>

### 3. Results

To find the best settings to model the hourly mean concentration in Germany with a spatial resolution of 100 by 100 m, we adjusted the model parameters stepwise (Table 2) and carried out a leave-one-out cross-validation (loo-cv) for each run with dataset (1). In contrast to the model itself, which only took about five minutes to return its results, the loo-cv was compute-intensive. Thus, we parallelised the procedure on a high-performance computing cluster. This reduced the required time for one run, including the loo-cv from 4.5 years to only 4 days, making this analysis possible in the first place.

### Table 2. Parameter adjustments and corresponding metrics of the leave-one-out cross-validation (loo-cv) of all runs during the optimisation process with dataset (1) (MAE and RMSE in $\mu g m^{-3}$.)

<table>
<thead>
<tr>
<th>Run</th>
<th>R$^2$</th>
<th>MAE</th>
<th>RMSE</th>
<th>Parameter Adjustment (Details Described in the Text)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.68</td>
<td>9.87</td>
<td>15.17</td>
<td>Initial run</td>
</tr>
<tr>
<td>2</td>
<td>0.68</td>
<td>9.84</td>
<td>15.18</td>
<td>New: no point sources (PRTR) in GRETA</td>
</tr>
<tr>
<td>3</td>
<td>0.68</td>
<td>9.84</td>
<td>15.18</td>
<td>New: emissions from GRETA capped to the 99.99% percentile</td>
</tr>
<tr>
<td>4</td>
<td>0.75</td>
<td>8.12</td>
<td>12.86</td>
<td>New: buffer size set according to directive 2008/50/EC (Table 1)</td>
</tr>
<tr>
<td>5</td>
<td>0.75</td>
<td>8.04</td>
<td>12.82</td>
<td>New: 9 additional CORINE land cover classes (traffic routes)</td>
</tr>
<tr>
<td>6</td>
<td>0.76</td>
<td>7.75</td>
<td>12.32</td>
<td>New: $\ln(\beta)$ transformation in trend functions</td>
</tr>
<tr>
<td>7</td>
<td>0.80</td>
<td>7.68</td>
<td>11.20</td>
<td>New: sampling from 99.99% of measured PM$_{10}$ values</td>
</tr>
<tr>
<td>8</td>
<td>0.80</td>
<td>7.69</td>
<td>11.20</td>
<td>New: constant increment of all measured values of 10 $\mu g m^{-3}$</td>
</tr>
</tbody>
</table>

For the initial run (run 1), a fixed buffer radius of 3 km was used as a starting point in the optimisation process. Increasing the size of the buffer from 2 km used in the study of Janssen et al. [37] led to a higher R$^2$ of the trend function. We also distributed the emissions from facilities in the point release and transport register (PRTR) area with GRETA [44] (run 2), meaning that the emissions from a point source were assigned to the raster cell the source was located in. We further capped the emissions at the 99.99% percentile (run 3) to avoid a disproportionate influence of single large emitters on a specific CORINE land cover class. The greatest improvement was achieved in run 4 by changing the buffer radius from a fixed value of 3 km to individual radii, depending on the siting-type of the station (traffic, industrial, background) and its surrounding area (urban, suburban, rural) to calculate the $\beta$ value of that station. The radii were set according to Annex III of the directive 2008/50/EC.
on ambient air quality and cleaner air for Europe [17] (Table 1). The nine additional CORINE land cover classes (traffic routes) described above were implemented in run 5. In run 6, the trend functions were optimised by using the logarithm of the $\beta$ values. Values higher than the 99.99% percentile of all measured values were excluded from drawing a new random sample for the loo-cv in run 7. This prevented implausible values caused by single extreme events, such as large construction sites next to a monitoring station, distorting the loo-cv, as in Glauchau, Saxony (station code: DESN019). The model configuration of run 7 was used further. To analyse the effects of different regional concentration levels caused by different contributions of secondary particles on the model performance, a constant increment of 10 µg m$^{-3}$ was added to all measurement values in run 8.

The chosen settings in run 7 with dataset (1) led to an overall good model performance with a strong correlation between the observed and modelled values ($R^2 = 0.80$). The mean absolute error (MAE) and the root mean square error (RMSE) were 7.68 µg m$^{-3}$ and 11.20 µg m$^{-3}$, respectively. The median and the mean of the residuals were close to 0, indicating the absence of any bias. In fact, 98% of all residuals were within the range of approximately ±30 µg m$^{-3}$ (Table 3).

### Table 3. Results of the leave-one-out cross-validation (loo-cv) for the different datasets used (MAE, RMSE, and residuals in µg m$^{-3}$).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Metrics</th>
<th>Residuals (Observed-Modelled), * Quantile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$R^2$</td>
<td>MAE</td>
</tr>
<tr>
<td>(1) 1500 random hours of 2011 $n = 566,326$</td>
<td>0.80</td>
<td>7.68</td>
</tr>
<tr>
<td>(2) all hours of February 2011 $n = 256,506$</td>
<td>0.83</td>
<td>9.77</td>
</tr>
<tr>
<td>(3) mean 2011 $n = 413$</td>
<td>0.42</td>
<td>4.82</td>
</tr>
</tbody>
</table>

However, when extreme values were modelled, there was a tendency to underestimate very high and to overestimate very low values (Figure 4). Although the metrics were very similar to all station types, there was a slight overestimation at background stations whereas values at traffic stations were underestimated. The utilisation of the synthesised hourly mean concentrations for the traffic sites in Baden-Württemberg were not reflected in the loo-cv results, since MAE and RMSE were very similar for both types of data, measured and synthesised (Table 4).

### Table 4. Leave-one-out cross-validation (loo-cv) results of run 7 with dataset (1) concerning the type of station and the type of data (MAE, RMSE, and median in µg m$^{-3}$).

<table>
<thead>
<tr>
<th>Siting-Type</th>
<th>Type of Data</th>
<th>MAE</th>
<th>RMSE</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background</td>
<td>Measured</td>
<td>7.63</td>
<td>10.87</td>
<td>−1.75</td>
</tr>
<tr>
<td>Industry</td>
<td>Measured</td>
<td>7.19</td>
<td>11.39</td>
<td>0.64</td>
</tr>
<tr>
<td>Traffic</td>
<td>Measured</td>
<td>7.91</td>
<td>11.69</td>
<td>2.34</td>
</tr>
<tr>
<td>Traffic</td>
<td>Synthesised</td>
<td>7.61</td>
<td>11.48</td>
<td>3.24</td>
</tr>
</tbody>
</table>
Figure 4. The Q-Q plot and histogram of the observed and modelled values of run 7 with dataset (1) with the 95 % (solid line) and 99.99 % (dashed line) percentile of measured values within the dataset (1).

The model performance varies depending on the hour of the day and the season. The best predictions are obtained in the summer. Deviations are generally higher during rush hours (Figure 5).

Figure 5. Root Mean Square Error (RMSE) boxplots of the leave-one-out cross-validation (loo-cv) of run 7 with dataset (1) depending on the hour of the day and the season.

In terms of spatial variations, the model performs equally well in rural regions as in urban and densely populated areas (Figure 6). However, five locations (highlighted
on the map with a station code label) showed difficulties that the model was not able to compensate for, resulting in a high RMSE; these were:

1. The proximity of monitoring stations of different types, especially background and traffic, causing high differences in the loo-cv procedure in the case where one of the two stations was left out,
2. The recurrence of single events in the vicinity of the measurement station with strong impacts on PM concentrations at this station, causing very high measured values, which the model was not able to reproduce accurately, and
3. A false prediction based on the $\alpha$ value used in the re-trending process due to discrepancies between the CORINE land cover classification and the real-world conditions.

For a more detailed analysis of the model’s performance with the final parameter settings from run 7, we selected all hours from February 2011 (dataset (2)). February was the month with the most limit-value exceedances in 2011 and had the highest monthly mean concentration with 37.6 µg m$^{-3}$. The lowest monthly mean concentration was measured in July with 15.1 µg m$^{-3}$. The annual mean in 2011 was 23.5 µg m$^{-3}$. The loo-cv results of dataset (2) showed that the model’s application to episodes of high concentrations led to higher error rates (Table 3). After the aggregation to daily means (dataset (4), $n = 10,845$), it was tested whether the daily mean limit of 50 µg m$^{-3}$ was reached or not. The result was then compared to the observed values. In 5.90% of all cases, the model predicted an exceedance although there was none, in 5.43% an existing limit exceedance was not captured by the model leading to an overall hit rate of 88.67%.
Modelling the annual mean concentration (dataset (3), \( n = 413 \)), with which the trend function was fit, the MAE and RMSE improved to 4.82 \( \mu g \, m^{-3} \) and 6.08 \( \mu g \, m^{-3} \).

4. Discussion

The overall performance of the presented model is comparable with previously published results from other models using land-use information. The model performance varies with respect to the temporal resolution between annual and daily averages. The model presented here shows better performance for hourly datasets according to \( R^2 \) whereas MAE and RMSE show better values for the annual dataset.

For daily averages, Janssen et al. [37] reported values for RMSE of 9.89 \( \mu g \, m^{-3} \) and for MAE of 6.98 \( \mu g \, m^{-3} \) with a similar model that compares well to our results. For annual averages in a European-wide model approach using urban land zone(s) (ULZ), Diaz-de Quijano et al. [50] found an \( R^2 \) of 0.49 and a RMSE of 5.38 \( \mu g \, m^{-3} \). A study assessing air pollution exposure in the Mexico City Metropolitan Area (with a land-use regression model) showed the same effects of different temporal resolutions on \( R^2 \) and RMSE as our study, with values for \( R^2 \) and RMSE of 0.38 and 27.23 \( \mu g \, m^{-3} \), respectively, for the hourly values [51]. Merging land-use information with satellite-based data for aerosol optical depth (AOD) and meteorological data, however, can improve model performance with respect to \( R^2 \) for annual means in China (\( R^2 = 0.81 \)) [52]. Nevertheless, such improvements did not occur with respect to RMSE, which was even higher at 14.4 \( \mu g \, m^{-3} \) in the study by Chen et al. [52] than the RMSE for the least predictable month (February) in our study. Table 5 provides an overview of the compared models and their results.

<table>
<thead>
<tr>
<th>Study</th>
<th>Period</th>
<th>Area</th>
<th>Temporal Res.</th>
<th>Spatial Res.</th>
<th>( R^2 )</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>this study—dataset (1)</td>
<td>2011</td>
<td>Germany</td>
<td>hourly mean</td>
<td>100 m × 100 m</td>
<td>0.80</td>
<td>7.68</td>
<td>11.20</td>
</tr>
<tr>
<td>this study—dataset (2)</td>
<td>February 2011</td>
<td>Germany</td>
<td>hourly mean</td>
<td>100 m × 100 m</td>
<td>0.83</td>
<td>9.77</td>
<td>14.36</td>
</tr>
<tr>
<td>this study—dataset (3)</td>
<td>2011</td>
<td>Germany</td>
<td>annual mean</td>
<td>100 m × 100 m</td>
<td>0.42</td>
<td>4.82</td>
<td>6.08</td>
</tr>
<tr>
<td>Janssen et al. [37]</td>
<td>2006</td>
<td>Belgium</td>
<td>daily mean</td>
<td>4 km × 4 km</td>
<td></td>
<td>6.98</td>
<td>9.89</td>
</tr>
<tr>
<td>Diaz-de Quijano et al. [50]</td>
<td>2008</td>
<td>Central Europe</td>
<td>annual mean</td>
<td>200 m × 200 m</td>
<td>0.49</td>
<td></td>
<td>5.38</td>
</tr>
<tr>
<td>Son et al. [51]</td>
<td>2011–2014</td>
<td>Mexico City M. A.</td>
<td>hourly mean</td>
<td>30 m × 30 m</td>
<td>0.38</td>
<td></td>
<td>27.23</td>
</tr>
<tr>
<td>Chen et al. [52]</td>
<td>2014–2016</td>
<td>China</td>
<td>annual mean</td>
<td>10 km × 10 km</td>
<td>0.81</td>
<td></td>
<td>14.40</td>
</tr>
</tbody>
</table>

The variations of the model performance due to seasonality and hour of the day suggest the need for a better data basis (in terms of the emission inventory). Since the trend function is based on the annual sum of primary emissions, time-dependent differences in hourly measured values cannot be considered in the trend function. Diurnal variations are mainly caused by traffic during commuting hours and differ between working days and weekends. Seasonal variations, on the other hand, are triggered by meteorological conditions and domestic heating, especially in rural areas [53,54]. With finer temporal resolutions of the emission inventory data, trend functions for each season, month, day of the week, or time of day, could be created and implemented.

Considering emission data, the applied approach is based solely on the spatial distributions of primary emissions. However, ambient particles also consist of variable and significant fractions of secondary particles. For example, secondary inorganic aerosols can contribute up to 50% of concentrations in northwestern Europe during high concentration episodes [55]. A study by Metz in the northeast of France shows that secondary organic aerosols can contribute about 22% to concentrations [56]. Secondary particles are not included when using an emission inventory for primary emissions since they are formed by gaseous precursors in the atmosphere. However, these particles are part of the measured concentrations. Due to their secondary formations, these particles show regional distribution patterns. Therefore, regional modelling approaches can use primary emissions
to obtain the urban increments though it can be a simplification to assume that secondary particle formation at the local scale is negligible [57]. A constant increment of 10 µg m$^{-3}$ to all measured values to test the effects of changes in regional concentration levels showed no impact on the loo-cv metrics and residual statistic. We concluded that the impacts of secondary particles at the regional level were well captured by the model.

Another limitation of the trend function was revealed in the loo-cv of dataset (1) and confirmed when we tested the model’s application to predict limit exceedances with dataset (4). Although the hit rate of almost 90% was relatively high nationwide, there were a set of stations for which the model’s results were not accurate. Those stations have one or more other stations of different siting-types in their proximities. In the city of Munich (Figure 7), the triangle of the straight-line distance between three stations, including DEBY115 (Figure 6), is only 6 km. This problem mostly occurs in urban areas where monitoring stations are clustered and at least one of them is of siting-type traffic. Deterministic CTM, such as LOTOS-EUROS and COSMO-CLM, usually neglect traffic monitoring sites as they are not representative for their model resolution [58].

![Figure 7. Triangle connecting three closely-located air quality measurement stations of different siting-types in the centre of Munich. Map tiles by Stamen Design under CC BY 3.0. Data by OpenStreetMap [47] under ODbL.](image)

In the city of Reutlingen, the distance between the background station DEBW027 and the next traffic station DEBW147 (Figure 6) is only 260 m. This shows that the trend function cannot completely (but only to some extent) eliminate the characteristics based on the station type within the values measured at that location. Therefore, we recommend adding a minimum distance between stations as a requirement for models using observations when defining siting criteria for sampling locations, as mentioned in Annex III of the directive 2008/50/EC on ambient air quality and cleaner air for Europe [17]. This would improve the performances of such geostatistical models and lead to more common applications of these models.

Very high values cannot be modelled accurately. This is especially evident when single events with extraordinarily high concentrations reoccur at specific stations only. This led to an extreme high RMSE at the station in Warstein (DENW181) (Figure 6) where the model performs very well on average with a median of the residuals of only $-0.02 \mu g m^{-3}$. However, on 21 April 2011, the station observed an hourly mean of 245.10 µg m$^{-3}$ whereas the model predicted only 38.23 µg m$^{-3}$. Investigations have shown that on this date a huge cargo train with a diesel engine passed by on the railroad tracks only 30 m away
from the monitoring station. Similar events presumably reoccurred due to the abnormally high values, especially during morning hours at this specific station. The problem of overall discrepancies at high concentrations could possibly be limited by a bias correction procedure, such as quantile mapping on the residuals. Using such an approach, the general error could be identified and calculated based on large time series. However, singular events with instantaneous and local characteristics cannot be eliminated since such geostatistical interpolation techniques cannot deal with individual single outliers.

The CORINE land cover product is a widely used dataset and its biggest advantages are its comprehensive consistency and its availability (i.e., being free of charge) \[59\]. Using the correlation between land use and PM concentration is a commonly used approach \[50,60,61\]. However, the 10 ha spatial resolution of the data on which it is based are quite coarse. This sometimes leads to classifications deviating from real-world conditions. The monitoring station on the mountain Kleiner Feldberg (DEHE052) (Figure 6) in the Taunus low mountain range is located at 811 m altitude next to an observatory and surrounded by dense forest. However, this surrounding is classified as “industrial or commercial units” on an area of 10 ha in the CLC10 data set. This class has the land use emission coefficient $\alpha$ of 1 and, thus, leads to a systematic overestimation at that station, resulting in a higher RMSE. Despite such minor deficiencies, the availability of the CORINE land cover product is the preferred land use database since it allows the adaptation of the method to other countries in Europe, provided that the spatial distribution of the emission inventory is available at a comparable accuracy and spatial resolution.

Since the model uses the spatial distributions of primary emissions, one criterion for its applicability to other regions or countries might be the density distributions of the spatial emissions. Hence, Figure 8 shows the density functions of spatial emissions for the EU-27 member states. Most of these distributions peak at around 1000 kt per 49 km$^2$, including Germany. However, while most countries show a unimodal distribution, the density distributions of emissions in Germany peak twice with a minor peak at 1 kt per 49 km$^2$. We assume that countries with similar economic and population patterns have comparable density distribution functions. How different forms of the density distributions influence the model performance—and if this would require modifications to the model’s parametrisation for different countries—could be investigated in further research.

**Figure 8.** Density functions of the spatially distributed emissions 2010 from the MACC-III (Monitoring Atmospheric Composition and Climate) project by the European Union in kilotons per $7 \times 7$ km$^2$ ($\log_{10}$-scaled abscissa) in the EU-27 member states based on data from the Netherlands Organisation for Applied Scientific Research (TNO). Germany is highlighted with a red density function.
Other criteria we expect to influence the model results include the climate and its heterogeneity within the model domain. Moreover, large gradients within the landscape, such as on coasts or areas where mountain ranges are adjacent to the flat mountain foreland, are likely to adversely impact the model performance.

5. Conclusions

This study shows that it is possible to model the distribution of particulate matter at a high spatial–temporal resolution with acceptable restrictions solely with open data and freely available software. Such high spatial–temporal resolution is in stark contrast to the coarse spatial–temporal resolution of deterministic regional CTM currently used [20,24,62]. The high temporal resolution also allows for real-time air quality assessment. This can be used for more precise information for high-risk populations and the overall exposure in general, and further sensitise people to the issue of air pollution and public health [63,64]. The high spatial resolution allows for a more accurate exposure assessment and estimation of the burden of disease/other epidemiological studies [65,66]. The use of data, the collection and provision of which are mandatory within the European Union, extends the value chain of point-based data collected within the air quality monitoring station networks, which makes their operation more cost-effective for the member states. Since the method does not involve significant costs, it promotes the adaptation of the approach to other countries, states, municipalities, and cities to assess their regional or local air quality for both rural and urban areas. This is reinforced by the model’s independence from the level of the regional concentration. The possible temporal–spatial aggregation makes the scheme very flexible and provides a powerful tool for urban planners, policy makers, and governments. Within the parameter optimisation procedure, it was found that adjusting the buffer size, depending on the siting-type of the station, resulted in better values of MAE, RMSE, and R² returned by the leave-one-out cross-validation. On the one hand, this adjustment improves the performance of the model and, at the same time, reflects the legal and content-related requirements for the configuration and representativeness of air quality measurement stations. The model could be easily improved by employing emission data with higher temporal resolution than annual sums only. Moreover, the use of regression-kriging with altitude as an auxiliary variable could improve the results and should possibly be considered, especially in more mountainous terrain. How relief and climate and their spatial gradients within the study area affect the model needs to be investigated in more detail. Due to its characteristics, this model is very well suited to assimilate currently measured or predicted PM concentrations. Predictions of PM concentrations can be generated by applying machine learning techniques in combination with satellite data or the output from numerical weather prediction models [67–71]. Such a combination would allow a retrospective assessment of the air quality (as in this study) as well as prospective information of both authorities and the general public. They could then prepare themselves for the expected situation. Thus, exposure to high PM concentrations could be effectively reduced. Further, peak concentrations might be prevented through the initiation of recommendations and measures beforehand.
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Appendix A

![Figure A1. Colour, number, and name of all level 3 CORINE land cover classes (classes 611–631 were manually added).](image)
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