Enhancing Rainfall-Runoff Simulation via Meteorological Variables and a Deep-Conceptual Learning-Based Framework
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Abstract: Accurate streamflow simulation is crucial for many applications, such as optimal reservoir operation and irrigation. Conceptual techniques employ physical ideas and are suitable for representing the physics of the hydrologic model, but they might fail in competition with their more advanced counterparts. In contrast, deep learning (DL) approaches provide a great computational capability for streamflow simulation, but they rely on data characteristics and the physics of the issue cannot be fully understood. To overcome these limitations, the current study provided a novel framework based on a combination of conceptual and DL techniques for enhancing the accuracy of streamflow simulation in a snow-covered basin. In this regard, the current study simulated daily streamflow in the Kalixälven river basin in northern Sweden by integrating a snow-based conceptual hydrological model (MISD) with a DL model. Daily precipitation, air temperature (average, minimum, and maximum), dew point temperature, evapotranspiration, relative humidity, sunshine duration, global solar radiation, and atmospheric pressure data were used as inputs for the DL model to examine the effect of each meteorological variable on the streamflow simulation. Results proved that adding meteorological variables to the conceptual hydrological model underframe of parallel settings can improve the accuracy of streamflow simulating by the DL model. The MISD model simulated streamflow had an MAE = 8.33 (cms), r = 0.88, and NSE = 0.77 for the validation phase. The proposed deep-conceptual learning-based framework also performed better than the standalone MISD model; the DL method had an MAE = 7.89 (cms), r = 0.90, and NSE = 0.80 for the validation phase when meteorological variables and MISD results were combined as inputs for the DL model. The integrated rainfall-runoff model proposed in this research is a new concept in rainfall-runoff modeling which can be used for accurate streamflow simulations.
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1. Introduction

Rainfall-runoff simulation is one of the core approaches in hydrology. However, there has been a struggle to thoroughly understand the link between rainfall and runoff because of the intricate interactions between land use, soil properties, and precipitation patterns [1–4]. Hydrological processes can be captured using physical-based or data-driven simulation models. Physically based models need much time and effort to comprehend the water cycle thoroughly. Additionally, these models need soil profiles of the study
sites, which are impossible to obtain using the available survey and remote sensing methods. In contrast, data-driven approaches are frequently more adaptable and accurate [5]. Artificial neural network (ANN) algorithms have been effectively used as a data-driven model in various hydrological domains, including rainfall-runoff modeling, flood prediction, and climate change forecasting. These highly nonlinear, nonstationary, time-dependent, and geographically dispersed hydrological processes might result in significant modeling complexity [6–8].

The simulation and prediction of rainfall-runoff have been effectively implemented using a variety of ANN designs. However, some challenges still compromise model accuracy, such as choosing the best neural network parameters and the overfitting issue. As a result, adjusting these parameters significantly impacts the functionality of ANN predictions [9]. Most of the studies apply a feedforward neural network that could miss out on the unique characteristics of the data. In addition, the network requires temporal information in the input data to simulate time-series data. In this regard, a recurrent neural network (RNN), including the Elman and Jordan network, was developed to address this issue and boost speed and memory capacity. However, bursting and disappearing gradient issues plague these models. To address these shortcomings, Hochreiter and Schmidhuber [10] proposed long short-term memory (LSTM) as a deep learning (DL) model to offer insightful solutions for challenging problems, including language processing, handwriting recognition, and picture captioning. Multiple gates with various functionalities can be used in the LSTM architecture to regulate neurons and store data. Relevant data can be stored for a longer time in LSTM memory cells to analyze or anticipate a complicated dynamic sequence with reasonable accuracy [11].

Some of the previous research studies were examined to review the adopted techniques in modeling the rainfall-runoff process. For instance, Adnan et al. [12] estimated the hourly rainfall-runoff in the Italian Samoggia River basin using four machine learning techniques; multivariate adaptive regression splines (MARS), M5Tree, adaptive neuro-fuzzy inference system (ANFIS) coupled with fuzzy c-means (FCM) and particle swarm optimization (PSO), and multi-model simple averaging (MM-SA) ensemble approach. The outcomes of the developed models are assessed against the theoretical EBA4SUB model. Five statistics, including mean absolute error, root mean squared error (RMSE), Nash-Sutcliffe efficiency (NSE), scatter index, and modified index of agreement, are used to assess the effectiveness of the models. The MARS, ANFIS-FCM, and ANFIS-PSO models behaved similarly in terms of accuracy and provided better performance than the M5Tree model. For the MARS, ANFIS-FCM, ANFIS-PSO, and M5Tree models, RMSE is improved by 7.4%, 5%, 8.5%, and 28.8%, respectively, using the MM-SA model. The machine learning approaches often outperformed the EBA4SUB; however, the latter method offered higher accuracy in some instances than the M5Tree and MARS.

Shishegar et al. [13] predicted runoff rates by developing an octonion-valued neural network (OVNN). The model was evaluated using a rainfall time series in a Canadian watershed. According to the results, the OVNN was associated with less space complexity and more accurate results than a real-valued neural network, illustrating its effectiveness for real-time applications. Yokoo et al. [14] evaluated three DL techniques, namely RNN, gated recurrent unit (GRU), and LSTM for modeling rainfall-runoff in a snowy watershed. Additionally, the hyperparameter settings largely impacted the accuracy of models, and their optimal combinations were determined to maximize the performance and accuracy of the developed models. The findings indicated the high accuracy provided by GRU in most varieties. Shao et al. [15] modeled the runoff in the Linyi watershed using a nonlinear autoregressive model with exogenous input (NARX). The NSE, RMSE, correlation coefficient, and mean relative bias statistical indices showed the effectiveness of the NARX model in simulating the rainfall-runoff dynamic process while underestimating the peak flow. However, NARX based on runoff classification reduced underestimation and produced good simulation results. It was reported that this promising approach could serve as a benchmark for the existing rainfall and runoff models.
Van et al. [16] estimated rainfall-runoff in two hydro-meteorological stations in the Vietnamese Mekong Delta using a deep convolutional neural network (CNN) model. Two convolutional filters were simultaneously applied, enabling quick data processing and the utilization of the correlation between the multivariate time series. Conventional and LSTM models were used to compare the outcomes of the suggested model. The findings reported outperformance by the CNN and LSTM models compared with the traditional models, with the CNN model marginally outperforming the LSTM results statistically. Therefore, it can be concluded that the convolutional network is a time-efficient and straightforward alternative to linear and recurrent networks. It is suitable for regression-type problems and can effectively learn dependencies in and between the series without needing a long historical time series.

A robust model of the intricate process by which rainfall transforms into the runoff is the driving force behind this research study. There is currently a shortage of research on rainfall-runoff with deep architectures because these models are usually applied in classification problems. A few modern studies [17,18] provide the concept of hybrid rainfall-runoff models and have reported the superiority of hybrid models over traditional ones. To the best of our knowledge, no study has been reported yet which integrates advanced DL technique with conceptual rainfall-runoff models. Therefore, the research objectives of this research are to develop a unique framework for improving the accuracy of streamflow modeling in a snow-covered basin based on an integration of conceptual and DL approaches. The current study simulates daily streamflow in the Kalixälven river basin in northern Sweden by fusing a DL model with a snow-based conceptual hydrological model (MISD). To investigate the impact of each meteorological variable on the streamflow simulation, daily precipitation, air temperature (average, minimum, and maximum), dew point temperature, evapotranspiration, relative humidity, sunshine duration, global solar radiation, and atmospheric pressure data are used as inputs for the DL model.

2. Study Area

The investigation considered the Kalixälven river basin in northern Sweden as a case study for the rainfall-runoff simulation task (Figure 1). The outlet of the studied basin is located at the coordinates 67.7445 (latitude) and 20.0199 (longitude). The drainage area of the Kalixälven river basin is 1472.5 km², and the basin area is covered by snow on most days of the year. The Kalixälven river basin is a pristine and steeped basin with 10% of the watershed area above 700 m [19]. The average precipitation was reported as 1.44 mm per day during the studied period, which is obtained in a 465 m elevation zone. The Kalixälven river basin is a snow-covered basin with (approximately) 200 snowy days per year, which add to the complexity of hydrological modeling in this basin. The average temperature in this basin was reported as −0.48 °C during the studied period, which shows characteristics of a cold region. The average of dew point temperature, relative humidity, global solar radiation, and evapotranspiration were reported as −4.315 °C, 75.23%, 90.86 W/m², and 1.29 mm per day, respectively.
Figure 1. Location of the Kalixälven river basin in northern Sweden.

The mean, minimum, and maximum air temperatures \((T, T_{\text{min}}, \text{ and } T_{\text{max}})\), dew point temperature \((T_{\text{dew}})\), precipitation \((P)\), relative humidity \((RH)\), evapotranspiration \((ET)\), global solar radiation \((GSR)\), sunshine duration \((SSD)\), and atmospheric pressure \((AP)\) datasets for the period January 1985–December 2021 were collected from the Swedish Meteorological and Hydrological Institute for a snow-covered basin in northern Sweden (Kalixälven river basin). The measured streamflow \((Q)\) for the same period was obtained for the outlet of the Kalixälven river basin. The statistical characteristics of the used dataset are listed in Table 1, and the hydrograph of the measured precipitation and streamflow is shown in Figure 2. Additionally, Figure 3 shows percentiles and streamflow duration curves during the study period (1985–2021).

Table 1. Statistical characteristics of atmospheric and streamflow data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Abbreviation</th>
<th>Unit</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Standard Error</th>
<th>Median</th>
<th>Standard Deviation</th>
<th>Kurtosis</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>T</td>
<td>°C</td>
<td>-0.48</td>
<td>-37.80</td>
<td>24.40</td>
<td>0.08</td>
<td>-0.10</td>
<td>10.23</td>
<td>-0.37</td>
<td>-0.33</td>
</tr>
<tr>
<td>Minimum temperature</td>
<td>Tmin</td>
<td>°C</td>
<td>-4.84</td>
<td>-40.10</td>
<td>18.40</td>
<td>0.09</td>
<td>3.30</td>
<td>10.70</td>
<td>-0.46</td>
<td>-0.48</td>
</tr>
<tr>
<td>Maximum temperature</td>
<td>Tmax</td>
<td>°C</td>
<td>3.59</td>
<td>-35.20</td>
<td>30.30</td>
<td>0.08</td>
<td>3.20</td>
<td>10.36</td>
<td>-0.40</td>
<td>-0.12</td>
</tr>
<tr>
<td>Dew point temperature</td>
<td>T_{dew}</td>
<td>°C</td>
<td>-4.315</td>
<td>-42.24</td>
<td>17.08</td>
<td>0.07</td>
<td>-3.67</td>
<td>9.27</td>
<td>-0.11</td>
<td>-0.44</td>
</tr>
<tr>
<td>Relative humidity</td>
<td>RH</td>
<td>%</td>
<td>75.23</td>
<td>30</td>
<td>100</td>
<td>0.09</td>
<td>75.83</td>
<td>11.62</td>
<td>-0.45</td>
<td>-0.26</td>
</tr>
<tr>
<td>Global solar radiation</td>
<td>GSR</td>
<td>W/m²</td>
<td>90.86</td>
<td>0.00</td>
<td>363.87</td>
<td>0.78</td>
<td>61.22</td>
<td>91.01</td>
<td>-0.35</td>
<td>0.84</td>
</tr>
<tr>
<td>Sunshine duration</td>
<td>SSD</td>
<td>h</td>
<td>3.98</td>
<td>0.00</td>
<td>24</td>
<td>0.04</td>
<td>1.66</td>
<td>4.96</td>
<td>0.86</td>
<td>1.26</td>
</tr>
<tr>
<td>Atmospheric pressure</td>
<td>AP</td>
<td>Pascal</td>
<td>1009.13</td>
<td>948.49</td>
<td>1051.71</td>
<td>0.10</td>
<td>1009.79</td>
<td>12.08</td>
<td>0.51</td>
<td>-0.28</td>
</tr>
<tr>
<td>Precipitation</td>
<td>P</td>
<td>mm</td>
<td>1.44</td>
<td>0.00</td>
<td>40</td>
<td>0.03</td>
<td>0.00</td>
<td>3.59</td>
<td>25.91</td>
<td>4.46</td>
</tr>
<tr>
<td>Evapotranspiration</td>
<td>ET</td>
<td>mm</td>
<td>1.29</td>
<td>0.00</td>
<td>6.08</td>
<td>0.005</td>
<td>1.31</td>
<td>0.61</td>
<td>1.24</td>
<td>0.10</td>
</tr>
<tr>
<td>Streamflow</td>
<td>Q</td>
<td>cms</td>
<td>30.20</td>
<td>2.43</td>
<td>284</td>
<td>0.29</td>
<td>15.3</td>
<td>34.59</td>
<td>4.66</td>
<td>20</td>
</tr>
</tbody>
</table>

Note: cms: cubic meter per second (m³/s).
Figure 2. Hydrograph of the measured streamflow vs. measured precipitation.

Figure 3. Percentiles and streamflow duration curves for the study period (1985–2021).
3. Materials and Methods

The current study benefits from the advantages of a conceptual hydrological model and a DL approach under the framework of a hybrid DL-conceptual model for rainfall-runoff simulation. The proposed framework of the current study can be divided into two main levels: (i) the conceptual phase via the MISD model, and (ii) the DL phase for improving the accuracy of streamflow modeling in the snow-covered basin.

3.1. Conceptual Phase via MISD: Modello Idrologico Semi-Distribuito in Continuo

MISD as a conceptual hydrological model was applied for flood modeling in the Upper Tiber River (Italy) for the first time by Brocca et al. [20]. The MISD works based on the soil moisture module, which is proved to modify storage capacity and rainfall-runoff simulation correspondingly. The MISD uses air temperature (for calculating evapotranspiration) and precipitation data as input datasets for rainfall-runoff simulations at the basin scale. A linear function calculates evapotranspiration and water level at the first layer of soil, and infiltration from the soil surface to the root zone is considered by a nonlinear function [21]. There are three distinct components of surface runoff: the excess surface saturation, the second soil layer, and the subsurface runoff component, which all contribute to runoff production. The instantaneous geomorphological unit hydrograph is used to gather excess surface saturation, the second soil layer acts as streamflow at the basin outlet, and groundwater runoff is routed to the outlet using the linear reservoir approach [22]. The MISD model works based on eleven parameters, which should be calibrated by measured streamflow. To achieve this objective, the MISD model was calibrated using a trial-and-error method procedure based on the assessment metrics; and its calibrated parameters are summarized in Table 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
<th>Optimal Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>W_max</td>
<td>Fixed water capacity of 1st layer</td>
<td>150</td>
</tr>
<tr>
<td>W_max2</td>
<td>Total water capacity of 2nd layer</td>
<td>731.503</td>
</tr>
<tr>
<td>W_p</td>
<td>Initial conditions (fraction of W_max)</td>
<td>0.797</td>
</tr>
<tr>
<td>m2</td>
<td>The exponent of drainage for 1st layer</td>
<td>4.827</td>
</tr>
<tr>
<td>Ks</td>
<td>Hydraulic conductivity for 1st layer</td>
<td>8.528</td>
</tr>
<tr>
<td>gamma1</td>
<td>Coefficient lag-time relationship</td>
<td>3.5</td>
</tr>
<tr>
<td>Kc</td>
<td>Parameter of potential evapotranspiration</td>
<td>0.4</td>
</tr>
<tr>
<td>alpha</td>
<td>Exponent runoff</td>
<td>6.022</td>
</tr>
<tr>
<td>Cm</td>
<td>Snow module parameter degree-day</td>
<td>0.878</td>
</tr>
<tr>
<td>m22</td>
<td>The exponent of drainage for 2nd layer</td>
<td>5</td>
</tr>
<tr>
<td>Ks2</td>
<td>Hydraulic conductivity for 2nd layer</td>
<td>65</td>
</tr>
</tbody>
</table>

3.2. Deep Learning Phase

The current study used the group method of data handling (GMDH) as a DL model for combining the results of the MISD model with extra meteorological variables. GMDH is a type of polynomial neural network that was first introduced by Ivakhnenko [23]. The GMDH method works based on a self-organizing machine learning algorithm and it can be utilized to address complicated practical issues due to its self-optimization ability, which is strongly related to the input data [24]. Several neurons in each layer conduct the performance of GMDH that generates a new set of neurons in the subsequent layer based on some mathematical functions. The exiting neurons of each layer play a substantial part in developing some new neurons in the next layer [25]. This flexible technique can be optimized by coupling it with meta-heuristic algorithms to the optimal selection of new neurons in each layer and finding a more optimal solution. A polynomial function such as Equation (1) is a commonly used function for modeling a complex system (e.g., rainfall-
runoff), including a set of input datasets (e.g., precipitation and temperature) and an output (e.g., runoff).

\[ y = a_0 + \sum_{i=1}^{n} a_i x_i + \sum_{j=1}^{n} \sum_{i=1}^{n} a_{ij} x_i x_j + \cdots \]  

(1)

where \( x_i \) refers to the input vectors \((x_1, x_2, \ldots, x_n)\), \( y \) refers to the model output, and \( a_i \) plays the role of a polynomial. Figure 4 shows components of the conceptual rainfall-runoff model, linking with GMDH, inputs, and output datasets of the current study.

3.3. Performance Assessment

The dataset is divided into a calibration stage (from 1 January 1985 to 31 December 2012: 27 years) equal to 75% of the dataset, and a validation stage (from 1 January 2013 to 31 December 2021: 8 years) equal to 25% of the dataset for the implementation of conceptual and DL models. The calibration period was chosen as 1 January 1985 to 31 December 2012, and the validation period was selected as 1 January 2013 to 31 December 2021. For the assessment of streamflow simulation, the current study uses the mean absolute error (MAE), Pearson correlation coefficient \( r \), and the Nash–Sutcliffe efficiency (NSE), which are popular criteria for hydrological simulation performance assessment. Equations (2)–(4) are used for computing the evaluation criterion.

\[ MAE = \frac{1}{N} \sum_{i=1}^{N} |S_i - O_i| \]  

(2)

\[ r = \frac{\sum_{i=1}^{N} (O_i - \bar{O})(S_i - \bar{S})}{\sqrt{\sum_{i=1}^{N} (O_i - \bar{O})^2 (S_i - \bar{S})^2}} \]  

(3)

\[ NSE = 1 - \frac{\sum_{i=1}^{N} (S_i - O_i)^2}{\sum_{i=1}^{N} (O_i - \bar{O})^2} \]  

(4)
where $S_t$ and $O_t$ ($\bar{S}$ and $\bar{O}$) represent modeled and measured streamflow, respectively, and $N$ is the number of measured values used for calibrating and validating models, separately.

4. Results

4.1. Assessment of Conceptual Streamflow Simulation

Table 3 displays the outcomes of applying metrics to the conceptual hydrological model (MISD). Notably, the obtained values deviate from the used models, with the MISD exhibiting superior performance on average. The MISD model is associated with the most minor variation between the calibration and validation stages with an $r$ of 0.03. Generally, the $NSE$ and $r$ findings describe the acceptable performance of the MISD model; during the calibration process, $r$ and $NSE$ were reported as equal to 0.85 and 0.69, respectively, and during the validation period, $r$ and $NSE$ were reported as equivalent to 0.88 and 0.77, respectively.

Table 3. Outcomes of the applied metrics to the MISD model.

<table>
<thead>
<tr>
<th>Stage</th>
<th>MAE</th>
<th>NSE</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>9.7</td>
<td>0.69</td>
<td>0.85</td>
</tr>
<tr>
<td>Validation</td>
<td>8.33</td>
<td>0.77</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Figure 5 depicts a scatter plot of measured and simulated streamflow using a conceptual hydrological model (MISD) throughout its calibration and validation phases. It is shown that MISD catches the higher streamflow values with fewer discrepancies, and also that the MISD model demonstrated the same behavior during the calibration and validation stages. In addition, the small values (minimum values approximately less than 100 cms) of streamflow were predicted with high correlations. These values are close to the 1:1 line (yellow dashed line) in both the calibration and validation stages. In comparison, the large streamflow values (approximately more than 100 cms) are further away from line 1:1 in Figure 5. This issue reminds us that simulation of extreme values (particularly maximum events) is challenging for the MISD model in both calibration and validation stages.

Figure 5. Scatter plots of observed vs. simulated streamflow by the MISD model.

Figure 6 depicts the time series of observed streamflow and the modeled streamflow at the outlet of the basin by the MISD model. Calibration and validation steps were chosen based on time series objectives. The MISD model has acceptable performance and most of
the extremum values in streamflow simulation were identified by the MISD model. However, the MISD model simulated minimum values better than maximum values during the calibration and validation periods. As can be seen in Figure 6, baseflow was detected and simulated very well and close to the measured streamflow. MISD faced a challenge for the peak flow simulation, particularly in 1991, 1994, 2006, and 2012 during the calibration phase, and in 2013, 2015, 2016, and 2020 during the validation phase.

![Figure 6. Hydrograph of observed vs. modeled streamflow by MISD model.](image)

4.2. Hybrid Phase Based on the Deep Conceptual Learning Framework

Since the applied metrics of the conceptual hydrological models did not provide excellent results, a DL model was chosen to increase the accuracy of the output obtained from the conceptual hydrological model. The numerous scenarios (described in Table 4) were presented by using the DL approach to the streamflow output acquired from the conceptual hydrological models in the preceding step in conjunction with various additional meteorological variables.
Table 4. Scenarios for adding extra meteorological variables to the MISD model by DL.

<table>
<thead>
<tr>
<th>No.</th>
<th>Phase</th>
<th>Inputs</th>
<th>Output Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>Q (MISD), P</td>
<td>Q DL1</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>Q (MISD), P, T</td>
<td>Q DL2</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>Q (MISD), P, T, Tmax</td>
<td>Q DL3</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>Q (MISD), P, T, Tmax, Tmin</td>
<td>Q DL4</td>
</tr>
<tr>
<td>5</td>
<td>Coupled DL</td>
<td>Q (MISD), P, T, Tmax, Tmin, Tdew</td>
<td>Q DL5</td>
</tr>
<tr>
<td>6</td>
<td>phase by MISD</td>
<td>Q (MISD), P, T, Tmax, Tmin, Tdew, ET</td>
<td>Q DL6</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>Q (MISD), P, T, Tmax, Tmin, Tdew, ET, GSR</td>
<td>Q DL7</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>Q (MISD), P, T, Tmax, Tmin, Tdew, ET, GSR, SSH</td>
<td>Q DL8</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>Q (MISD), P, T, Tmax, Tmin, Tdew, ET, GSR, SSH, RH</td>
<td>Q DL9</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>Q (MISD), P, T, Tmax, Tmin, Tdew, ET, GSR, SSH, RH, AP</td>
<td>Q DL10</td>
</tr>
</tbody>
</table>

According to Table 4, this study investigated the integration of the hydrological model’s output with each meteorological variable as input to the DL model. To achieve this aim, the simulated streamflow by MISD and precipitation were considered as inputs for the DL model (namely DL1); the simulated streamflow by MISD model, precipitation, (average) temperature, minimum temperature, maximum temperature, dew point temperature, evapotranspiration, global solar radiation, sunshine duration, relative humidity, and atmospheric pressure variables was considered as inputs for the DL model (namely DL10), and so on. According to the findings, adding meteorological variables improved the streamflow simulation for the conceptual hydrological model. The MISD model was enhanced by adding precipitation, air temperature (average, minimum, and maximum), dew point temperature, evapotranspiration, relative humidity, sunshine duration, and global solar radiation at the best scenario (DL9). In the testing phase, the ninth scenario (DL9) increased the capability of the MISD model to simulate streamflow by MAE = 7.89 (mcs), NSE = 0.80, and r = 0.90 (according to Table 5).

Table 5. Outcomes of the applied metrics for various DL models throughout the calibration and validation stages.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>MAE</td>
<td>NSE</td>
</tr>
<tr>
<td>DL1</td>
<td>9.19</td>
<td>0.75</td>
</tr>
<tr>
<td>DL2</td>
<td>8.73</td>
<td>0.77</td>
</tr>
<tr>
<td>DL3</td>
<td>8.72</td>
<td>0.77</td>
</tr>
<tr>
<td>DL4</td>
<td>8.61</td>
<td>0.78</td>
</tr>
<tr>
<td>DL5</td>
<td>8.54</td>
<td>0.78</td>
</tr>
<tr>
<td>DL6</td>
<td>8.52</td>
<td>0.78</td>
</tr>
<tr>
<td>DL7</td>
<td>8.48</td>
<td>0.79</td>
</tr>
<tr>
<td>DL8</td>
<td>8.42</td>
<td>0.78</td>
</tr>
<tr>
<td>DL9</td>
<td>8.44</td>
<td>0.78</td>
</tr>
<tr>
<td>DL10</td>
<td>8.52</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Generally, adding precipitation, evapotranspiration, and any kind of temperature is more effective than other meteorological variables to enhance the performance of the conceptual hydrological model by the DL technique. Figure 7 illustrates the impact of adding extra meteorological factors to the MISD model on the observed and simulated stream-
Figure 7 shows that adding extra meteorological variables to the DL model for simulating runoff can increase the accuracy of simulated runoff.

Figure 8 depicts the observed and modeled hydrographs by the best scenarios, including the MISD model incorporating meteorological variables generated by the DL (DL9) model for the training and testing phases. Both the training and testing phases demonstrated that adding meteorological variables to the hydrological model in parallel may improve runoff modeling performance in the snow-covered catchment. However, DL9 differs in its capacity to incorporate meteorological data into the best-simulated hydrograph. As shown by the simulated hydrograph (Figure 8), DL9 can reproduce stream-
flow accurately in all seasons. In addition, DL9 is capable of incorporating additional meteorological data into the conceptual hydrological model. Comparing Tables 3 and 5 also proves this improvement; Table 3 reported MAE = 8.33 cms, NSE = 0.77, and r = 0.88 for the validation phase of the MISD model, whereas Table 5 reported MAE = 7.89 cms, NSE = 0.80, and r = 0.90 for the testing section of DL9 model which proves the accurate runoff prediction via the proposed DL9 model.

Figure 8. Hydrograph of measured vs. simulated streamflow by DL9.

5. Discussion

Streamflow is one of the complex and nonlinear components of the hydrological cycle; the current study tries to apply a set of models (including conceptual-based and DL-based models) to overcome the complexity of streamflow in the snow-covered basin. The conceptual method (MISD) of considering streamflow mechanisms is beneficial for comprehending and simulating given the physical characteristics of the water cycle. Besides this, DL-based approaches have more computational capabilities to understand the nonlinear relationships between meteorological variables and streamflow mechanisms.

Figure 9 shows the average amount of measured streamflow from January to May. The amount of streamflow decreases by a gentle slope each year, and there is a sudden increase between May and June of each year. The peak flow occurs between June and July of each year, and then streamflow decreases from July to December. This was the natural behavior of the Kalixälven river basin from 1985 to 2021, and during the streamflow simulation, the applied models tried to achieve this periodic behavior. As seen in Figure 9, the MISD model simulated the periodic behavior of streamflow well, and the MISD could
detect extremum values of streamflow with acceptable accuracy. However, peak flow was
detected well by the MISD model, but the model had some challenges and uncertainties
in simulating runoff from July to November of each year. This issue can refer to the effect
of snowmelt during the summer and early autumn of each year; especially during July
and August, the MISD’s 25th–75th percentiles are less than the mean and median values
of measured streamflow. Additionally, DL9 followed the natural streamflow behavior in
the studied basin with fewer Min–Max ranges. The mean and median of simulated
streamflow by the DL model are fitted by each other and these two lines had the same
behavior. Additionally, the result of DL9 proved a flexible behavior against extremum
values and its result is smoother than simulated streamflow by the MISD model.
Figure 9. Daily streamflow analysis on measured vs. simulated data.

The MISD model was applied to the Emme watershed (in Switzerland) by Mohammadi et al. [8], and they reported NSE and $r$ for the validation phase of MISD as equal to 0.39 and 0.64, respectively. In contrast, the current study reported the same values as 0.77 and 0.88, respectively. The current proposed framework tries to reduce the amount of uncertainty in models’ inputs, by investigating the effect of each meteorological variable on streamflow modeling. In this way, each meteorological variable was added to the conceptual hydrological model (MISD) separately and the impact of each variable was analyzed in streamflow in Table 5. Considering the output of the MISD model with $P$, $T$, $T_{\text{max}}$, $T_{\text{min}}$, $T_{\text{dew}}$, ET, GSR, SSH, and RH was one of the best input structures, and the result proved adding these meteorological variables to the MISD model via DL approaches can improve streamflow simulation in the snow-covered basin.

Figure 10 shows cumulative streamflow analysis on measured streamflow and simulated streamflow by MISD and DL9 models. The minimum cumulative streamflow occurs from January to May of each year, and then streamflow increases suddenly from June to December. Since the studied basin is snow-covered, the reason for this could be snowmelt after June, and melted snow can be added to streamflow as freshwater from June to December. The MISD model simulated a pattern of daily cumulative close to the measured amount of streamflow. However, the MISD model considered a large area for the boundary of 75th–95th percentiles, which is far from the measured amount of streamflow. In addition, streamflow accumulation at the end of the year equals 1200 million cubic meters per second (mcms), whereas the MISD model simulated accumulation of streamflow at the end of the year as equal to 1400 mcms. The final result demonstrated that the proposed coupled approach could simulate streamflow in a snow-covered basin closely.
Figure 10. Daily cumulative analysis on measured vs. simulated streamflow.
Several researchers have already reported the performance of different types of machine learning techniques for hydrological modeling [26–35], and also the performance of physically based hydrological models for runoff simulation [36–39]. Previous studies showed the excellent performance of MISD for runoff simulation in various regions. Masseroni et al. [21] used the MISD model for flood forecasting in Italy; they reported NSE = 0.87 to 0.95 for the validation phase, whereas the current study reported NSE = 0.77 for the validation phase. Rahman et al. [40] used soil and water assessment tool (SWAT) and multi-layer perceptron models for runoff simulation in the Upper Indus Basin. They reported NSE = 0.71 to 0.77 for the validation phase of the SWAT model. They also recommended the development of a hydrological model via machine learning models, which concurs with the current study. A Xin’anjiang model was used for hydrological modeling by Fang et al. [41]. They also reported the ability of machine learning for enhancing the performance of hydrological models, and the current study likewise recommends the use of machine learning models in parallel and series conditions for improving the ability of hydrological models [42,43]. In addition, the current study proposed a coupled approach based on DL and physically based models, and this finding concurs with that of Ditthakit et al. [44], who applied machine learning approaches for supporting the ability of a hydrological model (namely GR2M) in Thailand.

The artificial intelligence model which operates by finding and learning possible patterns in the meteorological dataset can be applied as an effective tool for hydrological time series analysis [45–49]. There are interactions between T, Tmin, Tmax, Tdew, P, RH, ET, GSR, SSD, AP, and daily runoff, and applying the DL model supports the MISD model in considering all these relationships and other possible relationships between datasets during runoff simulation. Various types of DL models were applied for runoff studies in different regions [50–59]. All of them reported the excellent ability of DL approaches to find the relationship between considered inputs and runoff time series. The GMDH, by finding and sorting different solutions and also due to its self-organizing approach, can find the relationship between each meteorological variable and runoff process, and was reported as an effective tool for rainfall-runoff simulation. In addition, the current study proposed a coupled model by using hydrological physically based models and DL models, and this finding is concurrent with several previous studies in which machine learning/DL models are applied to support hydrological models [7,8,35,60–62].

6. Conclusions

This study assessed a deep-conceptual learning-based framework’s capacity to simulate streamflow in a snow-covered basin. The proposed approach employed the benefits of MISD (as a conceptual hydrological model) and GMDH (as a DL approach) using the mean, minimum, and maximum air temperature, dew point temperature, precipitation, relative humidity, evapotranspiration, global solar radiation, sunshine duration, and atmospheric pressure dataset. The study led to the following conclusions:

- Adding meteorological variables as external elements to a conceptual hydrological model is highly effective and outperforms the ordinary MISD model in streamflow simulation.
- The GMDH enhanced the accuracy of MISD for runoff simulation tasks in a snow-covered basin; the best results achieved via DL9 structures by MAE, r, and NSE throughout the testing phase were 7.89, 0.90, and 0.80 in Kalixälven hydrometric station.
- All of the employed meteorological variables improved the accuracy of streamflow simulation, and generally, adding the mean, minimum, and maximum air temperature, dew point temperature, precipitation, relative humidity, evapotranspiration, global solar radiation, and sunshine duration simulated streamflow better than the other implemented scenarios.
The primary weakness of this research is its reliance on restricted data, which is dependent on the climate condition of the study area. To support the correctness of the suggested framework, additional data from diverse climatic locations are required to be analyzed by the proposed framework. Future research may also apply this framework to different types of climates and also use other potential machine learning/deep learning techniques. In addition, an evaluation of the ability of the global climate models as input datasets for hydrological and machine learning models is recommended. The proposed framework for runoff modeling in the current study can be applied for runoff modeling via various available meteorological variables in different regions; additionally, other types of data-driven approaches and optimization algorithms can be used in the structure of the current framework.
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