Comparison of Bias Correction Methods for Summertime Daily Rainfall in South Korea Using Quantile Mapping and Machine Learning Model
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Abstract: This study compares the bias correction techniques of empirical quantile mapping (QM) and the Long Short-Term Memory (LSTM) machine learning model for summertime daily rainfall simulation focusing on precipitation-dependent bias and temporal variation. Numerical experiments using Weather Research and Forecasting (WRF) were conducted over South Korea with lateral boundary conditions of ERA5 reanalysis data. For the spatial distribution of mean summertime rainfall, the bias-uncorrected WRF simulation (WRF_RAW) showed dry bias for most of the region of South Korea. The WRF results corrected by QM and LSTM (WRF_QM and WRF_LSTM, respectively) were improved for the mean summer rainfall simulation with the root mean square error values of 0.17 and 0.69, respectively, which were smaller than those of the WRF_RAW (1.10). Although the WRF_QM performed better than the WRF_LSTM in terms of the summertime mean and monthly precipitation, the WRF_LSTM presented a closer interannual rainfall variation to the observation than the WRF_QM. The coefficient of determination for calendar-day mean rainfall was the highest in the following order: the WRF_LSTM (0.451), WRF_QM (0.230), and WRF_RAW (0.201). However, the WRF_LSTM had a limitation in reproducing extreme rainfall exceeding 50 mm/day due to the few cases of extreme precipitation in training data. Nevertheless, the WRF_LSTM better simulated the observed light-to-moderate precipitation (10–50 mm/day) than the others.
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1. Introduction

A numerical weather prediction (NWP) model is used widely in regional-scale weather and climate research because of its ability to simulate fine-resolution phenomena through dynamical downscaling. On the other hand, the NWP model has inevitable systematic bias due to various numerical problems [1–3]. Various correction methods have been developed and applied to climate model data to reduce bias [4–7]. In particular, correcting precipitation simulated by the NWP model is crucial because precipitation has nonlinear characteristics, which makes it difficult to predict and significantly affects human and natural systems. Unlike variables such as temperature, the step function-like behavior of precipitation makes it difficult to correct the model bias efficiently.

Bias correction methods can be divided into univariate and multivariate ones, depending on the numbers of variables utilized. Of univariate bias correction methods, such as linear scaling, power transformation, local intensity scaling, and quantile mapping (QM), QM is used widely in precipitation bias correction research because of its efficient correction effect on mean and extreme precipitation [3,6,8–11]. Gudmundsson et al. [8] first suggested and applied the QM method to daily precipitation. QM can reduce the climatological mean precipitation bias of the climate model and show realistic spatial patterns [8,12]. Moreover, QM improves the performance of extreme rainfall in the Yarlung
Tsangpo–Brahmaputra River basin derived from original gauge-based gridded data because it can effectively correct heavy precipitation amounts and heavy precipitation days [13]. Kim et al. [6] applied several univariate bias correction methods to the precipitation model data in South Korea. They argued that despite improving precipitation climatology, QM shows a limitation in correcting the annual cycle. QM can correct for biases in the distribution of a parameter, such as precipitation amounts, but does not explicitly correct for errors in the temporal sequence [14]. In addition, bias correction using one variable does not consider the inter-variable relationship [15,16]. For this reason, a bias correction using multi-variables has attracted attention.

Several studies suggested that the multivariate bias correction method enables more effective bias correction by considering the interdependencies between climate factors [17–20]. This is because multiple climate variables are interconnected in climate models. In addition, precipitation is a complex variable that is affected by various factors including topography, thermodynamic conditions, moisture processes, and atmospheric circulation [21–23]. Meyer et al. [17] compared the results of the univariate and multivariate bias correction methods on temperature and precipitation. They insisted that a bias correction incorporating inter-variable relationships is needed for hydrological climate change impact studies.

State-of-the-art machine learning benefits the climate research field [24–26]. Machine learning has an advantage in identifying meaningful information in the climate system through pattern recognition and feature extraction techniques, which eventually help solve the problems of nonlinear phenomenon prediction [27–30]. This suggests that machine learning can be used in the bias correction of climate model data [25,31–36]. Kim et al. [25] utilized the LSTM machine learning model as a bias correction method to improve MJO forecasts. However, machine learning can cause incorrect predictions and overfitting by training with imbalanced data like hydrological data [37,38]. Thus, an understanding of the machine learning performance in dealing with precipitation data is needed. Zhang et al. [35] conducted a precipitation bias correction using the long short-term memory (LSTM) machine learning model with several meteorological factors in eastern China. Fouotsa Manfouo et al. [36] argued that the LSTM model could reduce the magnitude of bias in simulated hydrological data. In addition, the machine learning model bias correction method has been compared with the QM method for heavy rainfall forecast data derived from short-range NWP [39]. Hess and Boers [39] argued that the forecast skill of the modified machine learning model outperforms that of QM. Nevertheless, their study only evaluated the heavy rainfall simulation regarding spatial patterns. Few studies have examined machine learning-based bias correction for precipitation, particularly with regard to analyzing the daily rainfall bias according to rainfall amounts and the daily-to-interannual variations in precipitation.

This paper compares the bias correction methods using quantile mapping and machine learning for the summertime daily rainfall NWP simulation over South Korea, focusing on the precipitation-dependent bias and temporal variation. Rainfall from May to September (MJJAS), which accounts for approximately 75% of the total annual precipitation, is an important water resource management, agricultural, and natural disaster in South Korea [40–43]. Changma, typhoons, and local heavy rainfall occur in the same period, suggesting that MJJAS precipitation in South Korea is a complex phenomenon spatiotemporally and can be caused by various factors. Therefore, enhancing the accuracy of summertime precipitation simulation in South Korea is one of the major challenges in climate modeling research. This paper comprehensively assesses the bias correction performance across different spatial and temporal scales. By focusing on the time variation and precipitation-dependent bias, the research reveals the strengths of each technique in correcting summer precipitation simulation over South Korea. Through this approach, the study provides insights into the effectiveness of these methods, enhancing the understanding of bias correction in climatological studies. The paper is organized as follows. Section 2 shows the climate model data for correction and the observation data for
validation. Bias correction techniques and assessment methods are shown in Section 3. Section 4 gives the assessment results of the precipitation simulation improvement through the bias correction compared to the uncorrected NWP model results. A summary and conclusions are given in Section 5.

2. Model and Observation Data

Climate data simulated by the Weather Research and Forecasting (WRF) version 4.0 NWP model were used in this study for bias correction [44]. The WRF model is a numerical regional climate model (RCM) that dynamically downscales the global climate data with a reliance on physical principals (e.g., the laws of thermodynamics, Navier–Stokes equations in fluid mechanics) [45–47]. The fine-resolution climate information can be obtained through dynamic downscaling. ERA5 global reanalysis climate data provided by ECMWF were used as the lateral boundary condition of the WRF model with a spatial resolution of 31 km and a temporal resolution of six hours [48]. Dynamic downscaling utilizing the WRF was performed over the domain around South Korea by double-nesting down to a horizontal resolution of 9 km and 3 km for Domains 1 and 2, respectively, using a two-way nesting method (Figure 1a). The two-way nesting method is one of the nesting methods that generate an additional high-resolution subdomain within the outer RCM domain [49]. The two-way nesting method benefits high-resolution modeling by allowing an interaction between the inner and outer domains in the WRF model [50,51]. The physical schemes used in this study were Noah for the land surface model [52], Goddard for microphysics [53,54], YSU for the planetary boundary layer [55], and CAM for the longwave and shortwave radiation scheme [56]. The Kain–Fritsch cumulus scheme ([57]; KF) was used only in Domain 1 and was turned off in Domain 2. The physical parameterization of the WRF model was configured based on the sensitivity test with a combination of several cumulus schemes and microphysical schemes, which contributed to the rainfall simulation. The analysis period was 2005–2020 inclusive (16 years), and the WRF Domain 2 data result before the bias correction was denoted as the WRF_RAW.

The daily observed rainfall data at 66 in situ Automated Synoptic Observing System (ASOS) stations provided by Korea Meteorological Administration (KMA) were used as the target variables and verification data. In addition, daily rainfall data observed in situ at 373 Automatic Weather System (AWS) stations were used as the target variables for additional training data for bias correction using machine learning. ASOS and AWS data are suitable as target data because they are in situ observations. Figure 1b shows the locations of the ASOS and AWS stations. By analyzing the ASOS data, one finds that more than 100 mm of monthly accumulated precipitation, which is considered sufficient precipitation, occurs during the May-to-September period (MJJS) over South Korea. Therefore, this study referred to this period as ‘summertime’ and used precipitation data in the MJJS period.
3. Methods

3.1. Bias Correction Method Based on Machine Learning

3.1.1. Long Short-Term Memory (LSTM)

The LSTM machine learning model is used for multivariate bias correction \[58\]. The LSTM model, a recurrent neural network model, is designed to solve the long-term dependency problem. The LSTM model determines how much memory will be kept or forgotten and exports it as a cell state. Information from the past can be retained by receiving the cell state in the next hidden layer, preventing the gradient vanishing problem. Therefore, the LSTM model shows substantial advantages for problems with sequential data. \[59-61\]. The structure and algorithm equations of LSTM are as follows (Figure 2):

\[
i_t = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + b_i) \tag{1}
\]
\[
f_t = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + b_f) \tag{2}
\]
\[
\tilde{c}_t = \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \tag{3}
\]
\[
c_t = f_t * c_{t-1} + i_t * \tilde{c}_t \tag{4}
\]
\[
o_t = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + b_o) \tag{5}
\]
\[
h_t = o_t * \tanh(c_t) \tag{6}
\]

where \(i_t\) denotes gate input at a time \(t\), \(f_t\) denotes the forget gate, \(c_t\) denotes cell state, and \(o_t\) denotes the output gate. \(x_t\) denotes an input vector and \(h_t\) denotes a hidden vector. \(W_{xi}, W_{xf}, W_{xc}, W_{xo}\) and \(W_{hi}, W_{hf}, W_{hc}, W_{ho}\) denote the weights of the input vector and hidden vector, respectively, for each gate (i.e., the input gate, forget gate, cell state, and output gate, respectively). \(b_i, b_f, b_c, b_o\) denote the bias term for each gate. \(\sigma\) is the sigmoid function and \(\tanh\) is the hyperbolic tangent function.
3.1.2. Process of Bias Correction Using the LSTM Model

The LSTM model can use multiple variables as input features because of its insensitivity to multicollinearity [31,62]. However, using too many or irrelevant input features for the target variable may lead to overfitting [63–65]. Therefore, the atmospheric input variables were selected using the Random Forest (RF) machine learning model to train LSTM efficiently. The LSTM model using the input variables filtered for features with low feature importance provides improved results [66,67]. The RF regression model is a bagging tree-based model in which several decision trees are produced with bootstrapping sample datasets and their results are averaged ([68]; Figure 3). The decision tree is a method of partitioning data based on the splitting rule of features until the final partitioning criteria are satisfied [69,70]. The feature importance results can be obtained through RF modeling. The degree of feature importance increases if a specific variable greatly influences data partitioning. In this study, 57 daily atmospheric variables (mean/maximum/minimum temperatures, precipitation, relative humidity, geopotential height, equivalent potential temperature, zonal/meridional/vertical wind variables at the surface, and vertical pressure levels) derived from the WRF model in the 2005–2020 MJJAS were used as input features after normalization, and the normalized ASOS daily rainfall data were used as the target variables of the RF model. RF modeling was performed for each ASOS station by applying leave-one-year-out cross-validation. The leave-one-year-out cross-validation for RF model in this study took one-year data (153 days) from 16 years of data to be used as the test set (~6%) and the remaining 15 years of data to be used as the training set (~94%). Therefore, the total dataset could be generated with 16 training runs for each 66 ASOS stations, and 1056 feature-importance results were produced in this process. Permutation feature importance was also calculated, and similar results were obtained. Considering the feature importance and permutation feature importance results, the eight atmospheric variables that were most frequently ranked in the top five of each feature importance result were selected as input variables for the LSTM model. The selected variables were precipitation, meridional wind at 700 hPa and 850 hPa, equivalent potential temperature at 700 hPa and 500 hPa, relative humidity at 700 hPa and 500 hPa, and zonal wind at 500 hPa. Therefore, the LSTM model was used to perform a bias correction using the eight daily atmospheric variables of the WRF regional climate model interpolated to the ASOS station as explanatory variables and the daily precipitation data of the ASOS station as the target variable.

---

**Figure 2.** Structure of the LSTM model.
Figure 3. Schematic diagram of the Random Forest model.

The optimal hyperparameters of the LSTM model used in this study were configured through a sensitivity test. The LSTM model comprises two LSTM hidden layers and one fully connected layer. The first and second layers using the LSTM layer use 256 and 128 nodes, respectively, and the third fully connected layer with one node is the output layer for correct precipitation. The hyperbolic tangent (tanh) is used as an activation function for the LSTM layers, and the input shape of the LSTM model comprises three timesteps with eight features. Adaptive Moment Estimation (Adam) is used as the optimizer and mean squared error (MSE) is used as the loss function. The batch size is 32 and the epoch is 100 with early stopping. Bias correction using the LSTM model was conducted for each ASOS station with the application of leave-one-year-out cross-validation that considered one-year data (153 days) from 16 years of data as the test set (~6%), another set of one-year data as the validation set (~6%), and the remaining 14 years of data as the training set (~88%) (Figure 4). However, the amount of summertime daily data for 14 years was insufficient for training. Therefore, data showing more than 5 mm/day daily rainfall from the ASOS or AWS stations within a radius of 20 km for the target ASOS station were added to the training data (Figure 5). The 20 km spatial scale was set at which similar precipitation patterns occurred because it was assumed that the spatial scale of precipitation occurring on a daily time scale was approximately 20 km [71]. The WRF explanatory variable data were also interpolated according to the date and location of the additional training data. The bias-corrected result using LSTM was denoted as WRF_LSTM.
Empirical quantile mapping is a bias correction method that works by fitting the cumulative distribution function (CDF) of the model to that of the observations [8]. In this study, the empirical quantile mapping was performed for each month following previous research [72].

\[ P^{BC}_{WRF,m,d} = ECDFOBS^{-1}_m(ECDF_{WRF,m}(P_{WRF,m,d})) \]

\( P_{WRF,m,d} \) and \( P^{BC}_{WRF,m,d} \) denote the WRF_RAW data before and after bias correction (BC) for a specific month (m) and date (d). \( ECDFOBS,m \) denotes the CDF of the WRF_RAW for a specific month in the entire period. \( ECDFOBS^{-1}_m \) denotes the inverse function of the observation CDF for a specific month in the entire period. Leave-one-year-out cross-validation was applied to conduct univariate bias correction for MJJAS daily precipitation using empirical quantile mapping for each ASOS station. That is, a specific one-year (153 days) dataset was denoted as the test dataset, and \( ECDFOBS^{-1}_m \) and \( ECDFWRF,m \) were obtained from the observation and WRF data, respectively, for the remaining 15 years except for the year of the test dataset. The test dataset (\( P_{WRF,m,d} \)) was
then corrected, and the process was repeated 16 times to obtain the final bias-corrected data for the entire period. The bias-corrected result using empirical quantile mapping was denoted as the WRF_QM.

3.3. Statistical Assessment Methods

The bias, pattern correlation coefficient (PCC), and normalized standard deviation were calculated to evaluate the model performance quantitatively for the simulated precipitation.

\[
\text{Bias} = \frac{1}{N} \sum_{i=1}^{n} (b_i - o_i) \tag{8}
\]

\[
PCC = \frac{\sum_{i=1}^{n} (b_i - \bar{b})(o_i - \bar{o})}{\sqrt{\sum_{i=1}^{n} (b_i - \bar{b})^2 \sqrt{\sum_{i=1}^{n} (o_i - \bar{o})^2}} \tag{9}
\]

Normalized standard deviation = \frac{\sigma_{BC}}{\sigma_{OBS}} \tag{10}

\[
\sigma_x = \frac{1}{n-1} \sum_{i=1}^{n} (x_i - \bar{x})^2 \tag{11}
\]

\( b_i \) and \( o_i \) denote the precipitation derived from the model and observations, respectively. \( \sigma_{OBS} \) and \( \sigma_{BC} \) denote the spatial standard deviation (\( \sigma \)) of precipitation derived from the WRF_RAW and bias-corrected data, respectively, and \( n \) denotes the number of data points.

Additionally, the Root Mean Squared Error (RMSE) and Root Mean Squared Error Skill Score (RMSE-SS) were calculated. The RMSE measures the deviation between an observed value and a bias-corrected value, indicating the accuracy of the bias-corrected data [73]. The RMSE-SS is a normalized measure of the RMSE that presents the capabilities of a bias correction model compared to those of the WRF_RAW [34]. The definition of the calculation formula is as follows:

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (b_i - o_i)^2}{n}} \tag{12}
\]

\[
\text{RMSE} - \text{SS} = 1 - \frac{\text{RMSE}_{BC}}{\text{RMSE}_{RAW}} \tag{13}
\]

\( \text{RMSE}_{RAW} \) and \( \text{RMSE}_{BC} \) denote the RMSEs of precipitation derived from the WRF_RAW and bias-corrected data, respectively. If the RMSE-SS is positive, the bias-corrected precipitation results perform better than the WRF_RAW.

4. Results and Discussion

Figure 6 shows the spatial distribution of summertime (MJJAS) mean rainfall in 2005–2020 and its bias from model data. For ASOS observations, relatively higher precipitation is distributed over the southern coastal and northern regions of South Korea (Figure 6a). The WRF_RAW, the uncorrected WRF model precipitation, shows a dry bias over the entire area of South Korea, except in some stations located near the Taebaek mountains located along the east coast of the Korean Peninsula. In particular, the WRF_RAW underestimates the rainfall in the southern coastal area where high precipitation appears in the observations. The WRF_QM and WRF_LSTM results, in which bias correction has been performed on WRF_RAW data using different methods, show an improved MJJAS rainfall simulation when compared to the WRF_RAW (Figure 6c,d,f,g). A bias magnitude of less than 0.5 mm/day appears at most stations in the WRF_QM. The WRF_QM shows
quantitatively good performance for each month and the summertime mean period, representing a spatial correlation coefficient close to 1.0 and a bias and RMSE of less than 0.3 (Table 1). In the case of the WRF_LSTM, the magnitude of the bias is reduced at most stations compared to the WRF_RAW, even though dry bias appears (Figure 6g). The bias correction using the LSTM model was well performed for the summertime period, showing that the magnitudes of the RMSE and bias were lower and the spatial correlation coefficient was higher than that of the WRF_RAW (Table 1). For the monthly statistical verification of the WRF_LSTM rainfall results, the spatial correlation coefficient increased for all months, and the bias and RMSE decreased in all months except for June when compared to the WRF_RAW. The magnitude of the bias decreased by 0.83 mm/day in August, when strong rainfall occurs frequently, indicating a reasonable improvement of the WRF_LSTM.

Figure 6. Spatial distribution of MJJAS mean precipitation (units: mm/day) at ASOS stations derived from (a) observation (ASOS), (b) WRF_RAW, (c) WRF_QM, and (d) WRF_LSTM and model biases for (e) WRF_RAW, (f) WRF_QM, and (g) WRF_LSTM.

Table 1. Statistical assessment of models for each month and MJJAS mean rainfall.

<table>
<thead>
<tr>
<th>Period</th>
<th>Statistics</th>
<th>WRF_RAW</th>
<th>WRF_QM</th>
<th>WRF_LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pattern Correlation</td>
<td>0.49</td>
<td>1.00</td>
<td>0.83</td>
</tr>
<tr>
<td>MJJAS</td>
<td>Bias</td>
<td>-0.81</td>
<td>0.16</td>
<td>-0.50</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>1.10</td>
<td>0.17</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>Normalized Standard deviation</td>
<td>0.85</td>
<td>1.01</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>Pattern Correlation</td>
<td>0.89</td>
<td>1.00</td>
<td>0.93</td>
</tr>
<tr>
<td>May</td>
<td>Bias</td>
<td>0.24</td>
<td>0.07</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.50</td>
<td>0.08</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>Normalized Standard deviation</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Pattern Correlation</td>
<td>0.81</td>
<td>0.99</td>
<td>0.89</td>
</tr>
<tr>
<td>June</td>
<td>Bias</td>
<td>0.08</td>
<td>0.17</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.56</td>
<td>0.22</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>Normalized Standard deviation</td>
<td>1.02</td>
<td>1.03</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td>Pattern Correlation</td>
<td>0.50</td>
<td>1.00</td>
<td>0.88</td>
</tr>
<tr>
<td>July</td>
<td>Bias</td>
<td>-1.57</td>
<td>0.18</td>
<td>-1.25</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>2.47</td>
<td>0.21</td>
<td>1.60</td>
</tr>
</tbody>
</table>
Figure 7 shows the monthly and interannual variation of MJJAS precipitation. Overall, the model results show reasonable performance. In particular, the WRF_QM simulates the variation closer to the observation than the other model results in the monthly variation (Figure 7a). The average rainfall of each month is similar to the observation because the empirical quantile mapping method fits the CDF of WRF_RAW precipitation to that of the observation for each corresponding month. For the same reason, low bias is also shown in the average of the summertime period (Figure 6f). In the case of the WRF_LSTM for the 2005–2020 mean monthly variation, the results simulated by the WRF_RAW, similar to those of the observation, are maintained without significant correction for the precipitation in May and June. For the period from July to September, which the WRF_RAW underestimates, the WRF_LSTM precipitation is closer to the observation than the WRF_RAW precipitation, and its variation also follows the observation. The advantage of machine learning is that it learns the interrelationship between the climate factors simulated by using the NWP model and performs an accurate bias correction only for the parts that need bias correction, rather than correcting all data uniformly. The WRF_QM shows a similar monthly variation to the observation, but the interannual variation calculated by averaging summertime precipitation every year shows different results (Figure 7b). The WRF_QM shows no improvement after 2008 compared to the WRF_RAW in terms of the variation features. This suggests that quantile mapping has difficulty in correcting sequential features. On the other hand, the WRF_LSTM simulates precipitation close to the observation and represents the overall observed interannual variation pattern well when compared to the WRF_RAW. The WRF_LSTM follows the observed pattern of precipitation increasing from 2008, peaking in 2011, and then decreasing gradually, showing improvement through machine learning-facilitated bias correction. Although the considered period is short, the temporal correlation coefficients of the WRF_RAW, WRF_QM, and WRF_LSTM with the observation are 0.80, 0.78, and 0.86, respectively, indicating the remarkable performance of the WRF_LSTM from the interannual variation perspective.

<table>
<thead>
<tr>
<th></th>
<th>Normalized Standard deviation</th>
<th>0.80</th>
<th>1.00</th>
<th>0.86</th>
</tr>
</thead>
<tbody>
<tr>
<td>August</td>
<td>Pattern Correlation</td>
<td>0.56</td>
<td>1.00</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>-2.22</td>
<td>0.21</td>
<td>-1.39</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>2.56</td>
<td>0.24</td>
<td>1.88</td>
</tr>
<tr>
<td>September</td>
<td>Normalized Standard deviation</td>
<td>1.06</td>
<td>1.00</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>Pattern Correlation</td>
<td>0.63</td>
<td>0.99</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>Bias</td>
<td>-0.51</td>
<td>0.16</td>
<td>-0.24</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>1.03</td>
<td>0.20</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>Normalized Standard deviation</td>
<td>1.04</td>
<td>1.04</td>
<td>0.78</td>
</tr>
</tbody>
</table>
Figure 7. (a) Monthly variation of each year and 2005–2020 averaged precipitation (units: mm/day) and (b) interannual variation of the MJJAS mean precipitation (units: mm/day).

Figure 8 presents the precipitation results averaged for each day of the year (i.e., calendar day; DOY hereafter). Figure 8a–c show density scatter plots comparing the model-simulated DOY mean precipitation (x-axis) with the ASOS observation (y-axis). The overall distribution of the WRF_QM scatter plot is similar to that of the WRF_RAW (Figure 8a,b). The density above the $y = x$ line is higher than the WRF_RAW in the range of 0–5 mm/day, and the coefficient of determination is 0.230, showing an improvement for the WRF_QM compared to the WRF_RAW. The WRF_LSTM shows much better results than the WRF_RAW and WRF_QM (Figure 8a–c). The coefficient of determination (0.451) and the density above the $y = x$ line in the 0–10 mm/day range are greater for the WRF_LSTM than for the WRF_RAW and WRF_QM. The scatter of the WRF_LSTM is distributed closer to the $y = x$ line than the WRF_RAW and WRF_QM, indicating superior performance. Figure 8d shows the RMSE and RMSE skill scores (RMSE-SS) for each ASOS station. For the RMSE results, the WRF_LSTM shows much lower RMSEs than the WRF_RAW and WRF_QM at all ASOS stations (Figure 8d). In addition, a positive RMSE-SS appears for all ASOS stations in the WRF_LSTM because MSE is used as a loss function in the machine learning process. The WRF_QM exhibits negative RMSE-SS for some stations, and its positive RMSE-SS is smaller than the RMSE-SS of the WRF_LSTM. The WRF_LSTM performs better than the WRF_RAW and WRF_QM for the DOY mean precipitation when considering statistical assessment (e.g., using coefficients of determination and RMSEs). Nevertheless, the WRF_LSTM fails to capture observed DOY mean extreme precipitation greater than 20 mm/day, as shown in the scatter plot (Figure 8c), because there are few cases of extreme precipitation in the training data and the artificial neural network model faces difficulty in solving the extrapolation problem [29,31,74].
Figure 8. Density scatter plot for rainfall derived from ASOS and rainfall derived from (a) WRF_RAW, (b) WRF_QM, and (c) WRF_LSTM and (d) RMSE (line chart) and RMSE-SS (bar chart) for each ASOS station.

In this regard, Figure 9 shows the occurrence frequency for the given model bias and observed daily precipitation to examine the bias according to the observed rainfall amount. The occurrence frequency is shown for the WRF_RAW (Figure 9a). Figure 9b,c illustrates the results obtained by subtracting the occurrence frequency of the WRF_RAW (i.e., Figure 9a) from the bias-corrected data to analyze the changes through a bias correction. The −2- to −2 mm/day bias range (green box), which is considered to simulate the observed precipitation accurately, is enlarged and displayed below the graph. Therefore, a positive value in the green box in Figure 9b,c indicates an improvement with the bias correction.

For the WRF_RAW, a higher frequency of occurrence appears for lighter precipitation (Figure 9a). The frequency of underestimation cases is higher than that of overestimation cases for the total rainfall, particularly for observed rainfall exceeding 100 mm/day. For the occurrence frequency changes in the WRF_QM compared to the WRF_RAW, no distinct pattern appears according to the observed rainfall amount (Figure 9b). The WRF_QM corrects the cases where the WRF_RAW extremely underestimates the less-than-50 mm/day observed rainfall, as negative values appear in these cases. The frequency increases compared to the WRF_RAW for the given 0–30 mm/day wet bias range and 0–5 mm/day observed rainfall. In the green box of the WRF_QM results, positive values appear overall, suggesting that the frequency of well-simulated cases increases in general compared to what occurs in the WRF_RAW. Relatively large positive values are seen for the 3–20 mm/day observed rainfall range, even though negative values appear for below 3 mm/day observed rainfall. In the case of the WRF_LSTM, the overall frequency of the underestimation cases decreases compared to the WRF_RAW (Figure 9c). In particular, the WRF_LSTM shows a larger decrease than the WRF_QM for the cases where the WRF_RAW extremely underestimates the less-than-50 mm/day observed rainfall, suggesting that the WRF_LSTM performs better than the WRF_QM. The WRF_LSTM also shows better performance with a decrease in frequency for the wet bias range exceeding 50 mm/day, while the frequency increases in the WRF_QM. On the other hand, the positive frequency change appears in the WRF_LSTM for cases where observed rainfall...
exceeding 50 mm/day is underestimated. This suggests some limitations of the WRF_LSTM to capture extreme precipitation, which aligns with Figure 8c. For the −2-to-2 mm/day bias range in the WRF_LSTM (see the green box of Figure 9c), the negative values appear for below 10 mm/day observed rainfall, corresponding to an increase in the frequency of overestimated cases compared to the WRF_RAW for the observed weak rainfall. For 10–50 mm/day observed precipitation (the range of the cyan line in Figure 9c), however, a significant positive value appears that is larger than the WRF_QM. This indicates the better correction performance of the WRF_LSTM than the WRF_QM for light-to-moderate rainfall. The 10–50 mm/day observed rainfall falls within the 50–90th percentile and accounts for 38.8% occurrence frequency in South Korea. In addition, it accounts for 34–56% of the summertime accumulated rainfall and has a prominent interannual variation over South Korea. These results suggest that the improvement of simulating 10–50 mm/day precipitation in the WRF_LSTM contributes sufficiently to the improvement of the climatological mean and interannual variation simulation of summertime rainfall.

Figure 9. (a) Occurrence frequency (units: 0.0001%) of given observed rainfall (x-axis) and WRF_RAW bias (y-axis) for MJJAS and the difference of occurrence frequencies (units: 0.0001%) between WRF_RAW, (b) WRF_QM, and (c) WRF_LSTM results. The bias in the range of −2-to-2 mm/day (green box) is enlarged for each figure.

Figure 10 shows the distribution of the daily precipitation RMSE according to the rainfall amount using a boxplot. Here, the RMSE is calculated for daily rainfall events corresponding to specific rainfall ranges for each ASOS station and month. For all rainfall ranges (exceeding 1 mm/day), relatively larger RMSEs appear in July and August (Figure 10a). The bias-corrected results generally show similar or improved results compared to the WRF_RAW. For the WRF_QM, the medians are similar to those of the WRF_RAW, except for September, where a higher median appears. The WRF_QM has lower maximum RMSEs than the WRF_RAW in May and June, despite exhibiting higher maximum values than the other models in July through September. In the case of the WRF_LSTM, the overall RMSE distribution is lower than the other models, indicating good performance in correcting bias. These results are also observed in weak precipitation (1–10 mm/day; Figure 10b) and light-to-moderate precipitation (10–50 mm/day; Figure 10c), particularly in the latter rainfall range. For weak precipitation, although the median and the box of the WRF_LSTM are still lower than WRF_RAW, they appear within a similar range to the other models. For light-to-moderate precipitation, the RMSE distribution of the WRF_LSTM is much lower than that of the other models, showing a significant difference. This result aligns with the abovementioned results that show that the WRF_LSTM has strength in correcting light-to-moderate precipitation (Figure 9). For extreme
precipitation (>50 mm/day; Figure 10d), the WRF_QM shows improved performance in August, while it presents similar RMSE distributions to the WRF_RAW in June and September. Although the maximum for the WRF_QM is higher, its median is lower than the WRF_RAW in July. In the case of the WRF_LSTM, the medians appear lower than those of the WRF_RAW from June through September. This indicates the degree of the potential for the WRF_LSTM to perform an accurate bias correction for extreme precipitation. Although the WRF_LSTM shows a higher maximum RMSE than the WRF_RAW in July, it performs better in other months (June, August, and September) by presenting a lower median and maximum RMSE than the WRF_RAW.

![Figure 10. Boxplot of the RMSE (units: mm/day) according to the observed rainfall amounts for (a) all rainfall events, (b) 1–10 mm/day, (c) 10–50 mm/day, and (d) over 50 mm/day.](image)

5. Summary and Conclusion

This study compared bias correction methods using empirical quantile mapping and machine learning models for the summertime daily rainfall in South Korea, which was simulated by the high-resolution WRF model. For machine learning bias correction, the LSTM model was used, with eight meteorological variables derived from the WRF model being used as the input variables. The empirical quantile mapping was performed for every month. The results were compared with the machine learning bias correction results in terms of daily precipitation.

The WRF_QM and WRF_LSTM showed better performance for the MJJAS mean rainfall spatial distribution than the WRF_RAW. The WRF_QM presented a smaller bias magnitude than the WRF_RAW for most ASOS stations and a higher spatial correlation coefficient (close to 1.0). Since the empirical quantile mapping method fit the CDF of the WRF_RAW precipitation to that of the observation for each corresponding month, the mean rainfall amount of the WRF_QM for each month and the MJJAS period showed good
agreement with the observation. In the case of the WRF_LSTM, the bias magnitude of the MJJAS mean rainfall was reduced in most ASOS stations compared to the WRF_RAW. On the other hand, the WRF_LSTM represented a similar interannual variation of rainfall to the observations compared to the WRF_RAW, while the WRF_QM showed no improvement. In addition, the coefficient of determination was the highest in the order of the WRF_LSTM, WRF_QM, and WRF_RAW for the mean rainfall amount for each calendar day.

The occurrence frequencies for the given observed daily rainfall and model bias were analyzed. The frequency of well-simulated cases increased overall in the WRF_QM compared to the WRF_RAW. The WRF_LSTM corrected the bias more efficiently than the WRF_QM for the cases where the WRF_RAW extremely underestimated an observed rainfall of less than 50 mm/day. On the other hand, the WRF_LSTM showed a certain limitation in capturing observed extreme rainfall of over 50 mm/day. For the 10–50 mm/day observed precipitation, the WRF_LSTM outperformed the WRF_RAW and WRF_QM, showing the highest number of well-simulated cases among the three. The WRF_LSTM also had a much lower RMSE than the other models in the 10–50 mm/day range, indicating good performance in correcting bias. This suggests that the bias correction method of WRF_LSTM is performed commendably for light-to-moderate rainfall.

The results of this study suggest that the bias correction method using the LSTM model can be used sufficiently for precipitation bias correction. The aim was to train an LSTM model bias correction method that could cover the entire range of precipitation, even though the results showed different performances depending on the rainfall amounts. Several reasons could have contributed to these discrepancies. First, machine learning models often show weakness when dealing with imbalanced datasets [38,74]. As mentioned in Figure 8, the number of daily extreme rainfall cases in the data was lower than that of the other precipitation levels because of the relatively low occurrence frequency of extreme rainfall events. Second, the LSTM model, being a sequence-based model, may not have captured all relevant spatial information [75]. Extreme rainfall events often involve localized and highly spatially heterogeneous patterns, which may be critical to accurate reproduction. Hence, the capability to depict extreme precipitation will increase as the analysis period is extended and more data on extreme rainfall accumulates. Furthermore, the LSTM model might need to be combined with spatially aware models or retrained with additional spatial features to improve its performance in these cases. Based on the results of this study, which utilized dynamically downscaled reanalysis data, further research will require bias corrections to downscale the forecast precipitation data.
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