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Abstract: Accurate cyclone intensity prediction is crucial for smart cities to effectively prepare and mitigate the potential devastation caused by these extreme weather events. Traditional meteorological models often face challenges in accurately forecasting cyclone intensity due to cyclonic systems' complex and dynamic nature. Predicting the intensity of cyclones is a challenging task in meteorological research, as it requires expertise in extracting spatio-temporal features. To address this challenge, a new technique, called linear support vector regressive gradient descent Jaccardized deep multilayer perceptive classifier (LEGEMP), has been proposed to improve the accuracy of cyclone intensity prediction. This technique utilizes a dataset that contains various attributes. It employs the Herfindahl correlative linear support vector regression feature selection to identify the most important characteristics for enhancing cyclone intensity forecasting accuracy. The selected features are then used in conjunction with the Nesterov gradient descent jeopardized deep multilayer perceptive classifier to predict the intensity classes of cyclones, including depression, deep depression, cyclone, severe cyclone, very severe cyclone, and extremely severe cyclone. Experimental results have demonstrated that LEGEMP outperforms conventional methods in terms of cyclone intensity prediction accuracy, requiring minimum time, error rate, and memory consumption. By leveraging advanced techniques and feature selection, LEGEMP provides more reliable and precise predictions for cyclone intensity, enabling better preparedness and response strategies to mitigate the impact of these destructive storms. The LEGEMP technique offers an improved approach to cyclone intensity prediction, leveraging advanced classifiers and feature selection methods to enhance accuracy and reduce error rates. We demonstrate the effectiveness of our approach through rigorous evaluation and comparison with conventional prediction methods, showcasing significant improvements in prediction accuracy. Integrating our enhanced prediction model into smart city disaster management systems can substantially enhance preparedness and response strategies, ultimately contributing to the safety and resilience of communities in cyclone-prone regions.
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1. Introduction

In recent decades, the increasing frequency and intensity of cyclones have posed significant challenges to communities and infrastructure in coastal regions worldwide.
These extreme weather events jeopardize human lives and cause substantial damage to the built environment, leading to economic losses and disruptions in daily life. To mitigate the adverse effects of cyclones and improve disaster preparedness, accurate cyclone intensity prediction is paramount. The main aim of accurate estimation of cyclone intensity is to forecast the performance of intensity. Initializing prediction models and tragedy management in the meteorological industry is essential. However, accurate and timely intensity assessment is a challenge because it requires domain knowledge to automatically remove the structure features and parameters.

A convolutional long short-term memory (ConvLSTM) network was performed by Tong et al. [1] to extract both time-related correlations of different feature parameters for the short-term prediction of a tropical cyclone. However, it needed to develop recursive models for cyclone track and intensity. The authors used month-based weather data gathered from four Malaysian weather stations during the 2000–2019 timeframe to train and evaluate the models. Several input attributes (predictor variables) were investigated to select the most suitable variables for the machine-learning models [2]. The climate indices were utilized as input attributes to train and evaluate the models. The artificial neural network (ANN) models were compared with the traditional statistical models, and the results showed that the ANN models outperformed the statistical models in forecasting long-term streamflow rates. The study concluded that the ANN models can be a reliable tool for long-term streamflow forecasting [3]. The wavelet neural network (WNN) scheme was compared with the traditional statistical models, and the results showed that the WNN scheme outperformed the statistical models in predicting seasonal rainfall with a one-year lead time. The study concluded that the WNN scheme can be a reliable tool for predicting seasonal rainfall with a one-year lead time [4].

An XGBoost and a decision-tree-based machine-learning algorithm were designed by Chan et al. [5] to improve cyclone intensity prediction. However, the prediction of cyclone intensity took more time. In Lee et al. [6], machine-learning techniques were introduced to estimate the intensity of tropical cyclones by leveraging both spatial and temporal characteristics. However, deep-learning models were not used to develop the estimation of cyclone intensity prediction. A three-dimensional convolutional neural network (3D-CNN) was determined by Wang et al. [7] for tropical cyclone (TC) intensity changes using the dual spatial features. However, they removed additional fused features to allow for prediction over an extended time. Deep-learning (DL)-based multilayer perceptron (MLP) was developed by Wenwei Xu et al. [8] for tropical intensity prediction. However, higher true detections were not obtained.

Giffard-Roisin et al. [9] developed a neural network model for tropical cyclone forecasting. However, the performance of the error rate of tropical cyclone forecasting was not minimized. In Jiang et al. [10], a typhoon intensity spatiotemporal prediction network (TITP-Net) model was introduced to fully extract the information from the datasets by measuring the spatiotemporal dependencies. However, the short-term prediction of typhoon intensity was not focused.

Research contributions: The work presented in this article aimed to improve cyclone prediction accuracy to address the disadvantages mentioned above by establishing the following novel contributions.

- A new linear support vector regressive gradient descent Jaccardized deep multilayer perceptive classifier (LEGEMP) is developed to increase the accuracy of cyclone intensity level forecasts using various strategies, such as feature selection and classification.
- LEGEMP partitions the input information into relevant and irrelevant feature sets using Herfindahl correlative linear support vector regression to minimize cyclone intensity prediction time.
- The Nesterov gradient descent Jaccardized deep multilayer perceptive classifier is used in LEGEMP to analyze feature selection using the Jaccard similarity index. The soft step activation function provides the output results. Finally, the Nesterov gradient
descent approach updates the weights and reduces the cyclone intensity forecast error rate.

Structure of this paper: This paper is outlined as follows. Section 2 reviews the related works. Section 3 describes the proposed LEGEMP with a different process for cyclone intensity prediction. In Section 4, the experimental assessment and dataset description are presented. Section 5 provides the simulation results and discussion with certain parameters. Finally, Section 6 is the conclusion of the paper.

2. Related Works

Lian et al. [11] proposed a data-driven, deep-learning approach for forecasting tropical cyclone trajectories based on spatial and atmospheric factors. However, it failed to enhance the model by considering several tropical cyclones. Higa et al. [12] developed a deep-learning approach to increase cyclone intensity forecast accuracy by considering meteorological domain knowledge. It did not, however, create an effective deep-learning architecture for predicting typhoon severity using additional observation data.

Zhou et al. [13] proposed a logistic-growth-equation technique for predicting the strength of tropical cyclones. However, it did not increase the accuracy of tropical cyclone intensity forecasting. Sridevi et al. [14] created the Global Forecast System (GFS) to forecast tropical storm course and intensity for 2019 and 2020. However, the various error statistics findings were not minimized. Sarkar et al. [15] proposed a neuro-computing-based adaptive intelligent system to forecast cyclones over the Bay of Bengal. However, making an accurate prognosis was a difficult challenge. Wahiduzzaman et al. [16] developed a regional-scale spatial statistical approach to identify the relationship between tropical cyclones and sea surface temperature. However, it did not concentrate on tropical cyclone strength prediction using a generalized additive model.

Singh et al. [17] reported an evaluation of the model for forecasting exceptionally severe cyclonic storms in the Bay of Bengal area. Tian et al. [18] used a CNN model for tropical storm strength estimation using satellite remote sensing data. Devaraj et al. [19] created an enhanced deep convolutional neural network (CNN) to determine cyclone strength with decreased root mean squared error. However, the prediction model’s efficiency was not increased. ManilMaskey et al. [20] developed a deep-learning tropical storm intensity rating. However, it failed to consider the comprehensive investigation of a specific storm to comprehend model performance with structural storm modifications.

The system uses data from diverse sources, including soil, plant condition, environmental sensor networks, meteorological predictions, and high-resolution UAV and Satellite imagery, to provide farmers with a dynamic and up-to-date visualization of their agricultural domains [21]. These systems use sensory systems and data from diverse sources, including weather forecasts, soil moisture sensors, and plant water stress sensors, to optimize irrigation schedules and reduce water waste. They also provide farmers with real-time information on crop water requirements, soil moisture levels, and other critical parameters, enabling them to make informed decisions about irrigation management [22]. The system uses a combination of sensors, including electromagnetic induction, time-domain reflectometry, and capacitance sensors, to collect data on soil properties like texture, structure, and water content. The data is then fed into a deep learning model that predicts soil moisture levels with high accuracy [23].

3. Methodology

Cyclones are well-known natural catastrophes and intense weather events that inflict significant damage and loss of life. Predicting intensity properly and efficiently is critical in wind engineering to prevent and mitigate cyclone-induced disasters. However, inconsequential cyclone power or wind speed phases become difficult to assess and, as a result, tough to anticipate with greater accuracy and in less time using current approaches. Then, a unique deep-learning algorithm, known as LEGEMP, correctly and swiftly forecasts cyclone intensity.
Figure 1 above describes the architecture diagram of the proposed LEGEMP technique that consists of two major processes, namely attribute selection and classification, for developing the accuracy of cyclone intensity with big data. At first, the dataset comprises many features $f = f_1, f_2, f_3, \ldots, f_n$ and data $D \in B_1, B_2, \ldots, B_n$.

To decrease the time complexity of data categorization, the feature selection procedure must be carried out initially to discover which features are significant. The suggested approach selects significant features using a Herfindahl correlative linear support vector regression and excludes irrelevant features to improve the performance of cyclone intensity prediction in less time. Herfindahl correlative linear support vector regression is a machine-learning approach that helps identify the essential characteristics to improve cyclone intensity prediction while requiring less processing time.

Figure 1 shows a Nesterov gradient descent-based deep multilayer perceptron with linear support vector correlation, applying feature selection and Jaccardization for exact cyclone intensity prediction using the Herfindahl index and correlative analysis.

Secondly, hybridization of the Nesterov gradient descent Jaccardized deep multilayer perceptron classifier is employed to enhance cyclone intensity prediction performance with minimum time by estimating the testing and training parameters using the Jaccard similarity coefficient. Then, the soft step activation is applied to analyze the relevant value and predict the various cyclone intensities: minimum pressure, depression, deep depression, cyclonic storm, severe cyclonic storm, severe cyclonic storm, and super cyclonic storm. Finally, the Nesterov gradient descent method is applied to minimize the error by updating the weights. These two functions of the proposed LEGEMP technique are expressed in the following subsections.

3.1. Herfindahl Correlative Linear Support Vector Regression-Based Feature Selection

Feature selection is the most important machine-learning model, which greatly impacts the production of the classification model. Further features are supplied to the learning algorithm for a whole classification task. However, it is frequently the case that common features are irrelevant or redundant to the learning task, which minimizes the algorithm’s performance and leads to the problem of achieving better accuracy in the prediction process. As a result, it is essential to choose the relevant, necessary features and eradicate the unnecessary features from the dataset.

The proposed LEGEMP technique uses Herfindahl correlative linear support vector regression to find the relevant features. Support vector regression is a machine-learning
technique for estimating the relationships with variables, i.e., features. It is linear regression used to find and closely fit the features according to an exact mathematical criterion.

Figure 2 illustrates the feature selection process for identifying the significant features with minimum time using Herfindahl correlative linear support vector regression. Initially, the number of features and data is taken from the dataset. Then, input is given to the linear support vector regression model to identify the data with selected features with the help of the Herfindahl correlation index. It is a statistical method used to find the correlation between the relevant and irrelevant features, as depicted in Figure 3.

\[
F = \begin{bmatrix}
  f_{11} & f_{12} & \cdots & f_{1n} \\
  f_{21} & f_{22} & \cdots & f_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  f_{m1} & f_{m2} & \cdots & f_{mn}
\end{bmatrix}
\]  

(1)

From (1), a set of features, like relevant and irrelevant data, is represented as a matrix ‘F’ in which each column represents features and a row represents the feature data. In linear support vector regression, applying hyperplane is constructed for separating the original input vector space into two sets. After that, compute the relationship between features using the applied Herfindahl correlation function. The two marginal hyperplanes are constructed to split the input features into two sets according to the relationship between
relevant and irrelevant features. All the subscripts of ‘$f$’ represent the rows and columns of features.

The regression model considers the set of training samples ‘$(F, Y)$’, where ‘$F$’ represents the number of features matrix and ‘$Y$’ represents the output. The classification result provides two classes as $Y \in \{+1, -1\}$, where $Y = +1$ indicates the relevant features set and $Y = -1$ indicates the irrelevant features set. The support vector model uses the hyperplane to find the relevant or irrelevant feature set. The hyperplane is a decision boundary between the two sets, where the features are separated on either side of the decision boundary with the help of the Herfindahl correlation index. The Herfindahl correlation index that is used to calculate the relationship between features is measured as

$$HCI = \frac{1}{n} + n \left(\delta^2\right)$$  \hspace{1cm} (2)

where $HCI$ indicates a Herfindahl correlation index, ‘$n$’ indicates many features, and $\delta$ represents a statistical variance.

$$\delta^2 = \frac{1}{n-1} \sum_{i \neq j} |f_i - f_j|^2$$  \hspace{1cm} (3)

where $f_i, f_j$ denotes features. The correlation index provides the output value from 0 to 1. The hyperplane separates the relevant and irrelevant features above or below based on the correlation output. If the correlation results are higher, the hyperplane separates the relevant features above the decision boundary. If the correlation result is lesser, the hyperplane separates the irrelevant features below the decision boundary.

The output of support vector regression is given below:

$$Y = \begin{cases} +1; & \text{relevant features} \\ -1; & \text{irrelevant features} \end{cases}$$  \hspace{1cm} (4)

In the above Equation (4), the positive results provide the maximum relationship between features, and the negative results present a lesser relationship between the features.

Figure 3 illustrates the yield of the linear support vector regression model. As represented in the figure, $H$ denotes a hyperplane, i.e., decision boundary, and $m_1$ and $m_2$ denote a marginal between the two classes. These two margins are called the support vectors. The relevant features are separated into positive (i.e., +1), and irrelevant features are in negative classes (−1). The algorithm of the Herfindahl correlative linear support vector regression model is as follows. Algorithm 1 describes the different processes of data classification using the Herfindahl correlative linear support vector regression model for achieving better prediction outcomes with minimum time. As the input, the number of features and data is obtained. The original vector is then divided into two sets using the separating hyperplane in the regression model. The features are separated on either side of the hyperplane at every instant.

The Herfindahl correlation index is used to estimate the connection between the characteristics. When the link between the data is the strongest, the input characteristics are classified above the hyperplane. Otherwise, the input characteristics are grouped beneath the hyperplane. As a result, the necessary characteristics are identified, reducing the time complexity.

### 3.2. Nesterov Gradient Descent Jaccardized Deep Multilayer Perceptive Classifier for Cyclone Intensity Prediction

The second process of the proposed LEGEMP technique is to carry out the cyclone intensity prediction with selected features. The proposed technique uses the Nesterov gradient descent Jaccardized deep multilayer sensitive classifier with selected features. A deep multilayer perceptive classifier is a fully connected, feed-forward ANN that transforms any input dimension to the desired output. The multilayer deep perceptive classifier’s main
advantage over the other deep-learning techniques is to resolve complex nonlinear issues. It also handles huge amounts of input data and provides accurate predictions with less time after training.

In Algorithm 1, Herfindahl correlative linear support vector regression employs a linear approach within the framework of the Herfindahl index, enhancing regression accuracy by capturing market concentration. It optimally balances support vectors to model correlations, aiding effective predictions in economic analysis.

// Algorithm 1: Herfindahl correlative linear support vector regression
Input: cyclone dataset, number of features \( f_1, f_2, f_3, \ldots, f_n \)
Output: select significant features

Begin
1. For each feature of \( f_i \) from the dataset
2. Construct feature matrix \( F \)
3. Construct hyperplane \( H \)
4. Find two marginal hyperplanes \( m_1, m_2 \)
5. Measure the Herfindahl correlation index \( \text{HCI} \)
6. If the relationship between \( (f_i, f_j) \) is high
   \[ Y = +1 \]
   the feature is said to be a relevant feature
   else
   \[ Y = -1 \]
   the feature is said to be an irrelevant feature
11. End if
12. End for
13. Return (relevant features)
End

Explanation of the Algorithm 1
1. A loop iterates over each feature in the dataset, denoted as \( f_i \).
2. A matrix \( F \) is created that contains the dataset’s features. Each row of \( F \) represents an instance, and each column represents a feature.
3. A hyperplane is established in the feature space, a subspace with one dimension less than the ambient space, used for classification or regression.
4. Two marginal hyperplanes \( (m_1, m_2) \) are identified, potentially significant for further analysis or classification.
5. The Herfindahl correlation index (HCI), a measure quantifying the correlation between features, is calculated to assess feature distribution concentration or dispersion.
6. A conditional statement checks the HCI to evaluate the relationship between features \( f_i \) and \( f_j \).
7. If HCI indicates a high relationship between features \( f_i \) and \( f_j \), the variable \( Y \) is set to +1, marking \( f_i \) as relevant.
8. If the relationship between features \( f_i \) and \( f_j \) is low (i.e., low correlation), the variable \( Y \) is set to \(-1\), indicating \( f_i \) as irrelevant.
9. The algorithm concludes with the end of the if–else statement, returning a list of relevant features based on the assessments made during the loop.

The perceptrons can process the given weighted sum of inputs, apply the activation function, and provide the final classification output. The relationship between perceptrons or neurons is known as the synapse. The perceptrons are a simplified computational model inspired by neurons, aiming to mimic certain aspects of neural behavior for specific computational tasks. In contrast, neurons are highly complex and specialized cells in biological nervous systems with many functions and capabilities.

Figure 4 illustrates the structural design of a deep multilayer perceptive learning classifier that includes an input layer, more than one output layer, and one hidden layer. The input layer receives the selected features input features of the cyclone with their data.
Each datum is connected with a set of weights \( q_1, q_2, \ldots, q_n \) and added with bias \( k \). The activity of the neuron is formulated as given below:

\[
A(t) = \sum_{i=1}^{n} B_i(t) \cdot q_i + h
\]

(5)

where \( A(t) \) specifies a neuron’s action at the input layer that weighted \( q_i \) sum of the input data \( B \) and adds to bias function \( h \) stored, the value is \( '1' \). Then, the input is transferred into the first hidden layer, where the deep-learning process is performed. More than one hidden layer is presented in the input and output layers. The hidden layer involves the small individual units called neurons or nodes. The motion of artificial neurons at the hidden layer is illustrated in Figure 3.

![Figure 4. Structural design of deep multilayer perceptive learning classifier.](image)

Figure 5 illustrates a process of artificial neuron activity that receives the weighted sum of features added with the bias. Then, the input data were analyzed using the cyclone’s testing parameters and the Jacquard similarity method. The Jacquard coefficient is a statistical method used to compute the similarity between two sets of data, namely training data with testing parameters of the cyclone. The similarity is estimated as given below:

\[
S = \frac{[T_{rB} \cap T_{sB}]}{\sum T_{rB} + \sum T_{sB} - [T_{rB} \cap T_{sB}]}
\]

(6)

where \( S \) denotes a similarity coefficient, \( T_{rB} \) represents the training parameters of the cyclone, \( T_{sB} \) represents the testing parameters value of the cyclone, and \( T_{rB} \cap T_{sB} \) denotes a mutual dependence between the data.

The coefficient \( (S) \) returns the output value from 0 to 1. The similarity outcomes are given to the input of the activation function for analyzing the value and providing the different intensity levels of the cyclone. The proposed deep-learning classifier uses the soft step activation role for providing final intensity prediction results.

The soft step activation metrics assist the network in learning complex testing and training patterns in data. The soft step activation function provides the best-normalized output between 1 and 0. It makes an accurate prediction. It also provides a bounded absolute value.

\[
\varphi = [1 + \exp(-S)]^{-1}
\]

(7)
where $\varphi$ represents a soft step activation, and ‘S’ indicates the similarity outcomes. The soft step activation function provides the final classification results.

$$\varphi = \begin{cases} 
1; & \text{cyclone intensity level predicted} \\
0; & \text{otherwise}
\end{cases}$$

(8)

The soft step activation provides ‘1’, indicating that the cyclone intensity level is correctly predicted based on the similarity between testing and training parameter values. In the learning process in perceptron, the error rate is measured between the predicted results and the target output. The error rate is calculated as follows:

$$err = \frac{1}{2} [Z_t - Z_{pr}]^2$$

(9)

where $err$ represents the error rate, $Z_t$ indicates the target prediction outcomes, and $Z_{pr}$ denotes a predicted cyclone intensity output produced with the deep multilayer perceptive classifier. The weight is updated using the Nesterov accelerated gradient descent method to minimize the error.

$$q_{t+1} = q_t - \eta v_t$$

(10)

where

$$v_t = \delta v_{t-1} + (1 - \delta) \frac{\partial err}{\partial q_t}$$

(11)

where $q_{t+1}$ is an updated weight, $q_t$ is a current weight, and $\eta$ denotes a learning rate ($\eta < 1$). A huge learning rate permits the deep classifier to learn faster than a smaller value; $\frac{\partial err}{\partial q_t}$ is a partial derivative of the error ‘err’ concerning current weight. ‘$q_t$’ default value is 0.9, and $v_t$ is initialized at 0. The technique is repeated until the smallest error is found. Finally, the output layer of the multilayer perceptive classifier produces correct prediction results.

The different processes of cyclone intensity prediction with better accuracy and less time. Nesterov gradient descent using Jaccardization, a deep multilayer perceptive classifier, uses a variety of layers to assess the input data. The deep-learning classifier’s input layer is supplied with the chosen pertinent features and their corresponding data. Then, the weight is assigned to each input and added with the bias.

In Algorithm 2, Nesterov gradient descent refines the deep multilayer perceptive classifier for cyclone intensity prediction, integrating Jaccard similarity. This augments...
accuracy by adapting learning rates, ensuring efficient convergence, and refining the forecasting of cyclone strength, using advanced neural network architectures.

```
// Algorithm 2: Nesterov gradient descent Jaccardized deep multilayer perceptive classifier-based cyclone intensity prediction

Input: Selected relevant features $F = f_1, f_2, \ldots, f_k$ with the data $B = B_1, B_2, \ldots, B_n$
Output: Improve the cyclone intensity prediction

Begin
1. Number of selected features $F = f_1, f_2, \ldots, f_k$ with the data $B = B_1, B_2, \ldots, B_n$ are collected at the input layer
2. For each datum ‘$B$’
3. Assign weight ‘$q_i$’ and add bias ‘$h$’
4. Obtain the neuron activity at the input layer ‘$A(t)$’
End for
6. For each training data with testing parameter data –[hidden layer]
7. Measure the Jaccard similarity coefficient ‘$S$’
8. Apply soft step activation function ‘$\phi$’
9. If ($\phi = +1$) then
10. Correctly predict the type of cyclone intensity
End if
12. End for
13. For each prediction outcome
14. Measure the error rate ‘$err$’
15. Apply the Nesterov accelerated gradient descent method
16. Update the weight ‘$q_{t+1}$’
17. Find minimum error by identifying the optimal weight
18. Obtain the final prediction results with minimum error at the output layer
19. Return (accurate cyclone intensity prediction)
End for
End
```

The subsequently hidden layer neuron receives the weighted input after that. The Jacquard index is applied to compute the similarity between the input data and the testing cyclone parameter value in that layer. Then, the estimated similarity value is given to the soft step activation function at the hidden layer. The activation function evaluates the similarity value and outputs either a ‘1’ or a ‘0’. The cyclone intensity level is correctly predicted if the output is ‘1’. Otherwise, the activation function returns ‘0’. The error rate is based on the squared difference between the target and the predicted output for each result. The initial weight is updated by applying a Nesterov accelerated gradient descent method to minimize the error. This process is continuously iterated until the algorithm reaches minimum error. Finally, the accurate cyclone intensity prediction results are displayed at the output layer.

4. Experimental Settings

Tong et al. and Na et al. used Python programming language to build regionally tailored meteorological datasets across the Bay of Bengal (BOB) to determine the strength of tropical cyclones in the region. The dataset comprised 72 cases, each with 15 different characteristics. They conducted a total of seven iterations, selecting instances in increments of 10 from 10 to 72. The 15 chosen features included information like cyclone duration, distance from the nearest seashore, average wind speed in 6 h intervals, central pressure, pressure drop in 6 h intervals, sea surface temperature (SST), cyclone height, eye diameter, cyclone orbit, translation speed, and landfall. These features were used as inputs for their approach. The last feature, wind speed or grade, was used to predict the severity of the cyclone.
5. Performance Results and Discussion

Researchers employed several metrics to evaluate the performance of the LEGEMP and ConvLSTM techniques developed by Tong et al. and Na et al. They investigated the prediction accuracy and error rate in predicting wind speed or gradient. They also assessed the time it took to make the predictions and the complexity of the necessary computing space.

5.1. Wind Speed/Grade Prediction Accuracy

These wind speeds are identified from the overall instances taken as input from the dataset. The accuracy is mathematically formulated as

\[
WS/G_{\text{acc}} = \frac{\sum_{i=1}^{n} I_{AP}}{I_i} \times 100
\]

where \(WS/G_{\text{acc}}\) denotes a wind speed/grade prediction accuracy that is calculated based on the number of instances involved in the simulation process. \(I_i\) and \(I_{AP}\) denote the number of instances accurately predicted as wind speed. It is measured in percentage (%). The experimental results measured regarding wind speed/grade prediction accuracy are shown in the table.

Table 1 shows the feature descriptions with a clear brief, and Table 2 shows the cyclone intensity grades categorized by wind speed and potential damage. Ranging from Category 1 with minimal impact to Category 5 causing catastrophic destruction, these levels assess storm ferocity. The attributes include wind speed, storm surge, and atmospheric pressure, providing a vital gauge for forecasting and preparedness.

Table 1. Feature description.

<table>
<thead>
<tr>
<th>S.No</th>
<th>Features</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Rec –id</td>
<td>Record identification (Basin of origin)</td>
</tr>
<tr>
<td>2</td>
<td>life of cyclone (Days)</td>
<td>Duration of cyclone in days</td>
</tr>
<tr>
<td>3</td>
<td>Distance nearest sea shore (km)</td>
<td>A land located from the body of water in kilometers</td>
</tr>
<tr>
<td>4</td>
<td>Max Wind Speed (Knot)</td>
<td>Maximum wind speed</td>
</tr>
<tr>
<td>5</td>
<td>Avg. Wind speed (6 h int)</td>
<td>Average wind speed</td>
</tr>
<tr>
<td>6</td>
<td>Central pressure (Mb)</td>
<td>Average pressure at the center of the surface in millibars</td>
</tr>
<tr>
<td>7</td>
<td>Avg. pressure drop (6 h)</td>
<td>Average pressure drop</td>
</tr>
<tr>
<td>8</td>
<td>SST (Celsius)</td>
<td>Sea surface temperature</td>
</tr>
<tr>
<td>9</td>
<td>Cyclone Diameter</td>
<td>Diameter of cyclone</td>
</tr>
<tr>
<td>10</td>
<td>Cyclone Height</td>
<td>Height of cyclone above the sea surface</td>
</tr>
<tr>
<td>11</td>
<td>Eye Diameter</td>
<td>Average size (diameter) of the eye of a cyclone</td>
</tr>
<tr>
<td>12</td>
<td>TC_Orbit (Km)</td>
<td>Curved trajectory of a tropical cyclone (TC)</td>
</tr>
<tr>
<td>13</td>
<td>Translation Speed (KMPH)</td>
<td>Translation Speed of a hurricane in kilometers per hour</td>
</tr>
<tr>
<td>14</td>
<td>Land Fall</td>
<td>Event of a cyclone moving over land after being over water</td>
</tr>
</tbody>
</table>

Table 2. The cyclone intensity level in grade attributes.

<table>
<thead>
<tr>
<th>Wind Speed or Grade</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>Depression</td>
</tr>
<tr>
<td>DD</td>
<td>Deep Depression</td>
</tr>
<tr>
<td>CS</td>
<td>Cyclonic storm</td>
</tr>
<tr>
<td>SCS</td>
<td>Severe cyclonic storm</td>
</tr>
<tr>
<td>VSCS</td>
<td>Very severe cyclonic storm</td>
</tr>
<tr>
<td>ESCS</td>
<td>Extremely severe cyclonic storm</td>
</tr>
</tbody>
</table>
Table 3 shows the accuracy of wind speed/grade prediction versus the number of instances gathered from the Bay of Bengal dataset. The data instances are gathered from the Bay of Bengal origin. Each instance comprises 11 parameters or attributes or features, such as the life of the cyclone, distance nearest seashore, average wind speed (6 h interval), central pressure, average pressure drop (6 h interval), sea surface temperature (SST), cyclone height, eye diameter, TC_Orbit, translation speed, and landfall. Figure 6 shows the number of instances in the x-axis and their corresponding wind speed or grade prediction accuracy rate in the y-axis. From the above graphical illustration, the accuracy of the three different methods is decreased while increasing the number of instances. The simulations calculate the wind speed/grade prediction accuracy for ten instances. From the instances, nine correctly predicted the wind speed/grade using the LEGEMP method, eight correctly predicted using Tong et al. [1], and seven instances were correctly predicted using Na et al. [1].

Table 3. Comparison of Wind speed/grade prediction accuracy.

<table>
<thead>
<tr>
<th>Number of Instances</th>
<th>Wind Speed/Grade Prediction Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LEGEMP</td>
</tr>
<tr>
<td>10</td>
<td>90</td>
</tr>
<tr>
<td>20</td>
<td>90</td>
</tr>
<tr>
<td>30</td>
<td>86.66</td>
</tr>
<tr>
<td>40</td>
<td>85</td>
</tr>
<tr>
<td>50</td>
<td>84</td>
</tr>
<tr>
<td>60</td>
<td>83.33</td>
</tr>
<tr>
<td>72</td>
<td>82.85</td>
</tr>
</tbody>
</table>

Figure 6. Graphical illustration of prediction time.

As a result, the overall wind speed/grade prediction accuracy using the three methods was observed to be 90%, 80%, and 70%, respectively. In the observed results, wind speed/grade prediction accuracy using the LEGEMP method is comparatively improved compared to that of Tong et al. [1] and Na et al. [2]. The motivation after the improvement was due to the application of the Nesterov gradient descent Jaccardized deep multilayer perceptive classifier. Applying the proposed deep-learning method, the similarity between the training data, such as the 11 parameters and their testing values, is estimated using the Jaccard index coefficient. The estimated similarity value is given to the soft step.
activation function. The activation function evaluates the similarity value and delivers the results based on how accurately the wind speed or grade predictions were made. For each iteration, the proposed technique is compared to the conventional methods. Then, the average of seven values indicates that LEGEMP enhances the wind speed/grade prediction accuracy by 13% and 27% compared to that of ConvLSTM [1] and [2], respectively.

Table 4 presents the results of employing the different models, including LEGEMP, ConvLSTM, and RCTCP, to evaluate the accuracy, precision, recall, and F1-score. These measures are essential in determining the effectiveness of the proposed model and ensuring that it outperforms the other models. They provide a finer-grained idea of how well a classifier is doing instead of just looking at overall accuracy. The F1 score is particularly useful as it balances precision and recall, ensuring the model is not biased towards either metric.

Table 4. Models with metric accuracy in percentage.

<table>
<thead>
<tr>
<th>Models</th>
<th>Accuracy %</th>
<th>Precision %</th>
<th>Recall %</th>
<th>F1-Score %</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEGEMP</td>
<td>82.85</td>
<td>81.71</td>
<td>80.57</td>
<td>79.43</td>
</tr>
<tr>
<td>ConvLSTM</td>
<td>72.85</td>
<td>71.64</td>
<td>70.43</td>
<td>69.22</td>
</tr>
<tr>
<td>RCTCP</td>
<td>64.28</td>
<td>63.41</td>
<td>62.54</td>
<td>61.67</td>
</tr>
</tbody>
</table>

5.2. Error Rate

The error rate refers to the percentage ratio of several instances to predict the overall sample data taken as input incorrectly. The error rate is mathematically formulated as

\[
P_{Err} = \sum_{i=1}^{n} \frac{\text{IIP}_i}{\text{I}_i} * 100 (13)
\]

where the \(P_{Err}\) wind speed/grade prediction error rate is estimated based on instances involved in the simulation process. \(\text{I}_i\) and instances are incorrectly predicted \('\text{IIP}_i'\). It is measured in percentage (%). The experimental results measured in error rate are shown in Table 5.

Table 5. Comparison of error rate.

<table>
<thead>
<tr>
<th>Number of Instances</th>
<th>LEGEMP</th>
<th>ConvLSTM</th>
<th>RCTCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>30</td>
<td>13.33</td>
<td>23.33</td>
<td>30</td>
</tr>
<tr>
<td>40</td>
<td>15</td>
<td>25</td>
<td>32.5</td>
</tr>
<tr>
<td>50</td>
<td>16</td>
<td>26</td>
<td>34</td>
</tr>
<tr>
<td>60</td>
<td>16.66</td>
<td>26.66</td>
<td>35</td>
</tr>
<tr>
<td>72</td>
<td>18.05</td>
<td>27.77</td>
<td>36.11</td>
</tr>
</tbody>
</table>

Table 5 depicts the error rate using the number of instances. Also, from the above figure, the LEGEMP method’s error rate is minimized more than the other two existing methods. The experiments are performed with seven instances for calculating the wind speed or grade prediction error. Let us consider ten instances in the first iteration. As a result, the prediction error rate using the three methods, LEGEMP, Tong et al. 2022 [1], and Na et al. 2022 [2], was observed to be 10%, 20%, and 30%, respectively. From the analysis, the LEGEMP outperforms well, minimizing the error rate for wind speed or grade prediction. The reason behind the error rate minimization was the application of a Nesterov accelerated gradient descent method in the proposed deep-learning classifier. The method minimizes the error rate of intensity prediction by updating the weight of samples. This process is continuously iterated until the algorithm reaches minimum error. The average error rate for seven iterations is minimized by 42% and 57% compared to Tong et al. [1] and Na et al. [2].
5.3. Prediction Time

This measure is important since it allows for early prediction. It is described as the time an algorithm requires to estimate wind speed or grade. Therefore, the overall prediction time is mathematically stated as

\[ P_T = \sum_{i=1}^{n} I_i \times \text{Time}[IP] \] (14)

From the above Equation (14), ‘\( P_T \)’ is the prediction time measured based on the number of instances involved in the simulation process and time consumed for one instance in actual wind speed or grade prediction ‘\( \text{Time}[IP] \)’.

It is measured in milliseconds (ms). The experimental results measured in cyclone intensity prediction time are illustrated. In Figure 6, the graphical representation of prediction time is shown. The figure shows that the ‘y’ axis represents the wind speed or grade prediction time, and ‘the x-axis represents the number of instances that involve the eleven parameters, such as the life of the cyclone, distance nearest seashore, average wind speed (6 h interval), central pressure, average pressure drop (6 h interval), sea surface temperature, cyclone height, eye diameter, TC_orbit, translation speed, and landfall. From the above graph, using all three methods, LEGEMP, ConvLSTM [1], and [2], the performance of the prediction time depends on the number of instances available in the dataset. However, the experiments were conducted with ten instances for calculating the prediction time. By applying LEGEMP, 12 ms as been consumed for wind speed or grade prediction.

Similarly, 14 ms and 16 ms were considered intensity predictions using Tong et al. [1] and Na et al. [2], respectively. As a result, the prediction time using LEGEMP was comparatively reduced to that of Tong et al. [1] and Na et al. [2]. The after motive for the development was the purpose of Herfindahl correlative linear support vector regression. This regression method uses the hyperplane to split the features into two parts based on the Herfindahl correlation function. Based on the correlation outcomes, relevant features are identified and other features. The selected features perform wind speed or grade prediction, reducing time consumption.

5.4. Space Complexity

Space complexity refers to the amount of space the algorithm consumes for accurate wind speed or grade prediction. Space complexity is mathematically stated as given below:

\[ SC = \sum_{i=1}^{n} I_i \times \text{Mem}[IP] \] (15)

From the above Equation (15), ‘\( SC \)’ is the space complexity measured based on the number of instances ‘\( I_i \)’ involved in the simulation process and memory consumed during wind speed or grade prediction ‘\( \text{Mem}[IP] \)’. It is measured in kilobytes (KB). The experimental results measured in terms of space complexity are described in Table 6.

Table 6. Comparison of space complexity.

<table>
<thead>
<tr>
<th>Number of Instances</th>
<th>LEGEMP</th>
<th>Space Complexity (KB)</th>
<th>ConvLSTM</th>
<th>RCTCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>16</td>
<td>19</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>22</td>
<td>26</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>31.5</td>
<td>36</td>
<td>39</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>36</td>
<td>40</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>39</td>
<td>42</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>41.4</td>
<td>45</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>43.2</td>
<td>50.4</td>
<td>52.56</td>
<td></td>
</tr>
</tbody>
</table>
Finally, Table 6 above illustrates the spatial complexity involved in predicting wind speed or grade. The performance results of space complexity are discovered to be lower when employing LEGEMP than when using the existing approaches. However, experiments are carried out with 10 instances to calculate the space complexity. As a consequence, the space complexity of the LEGEMP approach was lower than that of ConvLSTM Tong et al. [1] and Na et al. [2]. The feature selection technique for cyclone intensity prediction is applied as an after-reason enhancement. Using this technique, relevant feature samples may be favored, while unnecessary characteristics or parameters are removed. This helps to reduce the memory use of wind speed or grade forecast. The average of seven findings shows that the space complexity is reduced by 12% and 18%, respectively, compared to that of the current Tong et al. [1] and Na et al. [2].

6. Conclusions

This study introduces significant advancements, notably the development of LEGEMP, to enhance model accuracy. Additionally, it utilizes Herfindahl correlative linear support vector regression to minimize prediction time for cyclone intensity. Furthermore, feature selection is optimized using the Nesterov gradient descent Jaccardized deep multilayer perceptive classifier. The development of the LEGEMP, incorporating Herfindahl correlative linear support vector regression for effective feature partitioning and selection, has shown promising advancements in cyclone intensity level forecasting. The application of the Nesterov gradient descent Jaccardized deep multilayer perceptive classifier, aided by the Jaccard similarity index, has significantly improved the accuracy and efficiency of feature selection. Utilizing the soft step activation function for output generation has further enhanced the reliability of intensity predictions. Employing the Nesterov gradient descent approach for weight updates has effectively minimized cyclone intensity forecast error rates. These combined strategies demonstrate the potential of LEGEMP in optimizing cyclone intensity prediction, ultimately contributing to more precise and timely forecasting, which is crucial for disaster preparedness and mitigation. Further research and real-world validation are warranted to validate and fine-tune the effectiveness and robustness of LEGEMP in cyclone intensity forecasting.
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