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Abstract: Emission factors serve as a valuable tool for quantifying the release of pollutants from
road vehicles and predicting emissions within a specific time or area. In order to overcome the
limitation of the computer program to calculate emissions from the road transport (COPERT) model
in directly obtaining precise emission factors from on-board diagnostic (OBD) data, we propose a
novel two-stream network that combines time-series features and time-frequency features to enhance
the accuracy of the COPERT model. Firstly, for the instantaneous emission factors of NOx from
multiple driving segments provided by heavy-duty diesel vehicles in actual driving, we select the
monitored attributes with a high correlation to the emission factor of NOx considering the data scale
and employing Spearman rank correlation analysis to obtain the final dataset composed of them and
emission factors. Subsequently, we construct an information matrix to capture the impact of past data
on emission factors. Each attribute of the time series is then converted into a time-frequency matrix
using the continuous wavelet transform. These individual time-frequency matrices are combined to
create a multi-channel time-frequency matrix, which represents the historical information. Finally, the
historical information matrix and the time-frequency matrix are inputted into a two-stream parallel
model that consists of ResNet50 and a convolutional block attention module. This model effectively
integrates time-series features and time-frequency features, thereby enhancing the representation of
emission characteristics. The reliability and accuracy of the proposed method were validated through
a comparative analysis with existing mainstream models.

Keywords: OBD; emission factors; COPERT; two-stream network; time-frequency features

1. Introduction

Heavy-duty diesel vehicles are one of the main tools for long-distance cargo trans-
portation around the world, which have the advantages of flexible, convenient and low-cost
transportation and play an important role in the national economy. However, due to their
high fuel consumption, long mileage and high ownership, heavy-duty diesel vehicles have
become an important source of nitrogen oxide emissions from motor vehicles. According
to the “China Mobile Source Environmental Management Annual Report (2021) [1]”, diesel
vehicle emissions of carbon monoxide (CO), hydrocarbons (HC), nitrogen oxides (NOx)
and particulate matter (PM) accounted for 9.9%, 18.7%, 57.3% and 77.8% of national vehicle
emissions in 2020, respectively. Therefore, the NOx emission control is the difficulty and
focus of the current pollution reduction in heavy-duty diesel vehicles, but the effectiveness
of standard control measures for heavy-duty diesel vehicles needs to quantitatively be eval-
uated based on accurate diesel vehicle transient emission models. The formulation of the
current emission limit standard is based on the emission factor model under the laboratory
cycle conditions, and the vehicle emissions are calculated by establishing the correlation
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between the emission characteristics of the motor vehicle and various influencing factors of
the motor vehicle. The emission factor model serves as the basis for the emission inventory
accounting and the formulation of emission reduction policies.

The current vehicle emission models are different in terms of computational require-
ments and the experimental physical input data. Some emission factor models, such as the
MOBILE model [2] developed by the U.S. Environmental Protection Agency (U.S. EPA),
the EMFAC model [3] developed by the California Air Resources Board (CARB) and the
COPERT model [4] developed by the European Commission, calculate the emissions based
on the average speed of specific driving cycles. These models are usually used to estimate
or predict macro-level traffic emissions in a specific area (regional area or city scale) for
a specific time period of total pollution emissions (usually a quarter or a year), while
ignoring the dynamic driving conditions. Another kind of emission model incorporate
the instantaneous speed, acceleration/deceleration and other vehicle driving characteristic
data to accurately reflect the emissions under different vehicle operating modes such as idle,
steady-state cruise and various acceleration/deceleration levels, which are suitable for ana-
lyzing the emission of a single vehicle or a number of specific roads emissions calculation
tasks. These models mainly include the IVE model [5] and the CMEM model [6] developed
by the University of California, Riverside (UCR). The MOVES is a comprehensive model [7]
developed by the EPA, which can estimate emissions based on average velocity as well
as operating conditions. It can be appropriate for both micro, meso and macro emission
estimation. Due to the lack of basic data, the domestic research on emission factor models
started late, and the foreign default values were directly used to evaluate local vehicle
pollution emissions, resulting in large estimation errors.

In the last few years, there have been significant advancements in the field of vehicle
emission modeling, driven by the widespread adoption of technologies such as Portable
Emission Measurement System (PEMS) [8] and OBD remote online monitoring [9]. These
technologies have enabled researchers to obtain actual road emission factors, which can
be used to refine and improve emission models used in developed countries. Quirama et
al. [10] utilized PEMS to develop a methodology based on energy consumption analysis
at a micro-trip level. This mode facilitated the assessment of real-world energy consump-
tion and emissions for a fleet operating within a defined geographical region. Tsinghua
University and other domestic institutions have developed the Beijing Vehicle Emission
Factor Model (EMBEV) based on established emission models from foreign sources [11].
Wang et al. [12] employed a computational approach based on decision optimization to
estimate road segment speeds using low-frequency GPS trajectory data. They combined
this with a micro-emission model to estimate carbon dioxide emissions. Kumar et al. [13]
used 6 years of air pollution data from 23 Indian cities, selected relevant features through
correlation analysis, solved the data imbalance problem by using resampling techniques
and, finally, identified key pollutants directly affecting the Air Quality Index (AQI) using a
machine learning approach. Wang et al. [14] considered the influence of historical vehicle
operating states and developed a microscopic emission model based on a BP neural net-
work using short-term driving conditions. Xu et al. [15] proposed a deep learning-based
approach for exhaust gas telemetry data using COPERT emission factors. This approach
involved constructing a three-layer self-encoder network to extract features from heteroge-
neous data sources such as meteorological data, road network data, traffic flow data and
urban functional areas, thereby correcting the COPERT emission model. Yang et al. [16]
analyzed the actual CO2 and NOx emissions of National IV buses using remote on-board
diagnostic (OBD) data. They established a calculation method for CO2 and NOx emissions
based on OBD data. In light of the swift progress in artificial intelligence technology, there
has been a notable emergence of innovative theoretical perspectives and sophisticated
technical approaches. These advancements have brought about substantial changes in
the landscape of research and analysis across traditional industries. Recently, there has
been a surge in scholarly research focusing on the online monitoring of OBD vehicle net-
works. Xu et al. [17] proposed a transfer learning-based approach for predicting mobile
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source pollution in the context of OBD pollution monitoring, specifically focusing on the
impact of multiple external factors. The study utilized diesel vehicles as a case study and
successfully achieved knowledge transfer across different vehicle models. Molina [18]
employed random forest to determine the most influential driver variables based on the
best attributes of the training model using OBD II data. Rivera-Campoverde et al. [19]
addressed the challenge of estimating vehicle pollutant emission levels in the absence of an
accurate model and limited measurement campaigns. They proposed a novel method for
pollutant emission estimation by utilizing vehicle driving variables such as vehicle gear,
engine speed and gas pedal position as inputs to a neural network model. The results of
their approach closely aligned with those obtained from the IVE model and real driving
emissions (RDE) test results. Wang et al. [20] proposed a coherent methodology that utilizes
the OBD system to collect operational data from heavy-duty diesel vehicles. Subsequently,
an artificial neural network is constructed to develop an emission prediction model. This
approach enables real-time monitoring of the vehicle’s emission status, providing valuable
insights for environmental protection and vehicle management purposes. Chen et al. [21]
presented a methodology for gathering vehicle parameters, including speed, RPM, throttle
position, engine load, etc., through the OBD interface. Subsequently, they employed the
AdaBoost algorithm to classify driving behaviors, achieving an impressive accuracy rate of
99.8% across various driving scenarios.

However, the current emission model uses artificially designed parameters such as
vehicle speed and acceleration to characterize the relationship between vehicle driving
conditions and pollution emissions, where only the time domain information of vehicle
driving conditions data came from multiple sensors is used to construct the emission model,
without considering the frequency domain representation information of the vehicle engine
states. The current emission models are mainly based on the traditional regression learning
method, in which it is difficult to ensure the accuracy of the model representation and
comprehensively describe the mapping relationship between the vehicle driving state and
emissions under different working conditions.

The representative models are shown in Table 1 (where VSP represents the instanta-
neous output power per unit mass of a motor vehicle). The data of these models come
from bench tests and on-board tests and it is difficult to obtain accurate emission factors
directly using these models on OBD data. Under the circumstance that it is difficult to
fully verify the results of most emission models in China, the process application should be
an important indicator of emission model selection. When calculating emissions, it is not
necessary to choose the latest model. Different models are suitable for different regional
situations and development stages Although the emission model based on operating condi-
tions can better reflect the relationship between actual driving conditions and emissions,
vehicle pollution control is still in the early stage in most cities in China, and there is a
lack of statistical data on vehicle ownership and in-vehicle driving conditions. When the
model input parameters are difficult to obtain and the accuracy cannot be guaranteed, it
will not help even if there is a model that is fully applicable to the local area. The purpose of
this work is to revise the emission model, and the primary consideration is the availability
of model parameters for model selection, and the ease of building an a priori emission
model. Considering the congruence between the emission standards and vehicular control
technologies employed in China and Europe, coupled with the accessibility of the requisite
parameters for the European-developed COPERT model, it is not surprising that COPERT
has found extensive application in research related to pollution emissions from on-road
mobile sources within China [22–25]. In light of these factors, this study has elected to
utilize COPERT as the emission model of choice, subjecting it to amend for the purpose of
calculating NOx emission factors within the OBD dataset.

Vehicle driving conditions play a pivotal role in determining emissions. When model-
ing on-road mobile source emissions, the focus is typically on establishing the relationship
between the operational status of the mobile source and the level of pollutant emissions.
The accuracy and validity of the model rely on the precise representation of the on-road
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mobile source’s operational status. Therefore, in order to modify the COPERT model to
achieve the application of COPERT model on the OBD dataset, it is necessary to accurately
represent the on-road mobile source operation state. However, the mobile source driv-
ing state is complicated and variable due to the influence of driving behavior, external
environment and other factors, and it is not enough to accurately represent the mobile
source driving state by only relying on the monitoring data at a certain moment. Therefore,
considering the influence of historical information on the calculation of emission factors at
the current moment is the key to our modification of the COPERT model.

Table 1. Typical traffic emission models.

Characterization
Parameters Model Application

Scale
Calculation

Method Data Source Parameter
Numbers

Average speed
MOBILE [2] Macro, Meso Statistical

Regression Bench Test 27

COPERT [4] Macro, Meso Statistical
Regression Bench Test 15

EMFAC [3] Macro, Meso Statistical
Regression Bench Test 16

VSP IVE [5] Macro, Meso Statistical
Regression Bench Test and On-road Emission Test 19

Engine power
requirement CMEM [6] Macro, Meso,

Microscopic
Physical

Modeling On-road Emission Test 47

Average speed,
VSP, Traffic

volume
MOVES [7] Macro, Meso,

Microscopic
Statistical

Regression Bench Test and On-road Emission Test -

To address the aforementioned challenges in emission model construction, we propose
a two-stream modification model based on the fusion of time-series and time-frequency
features with historical information (HI_TTFTS). First, the actual emission factors of the
OBD, using Spearman rank correlation analysis, are used to extract the correlation factors
from the data volume for the measured data of the OBD, which are presented as not strictly
continuous. Then, by utilizing the NOx emission factors alongside the corresponding
attributes at the same time point, the historical information matrix is constructed. Sub-
sequently, the continuous wavelet transform (CWT) is applied to obtain a multi-channel
time-frequency matrix representation of the historical information. Finally, the two-stream
model, consisting of ResNet and the convolutional block attention module (CBAM), is
employed to incorporate both the time series matrix and the time-frequency matrix for
model refinement. To assess the effectiveness of the proposed model, a comprehensive set
of experiments was conducted. The results obtained from these experiments demonstrate
the significant potential of our approach in accurately estimating NOx emission factors
using online monitoring data from OBD vehicle networks. This innovative approach opens
up new avenues for future research in this field.

The remaining parts of this paper are arranged as follows. We clarify the COPERT
model and relevant deep learning models in Section 2. In Section 3, we present the details
of the proposed time-frequency two-stream network model. The experiments and result
analysis are presented in Section 4. Finally, we conclude the paper and discuss the future
possible extending work in Section 5.

2. Related Works
2.1. COPERT

The development of the COPERT model was supported by funding from the European
Environment Agency (EEA) to provide motor vehicle emissions data for the European
National Atmospheric Emissions Inventory (NAEI). The model uses average speed to
characterize vehicle travel characteristics and is based on a large number of test data, which
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are compatible with different national standards and parameter variables. Since China
adopts European vehicle emission test protocols and regulatory systems similar to China,
the COPERT model has good applicability in calculating Chinese motor vehicle exhaust
emissions [26].

The emission factors for different pollutants under different standards, all as a function
of velocity, are calculated as follows: [27].

EFCOPERT = (a + c ·Vr + e ·V2
r )/(1 + b ·Vr + d ·V2

r ) (1)

where EFCOPERT (g/km) is the emission factor of NOx; a, b, c, d, e, f are the constant factors
and Vr (km/h) is the average speed on the road section. The values of the constant coeffi-
cients associated with the calculation of NOx emission factors under different standards
are given in Table 2, and the paper is calculated for the Euro 5 standard.

Table 2. Coefficients of COPERT model [27].

Coefficients Euro 1 Euro 2 Euro 3 Euro 4 Euro 5

a 5.25× 10−1 2.84× 10−1 9.24× 10−2 1.06× 10−1 1.89× 10−1

b / −2.34× 10−2 −1.22× 10−2 / 1.57

c −1.00× 10−2 −8.69× 10−3 −1.49× 10−3 −1.58× 10−3 8.15× 10−2

d / 4.43× 10−4 3.97× 10−5 / 2.73× 10−2

e 9.36× 10−5 1.14× 10−4 6.53× 10−6 7.10× 10−6 −2.49× 10−4

f / / / / −2.68× 10−1

2.2. Emission Factor Obtaining of NOx Based on OBD

In the actual monitoring of OBD, the specific values of emission factors cannot be
obtained directly through monitoring, and it is necessary to calculate the reliable actual
emission factors with the help of its related data, which is calculated as follows: [28].

EF_OBD =
0.454
0.746

·
∑t2

t1
0.001587 ·NOx ·Qexh

∑t2
t1

QFR
3600 · ρ f

· BSFC (2)

where EF_OBD (g/kWh) is the emission factor of NOx and BSFC is the specific engine
fuel consumption, which can be obtained based on bench or PEMS measurements, or by
referring to the US EPA report (EPA-420-R-02-005) [29]. NOx (ppm) is the NOx volume
concentration downstream of SCR read by the OBD; QFR (L/h) is the engine fuel volume
flow rate read by the OBD; t1 and t2 are the start and end of a driving time, respectively, ρ f
(kg/L) is the density of the fuel used in the engine and Qexh (kg/h) is the instantaneous
exhaust mass flow rate, which is calculated as follows.

Qexh =
3.6 ·QFR · (1 +

x+ y
4−

z
2

12x+y+16z · 22.4/20.9% · ρair)

1− O2·ρair
20.9ρexh

(3)

where x, y and z are the molar ratio of carbon to carbon (C/C), the molar ratio of hydrogen
to carbon (H/C) and the molar ratio of oxygen to carbon (O/C) in the fuel, respectively.
According to GB17691-2018 [30], diesel is CH1.86O0.006; O2 (%) which is the volumetric
concentration of O2 in the exhaust gas monitored by the OBD; ρair is the density of ambient
air at 0 ◦C and 101.3 kPa. The value is 1.293 kg/m3; ρexh for the exhaust density in kg/m3,
according to GB17691-2018 [30]. The exhaust density of heavy-duty vehicles burning diesel
is 1.2943 kg/m3.

To ensure consistency between the COPERT model and the OBD model in calculating
emission factor units for heavy-duty diesel vehicles, a conversion factor of 1.27 [28] is
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applied to the OBD-calculated NOx emission factor to convert it from grams per kilowatt-
hour (g/kWh) to grams per kilometer (g/km).

2.3. ResNet

The CNN model structure has a notable influence on the representational ability of
the network. In recent years, there has been a proliferation of CNN network architectures,
including notable ones such as AlexNet [31], GoogLeNet [32], VGGNet [33] and ResNet [34].
These architectures have been proposed successively to address various challenges. ResNet,
in particular, introduces the concept of residual learning to mitigate the degradation
problem encountered in deep networks, where increasing the number of layers leads to
a decline in performance. By incorporating residual learning, ResNet enables deeper
networks while maintaining accuracy and controlling computational speed. The key
building block of ResNet is the residual unit, which is depicted in Figure 1.

Figure 1. Structure of the residual module.

Currently, ResNet is one of the most extensively employed networks for feature
extraction. The ResNet family includes popular models such as ResNet18, ResNet34,
ResNet50, ResNet101 and ResNet152. In this study, we have selected ResNet50 as the
primary backbone network. The detailed architecture of ResNet50 is presented in Table 3.

Table 3. Architecture of ResNet50.

Stage 0 7 × 7, 64, strider 2

3 × 3 max pool, stride 2

Stage 1
 1× 1, 64

3× 3, 64
1× 1, 256

× 3

Stage 2
 1× 1, 128

3× 3, 128
1× 1, 512

× 4

Stage 3
 1× 1, 256

3× 3, 256
1× 1, 1024

× 6

Stage 4
 1× 1, 512

3× 3, 512
1× 1, 2048

× 3

2.4. Attention in CNN

In the cognitive process of things, attention helps the brain to automatically ignore
low-value and low-likelihood information so as to think deeply about certain issues without
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being distracted by other things. With reference to this property, data scientists have carried
out a series of studies on it in the field of deep learning [35,36]. In recent years, there have
been numerous studies to improve the performance of CNNs by introducing attention
mechanisms, which can be classified as a mixture of spatial attention, channel attention
already spatial attention and channel attention according to their scopes.

For CNNs, each layer of the CNN outputs a C×W × H feature map, where C rep-
resents the number of channels, and W and H represent their width and height. Spatial
attention is assigned different weights to each point of the W × H scale matrix for all
channels, and the assigned weight represents the contribution of that point to the current
task. STN [37] and DCN [38], as its representatives, have shown good performance. Unlike
spatial attention, the channel attention mechanism applies a weight to each feature map
on each channel, and this weight represents the relevance of each channel to the current
task. The larger the value, the more important the channel is in the current task. Among
the representative models are SENet [39] and ECANet [40].

Since both the spatial attention mechanism and channel attention mechanism can
improve the performance of CNN networks to some extent, some scholars have considered
combining the two, giving a greater boost to CNNs. The authors of [41] proposed a
convolutional block attention module (CBAM), given an intermediate feature map, so that
the network inferred the attention weights along the space and channel sequentially, and
then multiplied with the original feature map to make adaptive adjustments to the features,
and the overall structure of CBAM is shown in Figure 2.

Figure 2. Structure of the CBAM (Convolutional Block Attention Module).

It decomposes the original one-dimensional time-series signal into a two-dimensional
time-frequency matrix by applying scaling and translation operations to the wavelet ba-
sis function.

2.5. Continuous Wavelet Transform

The continuous wavelet transform (CWT) is a versatile method for time-frequency anal-
ysis. It decomposes the original one-dimensional time-series signal into a two-dimensional
time-frequency matrix by applying scaling and translation operations to the wavelet basis
function [42]. A two-dimensional time-frequency matrix can be obtained by performing
a continuous wavelet transform on a one-dimensional time-series signal. This matrix
provides a comprehensive representation of the frequency information of the signal as it
evolves over time. Equation (4) [43] illustrates the specific details of the CWT conversion
for any function f (t) in the L2(R) space.

CWTf (a, τ) = 〈 f (t), ψa,τ(t)〉 =
1√
a

∫
f (t)ψ(

t− τ

a
)dt (4)

where ψa,τ(t) = 1√
a ψ
( t−τ

a
)
, a and τ are parameters representing stretching and translation,

respectively.The function ψ(t) is a wavelet basis function derived from the mother wavelet
through operations of stretching and translation.

3. Methodology

In this section, we focus on the specific introduction of the model. Refer to Figure 3,
where we present a two-stream network model based on the fusion of time-series and time-
frequency features of historical information to modify the COPERT model. Firstly, in view
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of the fact that the OBD data actually monitored are not strictly continuous in temporal
terms, we divide the whole dataset into driving segments to obtain multiple continuous
driving segments; Then, based on the amount of data in each driving segment, we use
Spearman rank correlation analysis to select the correlation attributes with the emission
factors of NOx obtained from the OBD data. Finally, the selected relevant attributes are used
to construct the historical information matrix, and the corresponding historical information
matrix is converted into a time-frequency matrix using CWT, and the historical information
matrix and the time-frequency matrix are used as inputs in two parallel structures combined
by ResNet50 and CBAM to complete the correction of the COPERT model and achieve the
emission factor of NOx using the COPERT model on the OBD dataset.

Figure 3. The architecture of the HI_TTFTS network.

3.1. Data Description

In this paper, the experiment uses the actual travel OBD data of a diesel vehicle
collected in Hefei in 2020, the engine attributes and sampling standard of this diesel vehicle
are shown in Table 4.

Table 4. Engine section parameters and sampling standards.

Fuel Type Diesel Fuel

Displacement 11.596 L

Maximum Horsepower 375 PS

Maximum Torque 1800 N·m

Rated Rotation Speed 2100 rpm

Engine Type WP12.375E51

Brand WEICHAI

Sampling Interval 5 s

Time Period 8 June 2020–29 November 2020

Number of Sampling 27,562

In the data preprocessing phase, the collected raw data underwent several steps.
Initially, irrelevant attributes were removed, followed by anomalous records with values of
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0 for vehicle speed, NOx concentration and instantaneous engine fuel consumption rate.
Table 5 provides an overview of the attributes and their corresponding symbols in each
dataset after the completion of the preprocessing stage.

Table 5. Attribute Comparison Table.

Name Label Name Label

Engine speed Espeed Actual output torque percentage AOTP

Engine water temperature EWT Engine fuel temperature EFT

Post-treatment downstream NOx NOx Post-treatment downstream oxygen O2

Atmospheric pressure AP Environmental temperature ET

Post-treatment exhaust gas mass flow rate PTEGM Urea tank level UTL

Urea tank temperature UTT Vehicle speed Vspeed

Gas peddal opening GPO Single Driving Miles SDM

Engine fuel consumption rate (instantaneous) EFCR Average Engine fuel consumption rate EFCRavg

Engine fuel consumption for single driving EFCSD Total engine fuel consumption EFCtotal

Battery voltage BV Fuel tank level FTL

Cumulative engine runtime CER Longitude LNG

Latitude LAT / /

3.2. Data Processing

In the actual correction phase of the COPERT model, we need data that are as continu-
ous as possible in time series with complete labeling of each record. However, the OBD
data collected for the actual road driving cannot be collected directly due to their inherent
non-strict continuity in time series and the EFCOPERT to be corrected and the EF_OBD as a
label. We need to divide the pre-processed dataset into continuous driving segments and
obtain the emission factors for NOx. The data processing methods in this paper are Driving
Segment Division and Get Emission factor of NOx.

3.2.1. Driving Segment Division

Considering that the dataset consists of real-world driving data from a diesel vehicle
collected across several days, it contains consecutive driving segments, resulting in a
presentation of the data that is not strictly continuous. During preprocessing, irrelevant
records were removed, causing a division in the continuous driving segments and further
division in the already non-strictly continuous records. However, it is important to note
that the records without delay preceding and following the removed erroneous records are
still regarded as continuous. Therefore, It is essential to determine an optimal upper limit
for the continuous time interval when partitioning the dataset into driving segments. This
ensures that the impact of removing invalid data during preprocessing is minimized.

In this study, we have defined a maximum time interval of 180 s. Any records with
intervals exceeding this threshold are considered as separate driving segments. After the
initial screening, each piece of the drive contains a varying number of records. To ascertain
that each selected driving segment is of sufficient length for calculating emission factors
based on historical information, we have set the minimum number of records per segment
to 180, which is equivalent to a duration of 15 min. The data volume for each segment is
presented in Figure 4.
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Figure 4. Valid Driving Clip.

3.2.2. Obtaining NOx Emission Factors

In the process of obtaining emission factors, the emission factor for the k-th record
is determined by considering the collective data from the first record to the kth record.
The specific criteria for selecting k will be explained in more detail in Section 4. As we
encounter the challenge of computing the NOx emission factor for the initial k-1 records
within each driving segment during emission factor calculation, we initiate the process for
each driving segment from the kth record onwards and align the computed emission factors
EF_OBD and EFCOPERT with the corresponding timestamps. Furthermore, our dataset
lacks the measurement of the engine fuel volume flow rate QFR, thus we derive QFR using
the following formula.

QFR = 0.01 · EFCR ·VSpeed (5)

By using Equations (1)–(3), EFCOPERT and EF_OBD were computed. The results are
shown in Figure 5 (taking k = 48 as an example). The figure illustrates that, in the majority
of data records, the peaks of EFCOPERT are lower than those of EF_OBD, while the troughs
are higher. Directly observing common characteristics of the two trends is challenging. This
indicates a substantial disparity in the NOx emission factors calculated by the COPERT
and OBD models. Simply deriving emission factors from the COPERT model and adjusting
them to fit the OBD data using specific mathematical formulas is difficult.

Figure 5. Emission factors of NOx.

3.3. Screening of Correlation Factors

The impact of each attribute derived from OBD data on the calculation of emission
factors varies. Attributes with low correlations have minimal influence during the training
of the model. This not only hampers the enhancement of model performance but also
increases the number of model parameters. Thus, it is essential to choose factors that
demonstrate strong correlations with EF_OBD before initiating model training.
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In our work, Spearman correlation analysis is used by us to select the attributes that
have high correlation with EF_OBD. Using Spearman correlation analysis for a continuous
dataset, we can easily derive correlations among attributes using the t-value test; however,
our data are multiple continuous driving segments and there are differences in data volume.
Therefore, we propose a correlation factor screening based on the amount of data for
each model.

The data correlation analysis for multiple driving segments is shown in Figure 3. We
computed the direct Spearman correlation coefficients between EF_OBD and other factors
(including EFCOPERT) in all driving segments separately and chose t = 1.645 for hypothesis
testing to determine whether EF_OBD is strongly correlated with other attributes in that
form segment. Based on this, we extracted all other driving segment attributes that were
correlated with EF_OBD and constructed a correlation matrix C. Each row in C represents
the correlation of each attribute in the driving segment with EFCOPERT and EF_OBD, where
1 represents a strong correlation and 0 represents a weak correlation, and each column
in C represented a specific attribute type. To accommodate variations in data volume
across different driving segments, we generated a data volume matrix D. Each row in D
corresponded to a specific driving segment, and the values in each column represented the
data volume of that driving segment. We then computed the Hadamard product of matrices
C and D (with C being the element-wise matrix of D). The values in the resulting matrix
represent the correlation of each driving segment attribute with respect to EF_OBD based
on the current amount of data. Finally, the summation of each column in this matrix yielded
the correlation data volume matrix RC, which is visually depicted as illustrated below.

RC =
num( f ea)

∑
i=0

C� D

=
[
nums f 1, nums f 2, · · · , nums f n, numsEFCOPERT

] (6)

C =


S1,1 S1,2 · · · S1,copert
S2,1 S2,2 · · · S2,copert

...
...

...
...

S48,1 S48,2 · · · S48,copert

 (7)

D =


nums1 nums1 · · · nums1
nums2 nums2 · · · nums2

...
... · · ·

...
nums48 nums48 · · · nums48

 (8)

Within the equation, nums f i denotes the data quantity linked to EF_OBD for the i-th
attribute, numsEFCOPERT represents the data quantity associated with EFCOPERT versus
EFOBD, and � signifies the Hadamard product. The data quantity for each attribute in
RC is compared against the predefined threshold of correlation data PC. An attribute is
considered strong correlation if PC ≥ nums fi. The final correlation attributes obtained are
then combined with EFOBD to obtain the final dataset.

3.4. Two-Stream Model Based on Historical Information

As shown above, we have constructed an input matrix based on the NOx emission
factor about k-1 segment history information under multiple external factors. Briefly,
each column of the input matrix represents one-dimensional time-series information of a
certain attribute, which indicates that the whole matrix is from the time domain and is a
time-series matrix containing multidimensional time-series information. To convert the
one-dimensional temporal signal into a two-dimensional time-frequency matrix for each
column of the input matrix, the Continuous Wavelet Transform (CWT) can be utilized. This
transformed time-frequency matrix can represent both the time and frequency domain
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information of the information collected from heavy-duty diesel vehicles. It offers a clear
representation of the correlation between signal frequency and temporal transformation.

3.4.1. Historical Information Matrix Construction

After the above series of operations, we get the driving segments that combine emis-
sion factors and keep only the attributes strongly related to EF_OBD. For each driving
segment, with k as a step and EF_OBD as the label, In order to construct a historical infor-
mation matrix, we take the driving segment with k = 3 and length m as a representative
example. Within each matrix, the first two records represent the historical information,
while the third record represents the current information. The corresponding EF_OBD
value for the current information is used as the label. This procedure yields a total of m − 2
matrices, as shown in Figure 6.

Figure 6. History Information Matrix Construction Process.

3.4.2. CWT

For each column in the historical information matrix, the application of the continuous
wavelet transform allows for the conversion of the one-dimensional time-series signal into a
two-dimensional time-frequency matrix. This transformation facilitates the visualization of
the emission attribute signals from the mobile source, revealing their characteristics in both
the time and frequency domains. It provides a clear depiction of the relationship between
signal frequency transformation and time. CWT is performed on a historical information
matrix (k = 48, Pc = Q2), and the resulting time-frequency matrix is visualized as shown in
Figure 7.

For CWT, the choice of wavelet basis functions has a large impact on the effect of
wavelet transform. To evaluate the conversion effect of CWT, for a variety of wavelet
basis functions, we consider the converted time-frequency matrix as a gray-scale map, and
based on the amount of data, we construct a quality index (QIavg) index using information
entropy (IE) and Laplacian gradient (LG) to evaluate its converted time-frequency map,
where IE is used to measure the uncertainty of the information source and LG is used to
evaluate the clarity of the gray-scale map. The formulaic description of the quality index
(QIavg) is as follows:

QIavg = QIsum
count( f eature)+count(train,val)

=
∑train,val ∑ f eaature (QI)

count( f eature)+count(train,val)

(9)

QI =
IE + LB

2
(10)

IE = −
255

∑
i=0

p(i)log2 p(i) (11)
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LB = ∑x ∑y |G(x, y)| (12)

In the provided equation, count( f eature) represents the number of features, while
count(train, val) denotes the cardinality of the combined training and validation datasets.
The expression p(i) = count(p = i)/(m ∗ n) is utilized to quantify the relative frequency
of grayscale values with pixel value i in an image of dimensions mn, where the grayscale
range spans from 0 to 255. In this context, count(p = i) signifies the occurrence count of
pixel value i within the image. The symbol G(x, y) represents the convolution operation
involving the Laplacian operator at the pixel coordinate (x, y), and Laplacian operator

L =

 0 1 0
1 −4 1
0 1 0

.

Figure 7. Visualization of the time-frequency matrices.

By using the QIavg indicator, the quality of each wavelet basis function is shown
Figure 8 (k = 48), where the mexh wavelet basis function has the largest QIavg value and
the best conversion. Therefore, the mexh function will be used for the continuous wavelet
transform in the subsequent experiments of this paper. After CWT, the time-frequency
matrix obtained for each relevant attribute and EFCOPERT is superimposed into a multi-
channel matrix as the final time-frequency stream input.

Figure 8. QIavg of each wavelet basis function.
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3.4.3. Two Stream

In this paper, we use a combination of ResNet50 and CBAM to extract historical
features. The CBAM module is added after the stage four output.

The two stream models use a combination of two parallel Resnet50 and CBAM,
and after averaging the pooling layers, the output size of the two stream models is
BathSize× 2048× 1× 1, which is reshaped to BathSize × 2048, and then the reshaped
features are fused. Feature fusion is a mid-level fusion between data fusion and decision
fusion [44]. It can eliminate redundant information due to correlation between different
feature sets. The features extracted from the time-series stream and the time-frequency
stream are fused and the strategy is defined as follows.

db = concat(T, TF) = [tb
1, tb

2, · · · , tb
2048, t f b

1 , t f b
2 , · · · , t f b

2048] (13)

where b represents the bath sequence number, T is the temporal flow characteristics and
TF is the time-frequency flow characteristics.

After passing through the feature fusion layer, the model can obtain a more compre-
hensive and accurate evaluation structure. Finally, the fused feature vectors are fed into
the FC layer to achieve one regression prediction. The loss function is as follows, where
the first term MSE is used to ensure the prediction performance in training and the second
term L1 norm is used to prevent overfitting.

J(w, b) = MSE(y, ŷ) + λ‖w‖1 (14)

where MSE(y, ŷ) = 1
n

n
∑

i=1
(wxi + b− yi)

2, w is the weight, b is the bias, y is the label and ŷ

is the model prediction.

4. Experiments

In this study, we employ Min–Max normalization to standardize the dataset. The
dataset is then divided into training, validation and test sets in a ratio of 7:2:1. During
training, a batch size of 64 is used, and the Adam optimizer is applied with a learning rate
of 0.0001. The maximum number of iterations is set to 200. Evaluation metrics, including
MAE, RMSE and MAPE, are used to assess the model’s performance. Training is stopped
if the loss fails to decrease for 15 consecutive iterations. The values of each metric are the
average values of five repeated experiments.

4.1. Historical Information Step Setting

For our method, the length k of historical information has an important impact on the
performance of the model. A too short length k will make the historical information not be
considered completely enough, resulting in a lower performance of the trained model. A
too long length k will cause the constructed historical information matrix to carry too much
information and increase the unnecessary computation. Therefore, the determination of the
value of the historical information step k in the model is particularly important, however,
the existing theoretical knowledge does not support us to make a direct determination
of the value of k. Therefore, we design to use different values of k to experiment on the
two-stream model to select the optimal k.

We experimented in the case of for the deletion of any attributes. Historical information
is determined at intervals of 1 min (12 records) to obtain the historical information set
KL = {12, 24, 36, 48, 60, 72, 84}, where the numbers represent the amount of data that make
up a matrix. The experimental results are shown in Table 6.

Figure 9 is a visual depiction of the various metrics in Table 6. From the figure, it
is easy to see that at k = 48, our model has the smallest values in the three metrics MAE,
MAPE and RMSE. Therefore, for our dataset, the historical information step k is finally set
to 48.
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Figure 9. Model performance at different k values.

Table 6. Performance of the Model for Various Values of k.

K
Metrics MAE MAPE RMSE

12 0.0173 19.90% 0.0292

24 0.0112 11.49% 0.0187

36 0.0101 13.27% 0.0177

48 0.0086 8.23% 0.0159

60 0.0092 10.96% 0.0181

72 0.0099 11.44% 0.0166

84 0.0123 18.72% 0.0208

4.2. Setting of Correlation Data Volume

The amount of relevant data, PC, is also an important parameter for the performance of
the model. In this paper, the candidate set of PC is set to consist of quartiles of uncensored
attributes and total data volume LPC = [0, Q1, Q2, Q3], which is experimented with k = 48,
and the relevance of each attribute at k = 48 is shown in Table 7.

As shown in Table 7, if setting the amount of relevant data is set to 25% (Q1) of the
total data, only the attribute AP needs to be removed from all attributes; if setting the
amount of relevant data is set to 50% (Q2) of the total data, the four attributes AP, PTEGM,
UTL and UTT are removed from all attributes. If it is set to 75% (Q3) of the total data, the
attributes ESpeed, AOTP, EWT, NOx, AP, ET, PTEGM, UTL, UTT, GPO, EFCR, EFCRavg, BV,
FTL and CER are removed from all attributes.

The experimental results are shown in Table 8, where 0 means no irrelevant factor
deletion is performed. From Table 8, we can see that only one attribute of AP is deleted
in Q1, so the model performance is similar to that of the model without irrelevant factor
deletion, and the best performance of the model is at Q2, which has the smallest index, and
the rest of the relevant data volume has a significant gap compared with it. Therefore, we
finally choose the relevant data volume PC as Q2.
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Table 7. The correlation of each feature under different PC.

Feature
PC Q1 Q2 Q3 Feature

Pc Q1 Q2 Q3 Feature
Pc Q1 Q2 Q3

Espeed X X AOTP X X EWT X X

EFT X X X NOx X X O2 X X X

AP ET X X PTEGM X

UTL X UTT X Vspeed X X X

GPO X X SDM X X X EFCR X X

EFCRavg X X EFCSD X X X EFCtotal X X X

BV X X FTL X X CER X X

LNG X X X LAT X X X EFCOPERT X X X

Table 8. Model performance at different PC.

PC

Metrics
MAE MAPE RMSE

0 0.0086 8.23% 0.0159

Q1 0.0089 9.03% 0.0153

Q2 0.0077 7.38% 0.0137

Q3 0.0086 8.82% 0.0156

4.3. Ablation Experiments

In order to verify the validity of the module models in this paper, we perform relevant
ablation experiments with the already selected parameters k = 48, PC = Q2, where the main
experimental models are as follows.

(a) ResNet50: single-stream resnet50 with the historical information matrix as input.
(b) ResNet50 (CBAM): Resnet50 of a single stream combined with CBAM, with the

historical information matrix as input.
(c) HI_TTFTS (without CBAM): two-stream model composed of two resnet50, the two-

stream inputs are the historical information matrix and the time-frequency matrix,
respectively.

(d) HI_TTFTS (left): two-stream model composed of two resnet50, left combined with
CBAM, the left input is the historical information matrix and the right input is the
time-frequency matrix.

(e) HI_TTFTS (right): two-stream model composed of two resnet50, right combines
CBAM, the left input is the historical information matrix, and the right input is the
time-frequency matrix.

(f) HI_TTFTS (all): two-stream model composed of two resnet50, respectively, with
CBAM, the left input is the historical information matrix and the right input is the
time-frequency matrix.

The results of the ablation experiments are shown in Table 9, and the RMSE, MAE
and MAPE metrics obtained for each model experiment show that the HI_TTFTS (CBAM)
model obtains a richer feature representation using two streams of time-frequency and
time-sequence streams in parallel, while the key information for making modifications
to the COPERT model is obtained from the large amount of information by adding the
CBAM module to both streams, and its model performance is better than the other five
models. Specifically, by comparing the ResNet50 (CBAM) and Resnet50 models, it can
be seen that CBAM brings a positive effect on the correction of emission factors for the
ResNet model, which can improve its performance; and by comparing the ResNet50 and
Two stream (without cbam) models, it can be seen that the positive effect of the two-stream
model on the model performance improvement. Finally, by comparing HI_TTFTS (without
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CBAM), HI_TTFTS (left) and HI_TTFTS (right), the performance of the model can be
improved to some extent by adding the CBAM module to any stream in the two streams,
while the multi-channel time-frequency matrix obtained by CWT through transforming the
historical information matrix brings the number of parametric larger and more informative
feature representation, it is easier to obtain an effective feature map representation by
imposing an attention mechanism on the informative time-frequency stream, which makes
the HI_TTFTS (right) model perform slightly better than the HI_TTFTS (left) model.

Table 9. Ablation model performance comparison.

Model
Metrics

MAE MAPE RMSE

ResNet50 0.0156 17.36% 0.0256

ResNet50 (CBAM) 0.0098 9.37% 0.0186

HI_TTFTS (Without
CBAM) 0.0138 16.69% 0.0225

HI_TTFTS (Left) 0.0123 13.70% 0.0198

HI_TTFTS (Right) 0.0112 13.23% 0.0181

HI_TTFTS (all) 0.0077 7.38% 0.0137

4.4. Comparative Experiment

To verify the excellent performance of our proposed model for COPERT correction,
we selected the following mainstream models for comparison with our proposed dual-flow
model based on historical information.

(a) Support Vector Regression (SVR): only consider the influence of each attribute on the
emission factor at the current moment, the input data is only the combination of each
attribute and EFCOPERT at the current moment.

(b) Artificial Neural Network (ANN): only consider the influence of each attribute on the
emission factor at the current moment, the input data is only the combination of each
attribute and EFCOPERT at the current moment.

(c) Convolutional Neural Network (CNN): a general CNN model with time-frequency
matrix as input.

(d) TF: ResNet50 model with time-frequency matrix as input.
(e) TSFF: Each column of the historical information matrix is pieced together into a 6*8

matrix [44] and multi-channel superposition is performed with dual-stream inputs
of the historical information matrix and the constructed 2D construction matrix,
respectively, to a parallel structure combining ResNet50 and CBAM.

With mae, mape and rmse as evaluation indicators, the experimental results are shown
in Table 10, and HI_TTFTS (ours) has the best indicators. Specifically, SVR has the worst
effect and ANN is the second best, which is due to the fact that both SVR model and
ANN model do not take the historical information matrix as input, and only consider the
influence of each attribute on NOx emission at the current moment, and the correction
effect is poor, while ANN can obtain better performance by training with sufficient amount
of data; In the case of considering the influence of historical information, the CNN is limited
by the network structure, and the model performance is poor, while the two-stream method
TSFF, which constructs a two-dimensional matrix by splicing to obtain richer information,
is second, and the time-frequency conversion is more informative than the method of
splicing to construct a two-dimensional matrix, so the effect is better. Our proposed method
combines the CBAM module on the basis of time-frequency stream ResNet50, and obtains
the best performance by supplementing the time-frequency information with the new
time-series history matrix.
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Figure 10 shows the prediction results of each model corrected for COPERT, and we
have chosen points in the range of 400–500 in the test set to show the details, from which
we can see that the HI_TTFTS proposed in this paper fits better with EF_OBD.

Figure 10. Comparing the predictions of various models.

Table 10. Performance of mainstream model vs. HI_TTFTS for COPERT modification.

Model
Metrics

MAE MAPE RMSE

SVR 0.0864 87.18% 0.1524

ANN 0.0229 138.43% 0.0275

CNN 0.01963 60.6% 0.0292

TF 0.0135 16.76% 0.0216

TSFF 0.0163 20.13% 0.0274

HI_TTFTS 0.0077 7.38% 0.0137

5. Conclusions

In order to perform an accurate NOx emission factor calculation on the OBD online
monitoring dataset using the COPERT model, we propose a two-stream amendment model
based on the fusion of time-series and time-frequency features with historical information
(HI_TTFTS). The model uses Spearman’s rank correlation analysis based on data volume,
which solves the situation that the actual dataset presents multiple consecutive segments
in the time series, which makes the correlation analysis complicated. Our proposed model
considers the influence of historical information on current moment emissions, and the his-
torical information matrix and the corresponding time-frequency matrix are constructed as
inputs to the parallel ResNet50 and CBAM combined network. This approach achieves the
fusion of temporal features and two-dimensional time-frequency features, which improves
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the COPERT model correction effect. By comparing our model with mainstream models,
we have verified its more stable performance and reliable prediction accuracy.

In this study, we used data from a diesel vehicle for about six months for the experi-
ment. Due to the limitation of the difficulty of dataset collection, we could not obtain more
data. Therefore, our conclusions may be limited by the size of the data and the model of
the car being taken, and we hope that we can further improve the quality of the data in
the later studies to support us to get more generalizable results. In addition, the spatial
and temporal features are not considered separately in this work, but are treated as one
kind of feature, and in future research, the temporal and spatial features can be considered
separately to carry out more in-depth research.
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