Emission Rate Estimation of Industrial Air Pollutant Emissions Based on Mobile Observation
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Abstract: Mobile observation has been widely used in the monitoring of air pollution. However, studies on pollution sources and emission characteristics based on mobile navigational observation are rarely reported in the literature. A method for quantitative source analysis for industrial air pollutant emissions based on mobile observations is introduced in this paper. NO\textsubscript{x} pollution identified in mobile observations is used as an example of the development of the method. A dispersion modeling scheme that fine-tuned the meteorological parameters according to the actual meteorological conditions was adopted to minimize the impact of uncertainties in meteorological conditions on the accuracy of small-scale dispersion modeling. The matching degree between simulated and observed concentrations was effectively improved through this optimization search. In response to the efficiency requirements of source resolution for multiple sources, a random search algorithm was first used to generate candidate solution samples, and then the solution samples were evaluated and optimized. Meanwhile, the new index S\textsubscript{match} was established to evaluate the quality of candidate samples, considering both numerical error and spatial distribution error of concentration, in order to address the non-uniqueness of the solution in the multi-source problem. Then, the necessity of considering the spatial distribution error of concentration is analyzed with the case study. The average values of NO\textsubscript{x} emission rates for the two study cases were calculated as 69.8 g/s and 70.8 g/s. The S\textsubscript{match} scores were 0.92–0.97 and 0.92–0.99. The results were close to the online monitoring data, and this kind of pollutant emission monitoring based on the mobile observation experiment was initially considered feasible. Additional analysis and clarifications were provided in the discussion section on the impact of uncertainties in meteorological conditions, the establishment of a priori emission inventories, and the interpretation of inverse calculation results.
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1. Introduction

Analysis of pollution sources based on environmental monitoring technology has always been an important method in various environmental protection supervision methods [1–3]. Analysis of air pollution sources can accurately identify and deeply analyze pollution sources, provide strong technical support and scientific decision-making basis for air pollution prevention and control [4,5], and then improve environmental quality through effective treatment measures. With the intelligent development of monitoring equipment and the further application of big data and artificial intelligence technology, air pollution source analysis technology is developing in a more efficient, accurate, and intelligent direction [6,7]. At present, some key pollution sources of key enterprises have installed real-time online monitoring equipment, but in fact, most enterprises or non-key pollution sources still lack real-time monitoring technology. Combined with the current situation of enterprise pollution source supervision, real-time online monitoring technology cannot cover all pollution sources of all enterprises, so it is still necessary to establish a
relatively general quantitative source analysis method suitable for most pollution sources of most enterprises.

The quantitative source analysis that takes the emission rate and other source information as the research objective is called Source Term Estimation (STE), which often requires inverse calculation [8,9]. STE research can provide technical support for the emission control of industrial parks or enterprises [6,10], and it can provide a basis for the relevant departments to formulate the control policy at the same time. The air pollutant source analysis based on the inverse calculation strategy uses the atmospheric dispersion model to describe the quantitative relationship between the pollution source parameters and the concentration at the receptors, and then with the help of a variety of traceability algorithms to backpropagate the estimation of the source parameters from the observed concentration at the receptors [11–13]. The methods of inverse calculation can be divided into two types of algorithms based on optimization theory and statistical theory. Optimization theory algorithms are divided into direct search algorithms and indirect search algorithms based on the solution method. The indirect search algorithms mainly include four-dimensional variational assimilation [14,15], concomitant methods [9,16], the least squares algorithm [17], the inverse calculation of the Safer system [18], etc. This kind of algorithm is more complicated when the derivative of the adaptive function may not be solved, and it is easy to fall into the dilemma of local optimization. Direct search algorithms represented by simulated annealing algorithms [9], genetic algorithms [19,20], artificial neural network algorithms [21], and particle swarm algorithms [22] do not need to solve for the derivative but rather iteratively search the data space for many times until the function converges through different ways of selecting the parameters, and it is relatively easy to obtain the globally better solution [19]. Statistical theoretical methods based on Bayesian inference have been widely used in STE research [23,24], mainly including the Bayesian Monte Carlo random process and the Markov chain Monte Carlo method and its improved methods [25–27]. Each method of inversion has its own advantages and disadvantages. Compared with a single algorithm, the source analysis, which, when coupled with multiple algorithms, is more effective in balancing global and local search performance and can effectively improve the accuracy of inverse results. Araki et al. [28] combined simulated annealing and genetic algorithms to expand the search space to find local optimums, which were applied to optimize an air monitoring network. Zheng et al. [29] proposed an optimization algorithm based on a genetic algorithm and particle swarm optimization algorithm to identify the source parameters of nuclear weapons, and the resultant prediction accuracy is over 98%. Qiu et al. [26] developed a fast source estimation method based on artificial neural networks and particle swarm optimization algorithm and simulated prediction by training artificial neural networks through a large number of scenarios, which significantly improved the computational efficiency and the accuracy of the result. Kong et al. [30] integrated particle swarm optimization algorithm and Kalman filtering algorithm to study the inversion of leakage emission rate, expanding the online monitoring range while improving the accuracy of source localization.

The above algorithms usually search for a better solution strategically and progressively and gradually approximate the true solution in continuous iterations or statistical sampling of larger samples. Their computational time cost is high, especially when the dimensions of the variables to be solved are large. Unfortunately, the number of emission sources of some enterprises is really very large when observing on a mobile cruise for real enterprises. The target enterprise had 25 potential emission sources in the NOx emission cases in this paper. The time cost of the above search strategy for such an inverse calculation scenario is huge. These progressive search strategies were not used in our source analysis scheme in order to meet the time-sensitive requirements of practical environmental management. Instead, a random search strategy was used to generate a set of candidate solutions, and the better solutions were selected from the candidate set. Random search is a numerical optimization method that does not require an improvement in the gradient of the problem, also known as the black-box method. It can be used to solve discontinuous
or differentiable functions. The algorithm was proposed in the 1960s [31] and has been continuously discussed and optimized since then. Random search is computed by iteratively moving to better positions in the search space [32], and these positions are randomly sampled from the computational domain. Random number generators are available in most computer program libraries, so random search is able to compute large-scale data problems efficiently through fast coding [33,34] and is suitable for many types of global optimization studies [35,36].

Quantitative estimation of air pollution emission rate based on mobile observation is a concern in this paper. Mobile monitoring devices such as mobile monitoring vehicles and unmanned aerial vehicles have been increasingly used in ambient air quality management in the past nearly three decades [37–39]. Mobile observation techniques can effectively quantify the spatial distribution of pollution concentrations over a short measurement time while ensuring data accuracy [40]. They can also achieve fine spatial coverage of air pollution over large scales (tens to hundreds of square kilometers) [41,42] to help managers quickly identify pollution scenarios. Compared with the long-term deployment of fixed monitoring stations, the mobile monitoring approach greatly improves the flexibility, mobility, and convenience of pollution monitoring [43,44]. A large number of source analysis studies mentioned above are mainly based on the data from fixed monitoring equipment. However, there are very few actual source analysis studies on mobile monitoring data. Ge [45] built an integrated mobile monitoring platform based on an ideal model and used a fluent model as well as an improved concomitant probability algorithm to realize automated reverse pollutant traceability at the park scale, but actual cases are still needed to test the emission rate results. A few practical case studies have shown that the complexity of uncertainty in source analysis can lead to large result errors. Zhou [46] estimated the emission rates of five emission sources in a chemical park using the least squares algorithm based on the monitoring concentration data from drones and monitoring vehicles. The relative errors of the emission rate results based on different diffusion models ranged from 21% to 340% overall. The authors attributed the large emission rate errors to a variety of reasons. In addition to the small amount of concentration measurement data, sensor errors, and simulation errors in diffusion models, wind direction deviation was an important factor. The high speed of the mobile monitoring vehicle led to local airflow disturbance, resulting in unrepresentative observed wind direction. It has also been mentioned in literature studies that there is a large uncertainty in the pulsation of local small-scale real-time meteorological conditions, so the influence of meteorological conditions should be paid attention when establishing source analysis methods [21,29,47–49]. The same problem was found in our analysis of the wind data observed with the monitoring vehicle. If the meteorological data used in the emission rate estimation deviates significantly from the meteorological conditions at the time of the actual emission, the error of the result is likely to remain high, which may be important for source analysis at the enterprise scale. We did an ideal experiment based on the simulated data. The results showed that the error of the simulated concentration when the wind direction deviated by $5^\circ$–$30^\circ$ was about 30.2–120.4% relative to the simulated concentration under the reference wind direction. Zhou [46] further suggests that using the diffusion model with higher spatiotemporal resolution or using more accurate meteorological data, especially wind direction data, might yield more accurate source term estimates.

The method of pollution emission rate estimation based on mobile observation is developed in this paper, and two consecutive mobile observation experiments of a large enterprise are used as examples to introduce the method. The observation experiment and the inversion cases identified based on the observed data are presented at the beginning of Section 2. Then, the source analysis process and related technical methods after the observation experiment are also introduced. Similar to the study by Zhou [46], the difference in the effect of the deviation between the simulated and actual meteorological conditions was clearly demonstrated in the cases of this enterprise. Therefore, forward-calculated simulations and searches considering variable meteorological conditions were employed to
cope with this nuisance. The necessity and effectiveness of fine-tuned searches based on actual meteorological conditions are illustrated in Section 3.1 by comparing the results of inversion under different simulation strategies. The determination of a reasonable sample size for the random search is presented in Section 3.2. As mentioned earlier, the source analysis technique here was not based on an asymptotic search, but rather on the evaluation and optimization of the solution samples generated by the random search. Section 3.3 describes the solution set evaluation method, considering both numerical error and spatial distribution error of concentration. The results of inversion are compared with the reference emission list data and the actual emission rate data based on online monitoring at the end of Section 3, and the source analysis method is discussed. The conclusions of the study are given in Section 4.

2. Case Data and Methods

2.1. Mobile Observation Experiment

The experimental scheme of navigation observation usually detours the road outside the enterprise in order to collect as much pollutant concentration data as possible in the downwind direction of the target enterprise. There are many kinds of pollutants involved in navigation observation, and the concentration fluctuation of pollutants on the experimental road section is helpful for emission inversion. Therefore, it is necessary to identify the cases suitable for the inverse calculation according to the observed concentration data characteristics of different pollutants.

The NO\textsubscript{x} monitoring samples received from a mobile observation experiment of Enterprise K on 27 October 2022 were used as examples to introduce the pollutant emission rate estimation method based on the observation data. This enterprise was a petrochemical enterprise located in Shanghai, China, covering an area of about 2.2 km\textsuperscript{2}. The data collection of the observation experiment was accomplished by using a mobile monitoring vehicle, and the monitoring equipment mainly included a vehicle-mounted atmospheric sampling system and a vehicle-mounted NO\textsubscript{x} analyzer. Meanwhile, the global positioning system device was used to record the real-time coordinates and speed information of the vehicle during the experiment. During the navigation experiment, the weather was fine, and the dominant wind direction in the area where Enterprise K was located was northeast wind 1–2. The mobile observation experiment was conducted around Enterprise K. Two observations followed essentially the same route, and the experimental sequences were labeled K-1 and K-2 in that order. Figure 1 illustrates the route of the mobile observation experiment where the peak of NO\textsubscript{x} concentration was observed and where the probable primary source was Enterprise K. The two observations passed through the road section at about 15:43–15:52 and 16:27–16:35 (Beijing time), respectively. Analyzed together with the real-time observation data from the adjacent meteorological stations, it was more likely that the concentration fluctuation of NO\textsubscript{x} on this road section was from the emission of Enterprise K. At the same time, the possibility of emission contribution from the adjacent upwind Enterprise A and Enterprise B of Enterprise K could not be excluded.

The measurement resolution of the vehicle-mounted NO\textsubscript{x} analyzer is 1 ppb, and the measurement error of the equipment is about ±10%. The temporal resolution of the concentration data collected by the driving vehicle is 5 s, and the corresponding spatial resolution is about 20–30 m. However, the spatial resolution of atmospheric pollutant diffusion models is difficult to achieve such a high precision. The spatial resolution of the small and microscale diffusion models, which are more commonly used in the literature, is more than 100 m. If the spatial resolution of the source resolution is too large, the loss of spatial accuracy of navigation observation data will be too large. In order to perform the inversion, the continuous monitoring of the NO\textsubscript{x} concentration on the road was spatially averaged at 50 m intervals, and the purple triangular symbols in Figure 1 indicate the starting and ending points of the road section taken in the inversion. A total of 50 source-resolved receptors were actually set after the spatial averaging process, and they were numbered in the order of the direction traveled by the observation vehicle.
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Figure 1. Navigation route and emission sources. The numbers 1–50 indicate the serial numbers of the receptors.

The overall concentration range of NOx during the two observation cases was about 10.4–150.3 μg/m³, and the maximum concentration of NOx collected was about 77.3–112.7 μg/m³ higher than the background concentration. Figure 2 shows the observed NOx concentration along the route after deducting the background concentration. The high concentration values were concentrated in the range of 20–34 and 21–39 of the receptors, respectively, both located in the southwest direction outside the enterprise. The spatial distribution span of concentration peaks was about 750 m.

Figure 2. Observed concentrations of NOx.
2.2. Process of Emission Rate Estimation

The observed concentration data can be regarded as the accumulation of concentration effects produced by independent emissions of multiple pollution sources for the source analysis problem of multiple pollution sources. Assuming that the number of pollution sources is \( n \) and the number of acceptor points is \( m \), the estimation of pollutant emission rate based on mobile observation is essentially to find the emission rate solution set of Formula (1).

\[
\begin{bmatrix}
C_1 \\
\vdots \\
C_m
\end{bmatrix} = \begin{bmatrix}
H_{11} & \cdots & H_{1n} \\
\vdots & \ddots & \vdots \\
H_{m1} & \cdots & H_{mn}
\end{bmatrix} \ast \begin{bmatrix}
Q_1 \\
\vdots \\
Q_n
\end{bmatrix}
\]  

(1)

where \( C \) represents the concentration at the receptors; \( H \) is the pollution source emission-receptors concentration–response matrix (matrix \( H \) for short), calculated by diffusion model; and \( Q \) indicates the emission rate of the pollution source. The source analysis in this study was to solve the emission rate matching the observed concentration \( C \) in Formula (1), hereinafter referred to as \( Q_{inv} \). For the common industrial emission source analysis scenario, \( m \) is likely to be less than \( n \), which makes the solution of Formula (1) not unique. However, even if \( m \) is large enough, the exact analytical solution of Formula (1) cannot be obtained if multiple pollution sources in a park or enterprise are distributed close to each other, considering the errors of monitoring equipment and diffusion model. Therefore, the actual source analysis research is more about seeking the optimal solution rather than the exact solution. It is worth noting that the more objects resolved using the inversion, the larger the dimension of the inversion problem, and the uncertainty of the result increases.

The inversion algorithms used by many scholars in source analysis studies are usually strategic stepwise searches, as mentioned earlier. However, it is difficult to meet the timeliness requirements of practical management work when the dimensionality of the solution problem is large. Therefore, an inversion scheme based on random search and solution set optimization was adopted in order to achieve a fast estimation of the emission rate. Figure 3 shows the emission rate estimation process adopted in this study, which mainly includes the following:

(1) Collect source list and set reference emission rates.

Source list collection means the comprehensive collection of a list of emission sources that may contribute to the concentrations corresponding at the monitoring site under real-time meteorological conditions. A complete source list is necessary for accurate source analysis results. Therefore, all relevant source information should be collected as much as possible. The reference emission rate is the input parameter used to calculate matrix \( H \), hereinafter referred to as \( Q_{ref} \). Source analysis is usually based on matrix \( H \) under the reference emission rate conditions to develop an inversion fit to the observed concentrations. So, it is recommended to use data that can represent the actual emission level of pollution sources as far as possible in the setting of reference emission rates, such as the emission data in the enterprise’s environmental impact assessment report, pollutant discharge permit, pollution source survey, online monitoring data, and other materials in order to improve the efficiency and accuracy of inversion.

(2) Calculate matrix \( H \).

Matrix \( H \) is calculated by using the atmospheric pollutant diffusion model based on the collected source list and reference emission rate under given meteorological conditions. It can reflect the quantitative relationship between the emission of pollution sources and the concentration response of acceptor points. The area for the forward dispersion simulation in this study was approximately \( 7.5 \times 7.5 \) km\(^2\), and the issue of concern was near-field-based transport dispersion simulation. The accuracy of the near-field diffusion simulation is greatly affected by meteorological conditions, which means that the simulation scheme of matrix \( H \) will have a critical impact on the accuracy of the results of inversion. Therefore,
when determining the actual simulation scheme, the two simulation schemes of fixed meteorological condition and variable meteorological condition were compared and analyzed, as described in Section 2.2.2.

Figure 3. Emission rate estimation process.

(3) Construct the candidate solution samples by using the random search algorithm.

The candidate solution sample was the ratio of the emission rate of inversion of each source to the reference emission rate since matrix H was calculated based on the reference emission rate. It was denoted as $R$ in this paper and was calculated as shown in Formula (2).

$$R = \frac{Q_{inv}}{Q_{ref}}$$  \hspace{1cm} (2)

The random search algorithm was used to build candidate solution sets. The random search method established in this study was to conduct a batch search of solution set samples, which was different from the commonly used progressive inversion search strategy [14–17]. Random sampling values were generated in the given range of emission rates, and different emission rate combinations formed different candidate solution samples. $R$ took values between 0.001–1000 in the random search.

The more samples of candidate solutions, the wider the search domain, and the more favorable it is to obtain more accurate solutions. Therefore, the number of random number samples should be proportional to the number of emission sources to be analyzed. For this reason, it is necessary to test the sensitivity of the influence of sample size on the accuracy of source analysis to determine a reasonable random search sample size. The upper limit of the tested sample size was 200,000, and a total of nine sample sizes of 1000, 3000, 5000, 8000, 15,000, 50,000, 100,000, 150,000, and 200,000 were taken for the actual test in this paper.
(4) Evaluate the solution samples, identify the better solution samples, and collect the results of source analysis.

The simulated concentrations were calculated using Formula (1) after obtaining samples of candidate solutions. The quality of each candidate solution sample was evaluated by comparing the simulated concentration with the observed concentration using an appropriate evaluation index. The optimal solution samples were then identified according to the evaluation results. The detailed introduction of the evaluation index is described in Section 2.2.3. The final emission rate results were obtained by selecting the top 1% of candidate solution samples with higher ratings for statistical analysis in order to avoid the error caused by overfitting. The reason why only the highest-rated solution samples were not selected for emission rate result statistics is explained in the analysis in Section 3.3.

2.2.1. Source List and Reference Emission Rate

The information in the emission permits and relevant environmental impact assessment reports was used to establish the list of emission sources and to determine parameters such as the height of the emission sources as well as the reference emission rate. Although some source online monitoring data were available for Enterprise K, they did not cover all outlets, and there were enterprises such as Enterprise A and Enterprise B that lacked source online monitoring data. Fortunately, the collected online monitoring data of pollution sources from Enterprise K were used for the validation analysis of the results of the inversion. The NO\textsubscript{x} of Enterprise K mainly came from the emission of combustion sources such as cracking furnaces, thermal oxidation furnaces, steam superheating furnaces, hot kerosene furnaces, power centers, and waste gas incinerators. The 25 stationary emission outlets of Enterprise K, denoted as K-pt1–K-pt25, are shown as diamond-shaped points in Figure 1. In addition, further investigation of upwind sources revealed that Enterprise A and Enterprise B, which were adjacent to enterprise K, also had a number of NO\textsubscript{x} emission outlets. They were the emission outlets of the heating furnace and incinerator, after checking the information such as the emission license, which were noted as E-pt1, E-pt2, and E-pt3 in this paper, as shown in the diamond-shaped point locations in Figure 1. Table 1 shows the list of NO\textsubscript{x} emission sources for the inversion cases, and the overall height range of all emission sources was 15–120 m.

<table>
<thead>
<tr>
<th>Source Number</th>
<th>Height (m)</th>
<th>Source Number</th>
<th>Height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-pt1</td>
<td>120</td>
<td>K-pt15</td>
<td>24</td>
</tr>
<tr>
<td>K-pt2</td>
<td>50</td>
<td>K-pt16</td>
<td>65</td>
</tr>
<tr>
<td>K-pt3</td>
<td>50</td>
<td>K-pt17</td>
<td>65</td>
</tr>
<tr>
<td>K-pt4</td>
<td>50</td>
<td>K-pt18</td>
<td>65</td>
</tr>
<tr>
<td>K-pt5</td>
<td>50</td>
<td>K-pt19</td>
<td>50</td>
</tr>
<tr>
<td>K-pt6</td>
<td>50</td>
<td>K-pt20</td>
<td>50</td>
</tr>
<tr>
<td>K-pt7</td>
<td>50</td>
<td>K-pt21</td>
<td>80</td>
</tr>
<tr>
<td>K-pt8</td>
<td>50</td>
<td>K-pt22</td>
<td>50</td>
</tr>
<tr>
<td>K-pt9</td>
<td>50</td>
<td>K-pt23</td>
<td>68</td>
</tr>
<tr>
<td>K-pt10</td>
<td>50</td>
<td>K-pt24</td>
<td>120</td>
</tr>
<tr>
<td>K-pt11</td>
<td>50</td>
<td>K-pt25</td>
<td>120</td>
</tr>
<tr>
<td>K-pt12</td>
<td>50</td>
<td>E-pt1</td>
<td>25</td>
</tr>
<tr>
<td>K-pt13</td>
<td>15</td>
<td>E-pt2</td>
<td>25</td>
</tr>
<tr>
<td>K-pt14</td>
<td>15</td>
<td>E-pt3</td>
<td>23</td>
</tr>
</tbody>
</table>

The reference emission rates for each source are given in Figure 4. The sum of the reference emission rate of all sources was 76.2 g/s, and the reference emission rate from Enterprise K was 74.2 g/s. The highest value of the reference emission rates was in K-pt17, followed by K-pt18; the lowest values of the reference emission rates were found in K-pt13 and K-pt14; and the values of the emission rates of Enterprise A and Enterprise B were overall smaller than those of Enterprise K.
The CALMET module is used to provide the meteorological field required for pollutant dispersion, and the CALPUFF module is used to calculate matrix H. The core part of the CALPUFF model mainly consists of the migration, diffusion, and transformation of a variety of pollutants and is widely used in the field of environmental impact assessment [50]. The CALPUFF model can construct a relatively fine three-dimensional meteorological field under complex terrain conditions, which is suitable for diffusion simulation at scales of tens of meters to hundreds of kilometers, and it can also satisfy diffusion simulation needs of different types of pollution sources [55]. The Gaussian diffusion model is more accurate for small-scale atmospheric pollutant diffusion simulation results. It has strong computability, so it is easy to adjust the meteorological parameters for diffusion simulation [56].

The mobile observation routes are usually on the neighboring roads outside the enterprise’s plant boundaries, resulting in a relatively short transport and diffusion distance of pollutants after leaving the emission source. The accuracy of the pollutant dispersion simulation is greatly affected by the meteorological conditions at such a spatial scale. Small fluctuations in the meteorological parameters may lead to significant errors in the emission rate results of inverse calculation. We first adopted a simulation scheme based on WRF/CALPUFF and Gaussian plume modeling for forward calculation under actual meteorological conditions due to this effect. When the inversion accuracy could not be improved, further attempts were made to fine-tune meteorological parameters based on actual meteorological conditions and to compare the inversion effects of these two simulation schemes. The former was referred to here as diffusion simulation with fixed meteorological conditions and the latter as diffusion simulation with variable meteorological conditions.

**Fixed Meteorological Condition**

In the simulation scheme with fixed meteorological conditions, two methods, WRF/CALPUFF and Gaussian plume modeling, were used to complete the simulation of meteorological fields and pollutant dispersion under actual meteorological conditions, respectively. CALPUFF is a non-stationary Lagrangian diffusion model system that can simulate the migration, diffusion, and transformation of a variety of pollutants and is widely used in the field of environmental impact assessment [50]. The CALPUFF model mainly consists of a meteorological field module, CALMET, and a smoke mass diffusion module, CALPUFF. The CALMET module is used to provide the meteorological field required for pollutant dispersion, and the CALPUFF module is used to calculate matrix H. The core part of the

![Figure 4. Reference emission rates of NOx for candidate sources.](image)
CALMET module consists of the micrometeorological field model and the diagnostic wind field. The micrometeorological field model describes the structure of the atmospheric boundary layer based on a parametric approach, and the diagnostic wind field is based on the mass-conserving continuum Formula for the diagnosis of the wind field. The CALPUFF module takes the source list in the simulation area and the three-dimensional wind field simulated by CALMET as input data and combines them with the relevant information of the receptors to obtain the concentration response at each receptor site in the computational domain.

The simulation scheme of fixed meteorological conditions adopts the CALMET module to calculate the simulated wind field from 15:00 to 17:00 on 27 October 2022 (Beijing time). With the meteorological field simulated by WRF as input, the grid resolution is 1 km. CALMET is used to achieve downscaling meteorological field simulation. Considering slope flow and terrain blocking effect, the initial guessing field is adjusted to reflect complex terrain and land use characteristics, and the grid resolution is refined to 50 m. The computational domain of CALPUFF was centered on the pollutant source area. The simulation area was set up with a grid number of 150 × 150 with a grid resolution of 50 m in the horizontal direction and was divided into ten layers totaling 1000 m in the vertical direction. The time resolution of the simulation output matrix H was 1 h. The two mobile observations occurred in two adjacent hours, so the two matrix H results might be similar.

The Gaussian plume model used the meteorological parameters calculated by CALMET as input to realize the simulation scheme calculation of fixed meteorological conditions. For both cases, K-1 and K-2, the actual wind direction was around 45°, and the wind speed was around 3.0 m/s. The introduction of the Gaussian plume model is described in the next section.

Variable Meteorological Condition

The simulation scheme with variable meteorological conditions used the Gaussian plume model for the simulation of meteorological fields and pollutant dispersion. The Gaussian plume model is mainly used to simulate the diffusion process of atmospheric pollutants that are continuously and constantly released from emission sources under steady-state conditions [56]. The model is based on the following assumptions: (1) The concentration distribution of pollutants in the y- and z-axis directions conforms to the normal distribution; (2) The wind speed is uniform and stable in all the space; (3) The strength of pollutant sources is continuous and uniform; and (4) The pollutant mass is conserved in the diffusion process. For continuous emissions from elevated point sources under constant meteorological conditions, the pollutant concentration \( C(x, y, z) \) at any point downwind can be calculated by the Gaussian plume Formula (3) after considering the total reflection of the plume at ground level [49].

\[
C(x, y, z) = \frac{Q}{2\pi U \sigma_y \sigma_z} e^{\frac{x^2}{2\sigma_y^2}} \sum_{m=-k}^{+k} \left\{ e^{-\frac{(x + 2yh_h)^2}{2\sigma_z^2}} + e^{-\frac{(x - 2yh_h)^2}{2\sigma_z^2}} \right\}
\]

where \( Q \) is the emission rate per unit time, mg/s; \( x, y \) are the vertical and horizontal distances between the point and the axis of the mean wind direction passing through the exhaust outlet in the horizontal plane, m, respectively; \( \sigma_y \) is the horizontal lateral diffusion parameter perpendicular to the mean wind direction, m; \( \sigma_z \) is the vertical diffusion parameter, m; \( U \) is the mean wind speed at the exit of the exhaust outlet, m/s; \( h \) is the thickness of the mixing layer, m; \( H_e \) is the effective source height, m; \( H \) is the geometric height of the exhaust outlet from the ground, m; and \( \Delta H \) is the smoke lifting height, m.

The Gaussian plume model can accept the input of simple meteorological parameters, so it is convenient to carry out forward diffusion simulation based on different meteorological conditions in inverse calculation. In the simulation scheme of variable weather conditions, the weather parameters, including wind speed, wind direction, and atmospheric stability, were fine-tuned based on the actual weather conditions. The wind speed
was set to change within the wind speed range corresponding to the actual wind level. The wind direction varied within ±45° of the actual wind direction data. The atmospheric stability was based on the CALMET output data and varies in its vicinity. Finally, the search range of the variable wind direction parameter was set to 45° ± 45° with a search step of 5°. The range of simulated wind speed was set to 1.0–5.0 m/s with a search step of 1.0 m/s. And the atmospheric stability was set to A, B, C, D, and E in that order.

2.2.3. Candidate Solution Evaluation

Simulated concentration error evaluations such as relative error, root-mean-square error, and sum of squared errors [20,21,29] are the most commonly used evaluation methods in similar studies. However, it was found that the relative error had some shortcomings in the ability to interpret spatial characteristics through the analysis of the concentration distribution characteristics of a large number of candidate samples. The evaluation of the matching degree of concentration spatial distribution was added in the evaluation of candidate samples in order to make full use of the spatial distribution of pollutants to reveal the spatial distribution characteristics of pollution sources. Moreover, combining the spatial distribution error of concentration with the evaluation of numerical relative error, a new comprehensive evaluation index $S_{\text{match}}$ of simulated concentration and observed concentration was constructed, which was defined as follows:

$$S_{\text{match}} = \frac{S_e + S_p}{2}$$

(4)

Among them, $S_{\text{match}}$ is the comprehensive matching index of simulated and observed concentrations, with a value range of 0–1, and the larger the value, the higher the matching degree; and $S_e$ is the index characterizing the consistency between the simulated and observed concentrations in terms of numerical magnitude, which is calculated as shown in Formula (5), where $e$ is the relative error between the modeled and observed concentrations, calculated according to Formula (6); and $C_{\text{sim}}$ and $C_{\text{obs}}$ denote the simulated and observed concentrations, respectively.

$$S_e = 1 - e$$

(5)

$$e = \frac{C_{\text{sim}} - C_{\text{obs}}}{C_{\text{obs}}} \times 100\%$$

(6)

$S_p$ is an index characterizing the peak overlap ratio between the simulated and observed concentrations, which is evaluated based on the agreement between the peak position and peak area of the simulated and observed concentrations and is calculated as shown in Formula (7).

$$S_p = \frac{1}{n} \sum_{i=1}^{n} \frac{A_{\text{sim},i}}{A_{\text{obs},i}}$$

(7)

where $n$ denotes the number of concentration peaks; $A_{\text{obs}}$ denotes the area of the peaks of the observed concentrations; and $A_{\text{sim}}$ is the area of the overlap of the peaks of the simulated and observed concentrations. The evaluation of concentration peak matching was implemented using Python 3.9 programming.

3. Results

3.1. Comparison of Simulation Schemes for Matrix H

The concentration relative errors of 50,000 random samples were used as an example to analyze the differences between different matrix H simulation schemes. Figure 5 shows the statistical distribution of $e$ under different simulation schemes. The sample size of the random search was relatively large, so the variation range of $e$ is also relatively large. Take K-1 as an example. The value range of $e$ in CALPUFF’s simulation result was 67.0–97.7%. The value range of $e$ of the Gaussian plume model was 47.7–169.8% under actual weather conditions, while the value range of $e$ based on variable weather conditions was 17.0–124.4%. Emission rate estimation was used to find the solution with a small relative error of concen-
tration by comparing the minimum of ε under different simulation schemes. It can be seen that in the inverse calculation results of the two cases, the relative error of concentration simulated by CALPUFF under actual meteorological conditions was the highest, and the minimum values of ε of K-1 and K-2 were 67.1% and 54.8%, respectively. The relative error of corresponding concentration in the simulation scheme based on the Gaussian plume model with actual meteorological parameters was smaller, and the minimum value was 47.7% in case K-1 and 38.7% in case K-2. Although the actual meteorological conditions were referred to, the difference between the simulation results based on the two simulation schemes was very significant. It could be seen that the influence of meteorological data on the accuracy of inverse calculation is very important. A simulation scheme with variable meteorological conditions was used to further solve the problem because it was considered that the real-time wind was dynamically changing. Compared with the previous two simulation results, it was found that the minimum relative error of concentration in the simulation scheme with variable weather conditions was the lowest, and the minimum error of the two cases was 17.0% and 15.2%, respectively. From the comparison of the concentration error of the simulation results, the inverse calculation results considering the fine-tuning of meteorological parameters had been significantly improved.

![Figure 5. Relative errors for simulated concentrations.](image)

In addition, it can also be clearly seen from the spatial distribution characteristics of the observed concentration of NOx in the two cases that, although the times of the two mobile observation experiments were similar, the peak values of the observed concentration appeared in different positions, and the width of the concentration peaks were also different. From the observed concentration data given in Section 2.1, it can be seen that the observed concentration peak of K-1 appeared between receptors 20 and 34, and the concentration peak of K-2 appeared between receptors 21 and 39. This indicated that there were some fluctuations in the local wind direction during the mobile observation experiments. Although the difference in observed concentration data in the two cases was not only related to the fluctuation of meteorological conditions, the real-time dynamic change of meteorological conditions must be an important reason. In view of this, the ε value of the solution sample showed an obvious decreasing trend when the simulation scheme based on variable meteorological conditions was conducted using a random search.

The differences in distribution patterns of matrix H were further explored in order to find the reasons for the difference between the concentration relative errors of simulation schemes based on fixed and variable meteorological conditions. The simulation results of
matrix H under the two simulation scenarios are given in Figure 6. Matrix H was based on the simulation results of $Q_{ref}$. Although there were some differences between the actual emission rate and $Q_{ref}$, the spatial distribution characteristics of the matrix H can be used to approximately assist in analyzing the potential contribution characteristics of the pollutant emission of enterprises to the concentration of pollutants in the environment. As can be seen in Figure 2, the observed peak concentration of NOx in both cases occurred around receptor 27. The CALPUFF-based simulation results showed that part of the concentration peaks occurred around receptor 27 at the enterprise’s daily emission levels. However, the location where concentration peaks were more likely to occur was likely to be around the receptors 33 to 50, stemming from the contribution of E-pt1 and E-pt2. In addition, the CALPUFF simulation results were in a relatively large gradient of concentration decrease near the peak of the observed concentration data (the receptor 27). It was difficult for matrix H of such a shape to obtain a concentration contribution consistent with the observed data at other receptors to the left and right of receptor 27, so the concentration error of the inversion candidate solution sample was relatively large. In contrast, in the results of the optimal meteorological parameters based on variable meteorological conditions, matrix H had some peaks near receptor 27, and the width of the simulated concentration peaks was also larger. Only matrices of this shape were more likely to receive a more desirable solution set in the inversion than the simulation results of CALPUFF.

**Figure 6.** Matrix H outputs for different simulation schemes: (a) K-1 simulation results based on CALPUFF; (b) K-1 simulation results based on Gaussian plume model; (c) K-2 simulation results based on CALPUFF; (d) K-2 simulation results based on Gaussian plume model. The heat map on the left side of each subgraph represents the concentration–response values at each receptor for each source’s emissions, $\mu g/m^3$; the right-hand side bar graph shows the total concentration at each receptor due to emissions from all sources, $\mu g/m^3$; the location of the red line on the right side indicates the spatial extent corresponding to the peak of the concentration–response wave. Dashed box A represents the range of receptors affected by the emission of K-pt2–K-pt12, dashed box B represents the range of receptors affected by the emission of K-pt17–K-pt18, and dashed box C represents the range of receptors affected by the emission of K-pt26–K-pt27.
The unsatisfactory emission rate results based on matrix H of Figure 6a,c were initially understood as incomplete source list information collected. This means that there may be other sources of emissions that are not included in the inversion, so some of the observed concentration data may not be explained. However, the concentration error of the inverse results is still not satisfactory, even after confirming the completeness of the emission source list. Therefore, the simulation scheme of variable meteorological conditions was considered and adopted. The subsequent source analysis in this paper will only be based on the optimal meteorological condition parameters in the simulation scheme with variable meteorological conditions.

3.2. Influence of Sample Size for Random Research on Inversion Accuracy

Figure 7 shows the statistical results of $e$ corresponding to different random search sample sizes. With the increase in the sample size, the trend of the error values at the 90th and 10th percentiles in the two cases was relatively smooth, but the changes in the maximum and minimum values of the errors were different. The maximum error of the candidate samples showed an increase in fluctuation with the increase in sample size, while the minimum error showed a decrease in fluctuation. The minimum concentration error of K-1 was the largest at sample size 1000, which was 20.4%. The minimum error of sample size 15,000 and 200,000 were close to each other, and there was a small decrease compared with the minimum error of sample size 1000. There was some fluctuation in the minimum error of the sample size in the range of 15,000–200,000. The minimum concentration error of K-2 was the largest at sample size 3000, which was 18.5%. The minimum error of sample sizes 50,000 and 200,000 were close, and they decreased slightly with respect to sample size 3000. The minimum error fluctuated at a sample size of 15,000, and the minimum error value was larger than the value at a sample size of 50,000. To sum up, the minimum concentration error of the solution set tended to stabilize when the sample size was larger than 50,000. The minimum error of the solution set generally tended to decrease when the sample size of the random search increased, so larger sample sizes should still be recommended. Therefore, in all subsequent analyses, the random sample size was set to 100,000.

![Figure 7](image-url)

**Figure 7.** Relative errors for simulated concentrations varied with random search sample sizes.

3.3. Differences in Evaluation Indexes for Candidate Solution

Only the nearly 10,000 candidate solution samples with $S_e \geq 0.70 (e \leq 30.0\%)$ were selected for analysis in this section, and the distribution of their evaluation metric values
is plotted in Figure 8, due to the large sample size. As can be seen in the top right corner of Figure 8, the minimum value of $e$ for the obtained candidate solutions was about 15.3%, and the $S_p$ value of this sample was 0.98. The closer to the upper right region of Figure 8, the smaller the number of solution samples was, but the distribution was also more concentrated. The $S_p$ scores of solution samples in the interval $0.80 \leq S_e < 0.85$ were more centrally distributed in the range of 0.87 to 1.00, where 90% of the samples were concentrated in the interval of $S_p$ values 0.94–1.00. This means that there was some consistency between the two indicators of the optimal sample. The solution samples with higher $S_e$ scores also had higher $S_p$ scores. Therefore, this part of the sample was also the sample with a higher $S_{match}$ for the composite score, and their $S_{match}$ was in the range of 0.92–0.99. In contrast, the number of samples in the ranges of $0.75 \leq S_e < 0.80$ and $0.70 \leq S_e < 0.75$ was much larger, and the larger the concentration error, the more the samples were. However, as the relative error increased, the difference in $S_p$ metric scores between the samples continued to increase. Looking at Figure 8 from right to left, the $S_p$ index of the samples at $0.75 \leq S_e < 0.80$ ranged from 0.84 to 1.00, with 92% of the samples having a $S_p$ index greater than 0.90. In contrast, the $S_p$ index of the samples at $0.70 \leq S_e < 0.75$ ranged from 0.74 to 1.00, with 90% of the samples having a $S_p$ index greater than 0.85. This suggested that, as the consistency of the samples with $S_e$ scores increased, the consistency of $S_p$ also increased. It can also be found that there were differences between the two indexes by analyzing Figure 8 from the top down. The samples with the $S_p$ score of 0.95–1.00 were the samples with the highest overlap rate, but the corresponding $S_e$ scores were scattered and varied between 0.70 and 0.85.

![Figure 8. Distribution of evaluation index values for candidate solution samples. Darker colors indicate larger sample sizes.](image)

Specifically analyzing the simulated concentration results corresponding to typical candidate solution samples could help us to further understand the differences between the two indexes. The results of comparing the simulated and observed concentrations for a series of solution samples are given in Figure 9. In each error group, the concentration distribution curve in green corresponded to a sample with a $S_p$ score of about 1.00. The green samples in Figure 9a–c can be considered very close to the observed concentration curve if only the curve shape is concerned without considering the $S_p$ score. However, the relative error of concentration corresponding to these three solution samples was actually quite different. Similarly, the orange sample in Figure 9a was similar to the green sample in Figure 9c, if only the concentration curve was concerned. In fact, the $S_e$ index score of the former was better than $S_{p}$, while the $S_p$ index score of the latter was better than $S_e$. 


The matching degree between the simulated concentration and observed concentration was same.

3.4. Final Results for the Two Cases

It is worth noting that the solution samples with the same $S_e$ scoring level have a wider range of $S_p$ values, which implies that the corresponding combinations of emission rates are also somewhat different for source analysis. The corresponding inverse calculated emission rates for the candidate solution samples in Figure 9 are shown in Figure 10. The $S_p$ scores of the three groups of green samples in Figure 10 were close to 1.00, and their corresponding emission rates of inversion were relatively close to each other, which were 77.5 g/s, 72.6 g/s, and 73.5 g/s, respectively, although there was a large difference in the $S_e$ scores of these three samples. The orange sample had the lowest $S_p$ score among the samples with corresponding $S_e$ levels, and its corresponding sum of emission rates of inversion were lower compared with those of the green sample, which were 51.4 g/s, 52.8 g/s, and 43.6 g/s, respectively. A combined comparison of Figures 9 and 10 revealed that the orange samples had a similar $S_e$ level to the green samples, but their simulated concentration and emission rates of inversion were smaller than those of the green samples. It can be seen that the emission rates of inversion corresponding to samples with the same $S_e$ score level also had a large range of values.

Based on the above analysis, the spatial matching degree of solution samples with similar relative errors was very different because the solution of source analysis is not unique. However, with the improvement of the quality of the solution samples, the consistency of $S_e$ and $S_p$ was improved. It infers that the spatial distribution matching degree is a useful supplement to solution quality evaluation. These two indexes can effectively evaluate the quality of candidate solution samples from different perspectives, so it is necessary to comprehensively evaluate the quality of solution samples by using $S_e$ and $S_p$ together.

The final emission rate estimation results were obtained by statistics of the top 1% solution samples with better index $S_{match}$ score, as mentioned above. In the evaluation results of candidate solution sample quality, the $S_{match}$ of the top 1% solution samples with higher comprehensive scores in the two cases were 0.92–0.97 and 0.92–0.99, respectively. The matching degree between the simulated concentration and observed concentration was high, and the simulated concentration corresponding to the optimal solutions is shown in...
Figure 11. As can be seen from Figure 11, the simulated concentration of the better solution could basically reproduce the concentration peak near the receptors 20–35 on the mobile observation road section, which indicated that the source of most NOx substances in this road section had been captured. The small concentration peak near the receptors 1–11 in case K-2 were not simulated, which would be further analyzed in the discussion section.

Figure 10. Emission rates for solution samples with different $S_e$ and $S_p$: (a) samples of $e < 20.0\%$; (b) samples of $25.0\% > e \geq 20.0\%$; (c) samples of $30.0\% > e \geq 25.0\%$.

Figure 11. Simulated concentrations of the better solution for cases K-1 and K-2.
The emission rates of NO\textsubscript{x} were solved using the inverse calculation according to the specific conditions of the two cases. The local NO\textsubscript{x} emission rate of case K-1 was 38.9–108.3 g/s, and the average emission rate was 69.8 g/s, of which the NO\textsubscript{x} emission rate from Enterprise K was 66.9 g/s. The total NO\textsubscript{x} local emission rate of case K-2 was 38.3–114.2 g/s, and the average emission rate was 70.8 g/s, of which the NO\textsubscript{x} emission rate from Enterprise K was 68.2 g/s.

As can be seen from the comparison of the emission rate estimation results for each source with the reference emission rate given in Figure 12, the emission rate estimation results for both cases were slightly smaller than the reference emission rate, and the R values for most of the sources were in the range of 0.80–1.20. For NO\textsubscript{x} emissions from Enterprise K, case K-1 had an R value of about 0.90, and K-2 had an R value of about 0.92. The emission rate estimation results that were significantly higher than the reference emission rate were mainly the emission sources of Enterprise A and Enterprise B. A few sources with R < 0.80, such as K-pt17 and K-pt18, had significantly lower inverse emission rates than reference emission rates in both cases. The distribution of the NO\textsubscript{x} concentration contribution under the reference emission rate condition is shown in Figure 6, where the emission of the sources K-pt17 and K-pt18 mainly affected the receptors numbered between 10–20. However, the observed concentration of NO\textsubscript{x} on this road section was not high, so the emission rate obtained by reverse calculation was smaller than the reference emission rate. Some emission sources had online monitoring data, also given in Figure 12. Compared with the emission rate data of the online monitoring, the actual emission rates of K-pt17 and K-pt18 were much smaller than the reference emission rates used in the calculation, but the rates were closer to the emission rates of the inverse calculation in both cases. For many pollution sources with R values close to 1.00, such as K-pt2–K-pt12, their inverse emission rates were greater or less than the measured emission rates; there was no clear law. This was because the NO\textsubscript{x} emission contributions of these sources have a high overlap rate on the mobile observation road section and were mainly concentrated around the receptors 20–35 (Figure 6). This showed that the emission rate solution was not unique, which is to say, NO\textsubscript{x} emissions from these sources can be substituted for each other on the concentration of acceptor points.

![Figure 12. $Q_{inv}$ compared with $Q_{ref}$ and emission rates for online monitoring.](image-url)
Figure 13 presents the contribution of each source to the concentration at receptors under the final emission rate estimation results, and it can be seen that the NOx concentration at the receptors 20–35 in the optimal solution was mainly from the emissions of the sources K-pt2–K-pt12 and K-pt22.

Figure 13. Concentration contributions from each source for final results. The heat map on the left side of each subgraph represents the concentration–response values at each receptor from each source’s emission under inverse calculated emission rate, µg/m³. The bars on the right side represent the total concentration at each receptor under the inverse calculated emission rate, µg/m³.

3.5. Discussion

In this study, mobile observation techniques are applied to quantitative source analysis methods in the hope of providing effective and powerful technical assistance for pollution control in the air environment. At present, there are very few actual source analysis studies based on mobile monitoring, and the error of the actual source analysis results of Zhou [46] in the previous stage was very large. Therefore, our study was very cautious when establishing the small-scale traceability method. Through comprehensive and in-depth analysis, combined with the intense fluctuation of local meteorological observation mentioned in literature [47–49], we carried out an ideal experiment test, and the results showed that the error of simulated concentration when the wind direction shifted by 5°–30° was as high as 30.2–120.4%. With reference to the observations in Section 2.1 and the simulation results in Section 3.1, we were more convinced that the influence of fluctuations in meteorological conditions was worthy of attention in local microscale source analysis. In the study of Zhou [46], the meteorological data measured by the mobile sampling vehicle would be biased under the influence of factors such as vehicle orientation and speed, so the huge source analysis error was probably caused by the swing of meteorological conditions. The method adopted in this study was a random search based on fine-tuning of meteorological parameters to solve this effect. The final inverse result was very close to the real-time online data, which effectively improves the accuracy of source analysis, but this is obviously not the only method. CALPUFF only used the WRF/CALMET meteorological field as input in the simulation. If more accurate local ground meteorological observation data can be introduced, it will also be helpful to improve the inverse calculation accuracy.

In terms of local microscale simulation, the recommended models also include not only the models used in this paper, but AERMOD, CFD, and other simulation methods have also been used in related studies. In conclusion, no matter what simulation methods are used, improving the simulation accuracy of meteorological fields should be a feasible direction to explore. However, for a small-scale real-time source analysis problem such as this study, there may still be deviation from the actual meteorological conditions. Thus, for forward diffusion simulations in inversion studies, it is not mandatory to use a simulation scheme based on variable meteorological conditions.
Furthermore, as already mentioned in Section 2.2, complete a priori information on potential sources is very important. The adjustment of the forward diffusion simulation scheme is not the only factor to be considered when the inversion effect of the emission rate is not ideal. If the error of source analysis is still unacceptable under the optimal simulation scheme, it is necessary to re-check whether the emission source is completely collected. The analysis in Section 3.4 mentioned the small NOx concentration peak near the receptors 1–11 that was not reproduced in the inversion. This was not the result of an inherent error in the source analysis; it was also related to the emission source list created prior to the inversion. As described in Section 2.2.1, in the source analysis for Enterprise K, sources from Enterprise A and Enterprise B were added in order to create a complete list of emission sources. They were added to the list because they were considered likely contributors to the NOx concentration peaks near receptors 20–35 under real-time meteorological conditions. In contrast, the NOx concentration peak near receptors 1–11 was not considered related to the emissions from Enterprise K. Therefore, the source of this peak was not included in the list of emission sources and, thus, could not be explained by the results of inversion. It can also be seen from the simulation results in Figures 11 and 13 that NOx emissions from Enterprise K, Enterprise A, and Enterprise B really did not affect the road section where receptors 1–11 were located.

In addition, through the analysis of the estimation results of source intensity in Section 3.4, it can be concluded that when pollution sources are distributed densely, the characteristics of the impact of these pollution sources on environmental concentration may be similar under any meteorological conditions. For example, the positions of K-pt2 to K-pt12 (or K-pt17 to K-pt18) were very close in Figure 1. These sources also had a high consistency in concentration contribution characteristics to receptors. As shown in Figure 6, the range of receptors generating the concentration response in dashed box A (or dashed box B) was very close. Although the range of receptors generating concentration response in dashed box C partially overlapped with dashed box A, the range of receptors corresponding to the two dashed frames was significantly different due to the different spatial distribution locations of the two groups of sources, K-pt2–K-pt12 and K-pt26–K-pt27. That is to say, the concentration contributions from these centrally distributed sources are interchangeable in terms of fitting simulated concentrations to observed concentrations. It may be difficult to achieve a refined differentiation of the emission contribution of each of these sources at present. Therefore, the inverted emission rates of individual sources in the final results, such as any of K-pt2–K-pt12 or K-pt17–K-pt18, may not be helpful to managers. Instead, the emission rate estimation results of inversion for sources with different emission impact characteristics, such as the sum of the emission rates for each of the two groups of sources, K-pt2–K-pt12 and K-pt17–K-pt18, as well as the sum of the emission rates for all the sources, have more reference value.

The inversion method we developed is based on obtaining the most complete source list data possible in the study area. Overall, the application of this inversion method has no regional limitation and is easy to promote in environmental management.

4. Conclusions

A set of emission rate estimation methods for air pollutants was explored and established based on mobile observation experiments. The whole research process included the identification of inversion cases, the comparison of forward diffusion simulation schemes, the testing and analysis of inversion search strategy, the evaluation of solution sets, and the statistics of results. The NOx emission cases from a petrochemical enterprise in Shanghai were selected, and the pollution sources from related enterprises upwind were also included in the source list during the source analysis process. Finally, an inverse calculated algorithm based on random search and solution set optimization was adopted.

Fluctuations in meteorological conditions, especially wind direction, had a large impact on the simulation of dispersion at the enterprise scale. If the inversion error is still large under the premise of ensuring the completeness of the source list, the simulation
accuracy of the meteorological field should be improved. It is suggested to adopt the forward diffusion simulation scheme with variable meteorological conditions, which will fine-tune the meteorological parameters based on the actual meteorological condition in this paper. This method can restore the pollutant transport process during mobile observation to a greater extent and is more conducive to obtaining a solution close to the true emission rate. The search efficiency of the random search algorithm had a certain degree of randomness, but the minimum error of the simulated concentration tended to decrease in general with the increase in the sample size. Therefore, under the premise of improving computational efficiency, a larger sample size should be recommended. The consistency of the simulated concentration with the observed concentration in numerical and spatial distribution characteristics should be considered in the evaluation of the quality of the emission rate solution samples. The two indexes, $S_e$ and $S_p$, can evaluate the quality of the candidate solution samples more efficiently from different perspectives, so it is necessary to adopt the comprehensive evaluation index $S_{match}$.

The NO$_x$ local average emission rates for the two cases were 69.8 g/s and 70.8 g/s after inverse calculation. The observed concentrations in some road sections were not reproduced in the inversion, which is due to the fact that NO$_x$ emissions from Enterprise K, Enterprise A, and Enterprise B really do not affect these road sections. The emission contributions of densely distributed pollution sources can be substituted for each other in terms of fitting simulated concentrations. The emission rates of emission sources with different emission impact characteristics have more reference value for environmental managers. In the results of inversion, the emission rates of most of the pollution sources were close to the daily emission levels, while the emission rates of individual sources differed from the historical monitoring data but were closer to the actual emission rate data from online monitoring. Overall, the results of the inversion reflected that the NO$_x$ emissions of the target enterprises were at normal levels. It also initially proved that the source analysis method in this paper is feasible to be used in the daily monitoring and supervision of pollutant emissions.

The pollution emission rate estimation method needs to be further optimized through more case studies and tests in the future. The effect of the uncertainty of the meteorological field under the microscale conditions deserves further exploration because the fluctuation of the atmospheric flow field will increase the difficulty of accurate simulation of the diffusion model. Attempts can be made to realize the refined reconstruction of 3D meteorological fields using CFD models.
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