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Abstract: For homogeneous driving, half cycle harmonics and its corresponding half cycle cutoff (HCO) show prominent spectral features, allowing one to produce an isolated attosecond pulse with suitable filtering, or vice versa the retrieval of the driving pulse itself. The temporal profile and spatial dependence of the inhomogeneously enhanced field are two important factors that determine the high harmonic generation (HHG) near a plasmonic nanostructure. This leads us to the question of how the HHG spectra and, in particular, the corresponding half cycle harmonics modify with different types of inhomogeneously enhanced fields. To elucidate this, we have made a comparative study of the HHG in three different types of inhomogeneously enhanced laser pulses by employing the time-dependent Schrödinger equation in one dimension. Within our chosen parameter range, the HCO in cutoff and mid-plateau regimes shift towards higher order with the increase of strength of the inhomogeneity in isotropic case. In anisotropic inhomogeneity, the cutoff HCO shifts towards the higher order but the mid-plateau HCO shifts towards lower order with the increase of strength of inhomogeneity. With increasing carrier envelope phase (CEP), the enhanced HCO in the lower-order harmonic region shifts towards higher orders. This shift is nearly linear from near the above threshold to mid-plateau region and becomes saturated in the near cutoff region. The harmonic spectra is modulo-$\pi$ periodic for the isotropic inhomogeneity and it is modulo-2$\pi$ periodic for the anisotropic inhomogeneity. This extension of periodicity increases the tunability of the enhanced HCO harmonics with CEP in the anisotropic inhomogeneity than the CEP tuning of the HCO harmonics in the isotropic inhomogeneity or vice versa the retrieval of CEP.
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1. Introduction

The details of the temporal structure of the driving laser pulse become increasingly important for the high harmonic generation (HHG) as we go towards a few optical cycle pulse lengths [1–6]. For a chirp-free pulse, the pulse envelope and the carrier envelope phase set the amplitude of each half optical cycle. While interacting with atomic, molecular, or condensed matter systems, the overall electronic response results from the contribution form each of the half cycles of these pulses. Selective portions of the harmonic spectrum can become enhanced due to the generation in the cutoff regions corresponding to a few half optical cycles of the driving laser pulse, well-known as the half cycle cutoff (HCO) [7–9].

Half cycle harmonics have been studied with particular emphasis on electron dynamics in atoms and molecules interacting with a few cycle pulses. The carrier envelope phase (CEP) retrieval of a few optical cycle laser pulses through HCO have been theoretically predicted [7] and experimentally demonstrated [8]. The production of isolated attosecond pulses are demonstrated using the HCO-enhanced harmonics [8]. HCO in the near-threshold harmonics are found to be very sensitive to the ionic potential [10]. Refs. [11,12] have implemented the HCO harmonics to identify the temporal location of the HHG by exploiting the fact that the rate of change of the HCO with respect to gating depends on the location of the half cycle in the driving pulse. HCO positions have been
found to drastically modify the extreme-ultraviolet (XUV) cutoff [13]. The spectral width of the XUV continuum have been controlled by modifying the difference of the cutoff energies between the highest and the second-highest half-cycles using a bichromatic field [14]. Refs. [15–17] have shown numerically that by employing an additional ultraviolet pulse one can enhance the selective HCO harmonics, and thereby its detection. Employing the CEP-dependent peak position of the half cycles of the electric field profile, [18] have demonstrated the extraction of a pulse’s envelope and chirp. [19] show that the idea of HCO can be applied to the high-energy coherent photoelectrons and also extended the spectral range of HCO to soft X-ray harmonics. Half-cycle cutoff features up to 385 eV using HHG with two-cycle, carrier-envelope-phase-controlled pulses at 1.85 µm are demonstrated [20].

Recently, it has been found that the nanostructure environment is a promising candidate for the coherent control of electron dynamics to produce high-energy photons/photoelectrons along with high tunability [21–27]. This is due to the field enhancement, spatial variation of field intensity of the pulse, and truncation of trajectories near the nanostructure boundary [22,24]. Compared to the homogeneous fields in the inhomogeneous field, the harmonic emissions tend to become confined in the sub-cycle temporal range of the pulse. Recently, a sensitivity to the CEP on photoemissions from plasmonic gold nanoantennas excited with a few cycle optical pulses were studied and it was found that it depends heavily on the pulse shape and pulse energy, owing to the competition between the consecutive sub-optical cycles [28]. Sub-cycle controlled ionization has been studied in single solid-state nanostructures recently in [29].

However, HCO in nanostructure-assisted HHG are comparatively less studied in the literature despite its potential importance in achieving selective enhancement and characterizing CEP. In a spatially inhomogeneous driving field, the HCO are found to be very sensitive to the strength of inhomogeneity, the reason being the energy gain by the electron in the laser+ion potential, which is modified heavily due to the spatial inhomogeneity [30]. Therefore, one can ask how the HCO modifies with different types/rate of inhomogeneously enhanced fields, which has not been studied so far. To illustrate this we have studied the HHG process with a few cycle driver in three different types of inhomogeneity employing time-dependent Schrödinger equations in one dimension (1 − D). Time-resolved harmonic generation is studied using the Gabor transformation of quantum mechanical dipole acceleration along with classical trajectory simulation.

The cutoff and mid-plateau HCO shift towards the higher order with the increase of strength for the isotropic inhomogeneity. In anisotropic inhomogeneity, the cutoff HCO shifts towards the higher order but the mid-plateau HCO shifts towards the lower order with the increase of strength of inhomogeneity. The HCO are very sensitive to the CEP of the pulse. HCO in the lower-order harmonic region shifts towards higher orders with the increase of CEP. The harmonic spectra is modulo-π periodic for the isotropic inhomogeneity and it is modulo-2π periodic for the anisotropic inhomogeneity. This extension of periodicity increases the tunability of the enhanced HCO regions with CEP in the latter case than the CEP tuning of the HCO harmonics in the isotropic inhomogeneity or vice versa the retrieval of CEP.

The article is organized as follows. In Section 2 we have briefly presented the theoretical methods applied in this study, in Section 3 we have presented the results, followed by a conclusion in Section 4.

2. Theoretical Methods

The interacting laser pulse is considered to be linearly polarized. The electron motion that gives most of the contribution to the harmonic generation process is parallel to the laser’s polarization direction [31]. Therefore, it is reasonable to solve the time-dependent Schrödinger equation (TDSE) in the reduced dimension. The $1 − D$ TDSE for the atomic electron in length gauge [24,32,33] is

$$i \frac{\partial}{\partial t} |\psi(x,t)\rangle = \left[ \frac{p^2}{2} + V(x) + H_I \right] |\psi(x,t)\rangle,$$

(1)
With $H_I = xE(x, t)$, which describes the interaction of the electron with the laser pulse. We have used atomic units (a.u.) throughout unless otherwise specified.

Using Ehrenfest’s theorem, the dipole acceleration is written as

$$d(t) = \langle \psi(x, t) | \frac{d}{dx}(-V(x) - xE(x, t)) | \psi(x, t) \rangle.$$  \hspace{1cm} (2)

The emission spectra is given by the Fourier transformation of the dipole acceleration as \[33,34\]

$$|d(\omega)|^2 = \int_0^\infty d(t) exp[-i\omega t] dt^2.$$  \hspace{1cm} (3)

In the full-time Fourier transform, we obtain the complete spectral information of the harmonics, but the temporal information is lost. To detect further aspects of recollision dynamics, we perform the Gabor transformation for computing the time–frequency response (TFR) of the harmonic generation as \[24,35–38\]

$$\sigma_W(\omega, \tau) = \int a(t) W(t - \tau) e^{-i\omega t} dt,$$  \hspace{1cm} (4)

where the Gabor window is defined as

$$W(t - \tau) = \exp\left(-(t - \tau)^2 / \delta^2\right).$$  \hspace{1cm} (5)

The temporal width of the Gabor window $\delta$ can be tuned to extract the relevant spectral information in expense of temporal information. As the width becomes larger, one gets closer to the original Fourier transformation \[39\]. The value of $\delta$ was taken as $\frac{1}{\omega_I}$, which provides a good balance between the spectral and the temporal structures of the HHG process \[37\]. The model potentials for the atomic system is taken as \[40\]

$$V(x) = -\frac{1}{\sqrt{x^2 + a^2}}.$$  \hspace{1cm} (6)

We have taken $\alpha = 1.18$, which gives the ground state of the potential as $-0.58$ a.u. ($-15.76$) eV corresponding to the ionization potential of argon. The electric field of the laser pulse is taken as

$$E(x, t) = E_0 f(t)[1 + g(x)] \cos(\omega t + \phi_{CEP}),$$  \hspace{1cm} (7)

where the angular frequency of the laser pulse is $\omega = 0.0254$ a.u. (1790 nm), and the peak electric field amplitude of the incoming driving laser pulse is $E_0 = 0.048$ a.u. (the corresponding intensity is $8 \times 10^{13}$ W/cm$^2$). We take three different forms of the spatial inhomogeneity viz. $g(x) = c_q x^2, c_m |x|$ and $c x$. The parameters $c_q, c_m, c$ represent the strength of the field inhomogeneity. This approximation of the inhomogeneity captures the essential physics of HHG near various plasmonic nanostructure environments. Physically, the symmetric forms represent the plasmonic field enhancement near bow-tie-like nanostructures \[30,32,41,42\]. The spatially asymmetric plasmonic field enhancements correspond to that due to the nanotip \[22,41,42\]. $f(t)$ represents the shape of the pulse envelope, taken as

$$f(t) = \cos^2(\pi t / \tau),$$  \hspace{1cm} (8)

where $\tau$ is the length of the pulse, which is taken to be 4 optical cycles. For further analysis, we solve the Newton’s second law of motion to compute the classical trajectories of the ionized electron moving in the laser field \[33\]. The first return of the electron, starting from an ionization time at position $x = 0$, is considered as a recollision event and the corresponding return kinetic energy is computed. This, in addition to the ionization potential, are converted to the respective emitted harmonic photon energy. A detailed investigation on the gauge dependence of these results is beyond the scope of the present
work. The validity of this model study can be ensured as $g(x_{abs}) \ll 1$, where $x_{abs}$ denotes the truncation boundary, which is satisfied here.

3. Results and Discussion

First, we take a look into the half cycle harmonics and corresponding HCO for high harmonic generation in a homogeneous environment. In Figure 1a we have shown the HHG spectra generated by a four cycle pulse with carrier envelope phase $\phi = 0$ interacting with the model atom. The plateau and near cutoff region harmonic spectra show some prominent enhanced regions, about harmonic order 135, 105, and 50. One can see their temporal origin in the time–frequency map of the dipole acceleration, as shown in Figure 1b; they originate near 2.25, 2.75, and 3.25 optical cycle. Also, we can see the temporal structure of the rescattering events and identify the HCO region in the classical trajectory calculation, see the marked regions in Figure 1c. The quantum TFR map shows that these cutoff regions have comparatively higher recombination strength than in the half cycle plateau harmonics. They have contributions from both short and long trajectories, as can be seen from the TFR and classical trajectory simulations (CTS).

![Figure 1. Half cycle cutoff: harmonic spectra (a), time–frequency response of the harmonic generation (b), and classical trajectory calculation of return energy are shown in (c,d). In the false color map in (b) yellow represents high value and blue represents low value of the intensity of the Gabor transformation. S and L represent the short and long trajectories, respectively.](image)

Now we see how the spectra modify with respect to different types of inhomogeneity and how the HCO enhancement are dependent on the structure. We have taken three different functional forms of the inhomogeneous enhancement, where the $g(x) = \epsilon x, \epsilon |x|, and \epsilon x^2$ as mentioned above. Near a plasmonic nanostructure, the harmonic generation process is mostly influenced by the dynamics of free electrons in the inhomogeneous field due to the plasmonic enhancement until it hits the nanostructure and may become absorbed. Thus, the harmonic spectra depends on both the plasmonic enhancement and the absorbing boundary [22,24]. The confinement boundary, i.e., the gap size of the region of inhomogeneity is $\sim 250$ a.u. In our numerical simulation, we set the absorbing boundary near $\pm 125$ a.u., thereby we focus on the dependence of the harmonic generation on the different forms of the inhomogeneity. Numerically, we take the form of the absorbing potential $V_{abs}$ as given in [43] and multiply the wavefunction with $exp(-V_{abs})$ after each time step. For the homogeneous driving, the classical quiver radius is $x_{\alpha} = E_0/\omega^2 = 74.4$ a.u., so the absorbing boundary is about 1.5 times higher than all of the short trajectories and a few of the long trajectories in the near classical cutoff. This loss of trajectories due to absorption of long trajectories near the boundary is clearly seen in Figure 1d where this boundary condition is satisfied compared to (c), where the absorbing boundary is set at a very high value. Hereafter, all of the computations are performed with the nanostructure-absorbing boundary condition.
In Figure 2, we have presented the HHG spectra for the above-mentioned types of inhomogeneity in different panels, where the CEP of the driving pulse is zero. For the sake of comparison, we have plotted the HHG spectra in the homogeneous driving. We have increased the strength of inhomogeneity for each type up to the point when the HCO-enhanced structure nearly disappears. In this way, we can qualitatively compare the dynamics of HCO with respect to the various types of inhomogeneity.

Figure 2. Variation of HHG spectra with respect to the strength of inhomogeneity for spatial dependence $\epsilon_q x^2$ (a), $\epsilon_m |x|$ (b), and $\epsilon_x$ (c). Harmonic yield is given in logarithmic scale. The spectra are shifted vertically to improve visualization. Different strength of inhomogeneity are indicated by arrows with corresponding color. An HCO location is indicated with pink arrow.

In the inhomogeneous driving, with the increasing strength of inhomogeneity, the extension of the cutoff is observed irrespective of the type of functional dependence. This extension of the cutoff is due to the gain in more kinetic energy while traveling in the enhanced inhomogeneous field compared to the homogeneous driving [22,24]. Also, with the increase of inhomogeneity, we can observe that the spectrum becomes more dense towards a quasicontinuum generation. For the asymmetric inhomogeneity, ref. [22] showed that with a continuous wave laser even harmonics are produced due to the broken inversion symmetry, and with the increase of strength of inhomogeneity, the intensity of even harmonics become similar to that of the odd harmonics. Similarly, in the present calculation, we can see that the spectral intensity becomes flat over the spectral range as we have used a few cycle driving pulse. Furthermore, we can clearly see the extension of each half cycle of plateau harmonics, which is due to the corresponding enhancement of the electric field amplitude of the pulse in $x^2$ and $|x|$ types, but for $x$, we can see a different trend in the evolution of the mid-plateau HCO, which shifts towards the lower order with the increase of strength of inhomogeneity.

To understand the temporal development and investigate the dynamics in the half cycle, we have computed the time–frequency response of the dipole acceleration of the electron as shown in Figure 3 for $\epsilon_m |x|$ inhomogeneity. The parameter varied as $\epsilon_m = 1 \times 10^{-4}, 5 \times 10^{-4}, 1 \times 10^{-3},$ and $2 \times 10^{-3}$ in units of inverse of length in atomic units. The harmonics are generated in the falling edge of the pulse. The primary three recollision events are identified and marked as P1, P2, and P3 in the TFR maps corresponding to the three half optical cycles. These recollision events are also clearly identified in the classical solution of Newton’s second law for electron’s motion in the inhomogeneous field for the first recollision, consecutively marked as P1, P2, and P3. This also provides a cross verification of our computation. For the lowest value of inhomogeneity, the trajectories are more or less similar to the trajectories in the homogeneous driving, as shown in panels (a,e) of Figure 3, also compared with the HHG spectra for the homogeneous (black) and curves for $\epsilon_m = 1 \times 10^{-4}$ (red). With this strength of inhomogeneity, the cutoffs are seen to have extended by a small amount. The truncation of the long trajectories are due to the absorption near the boundary (compare with the classical return picture in Figures 1d and 3e).

As we increase the strength of inhomogeneity, these half cycles fields become enhanced which increases the quiver radius ($\sim E/\omega^2$) and subsequent gain in return kinetic energy ($\sim E^2/\omega^2$). Therefore the simple man model shows that with the increase of strength of
inhomogeneity, first the long trajectories and then the short trajectories would become absorbed near the boundary. This can be seen in the classical return picture in the panels (e–h) and in the quantum TFR maps in (a–d). With the increasing strength of inhomogeneity, the enhanced HCO due to the P1 and P2, i.e., cutoff and plateau, are broadened and eventually become nearly merged in the background at the highest value of the strength considered here. The enhancement near the threshold trajectory as marked with P3 in the panels are much robust with respect to the strength of inhomogeneity in the chosen parameter range.

Figure 3. TFR map calculated from the Gabor transformation of dipole acceleration (a–d) and classical trajectory simulation of return energy (e–h) are shown for the three different strengths of inhomogeneity for spatial dependence $\epsilon_m|x|$. The color map values are shown on the right of each panel of the TFR map, which represent the logarithm of intensity of the Gabor transformation, i.e., $|\sigma_W(\omega, \tau)|^2$. In CTS plots, open circles represent the starting time of the trajectories and filled circles are the time of recollision. S and L represent the short and long trajectories, respectively.

Next, we consider the functional form $\epsilon_q x^2$ for the inhomogeneity. The strength of the inhomogeneity parameters are taken as $\epsilon_q = 5 \times 10^{-6}, 1 \times 10^{-5}, 2 \times 10^{-5},$ and $3 \times 10^{-5}$.
in units of inverse square of length in au. The harmonic spectra and the corresponding TFR along with CTS are shown in Figure 2a and Figure 4, respectively. Within the chosen inhomogeneity range, the overall feature of the modification of spectra due to the increasing strength of inhomogeneity is similar to that in the $\epsilon_m |x|$, as can be seen by comparing (a) and (b) of Figure 2. The enhanced HCO regions become broader and shift towards the higher photon energy, and visibility becomes suppressed along with the strength of inhomogeneity. The temporal dynamics, as shown in Figure 4, clearly show that the contributions, which come from the dominant three half cycle bunch of first return trajectories, viz. P1, P2, and P3, are similar to that in the previous case.

Figure 4. The same as Figure 3 except for spatial dependence $\epsilon_q x^2$.

The previous two functional forms of inhomogeneity are inversion symmetric. Next, we consider the inhomogeneity $\epsilon_x$, which is asymmetric. The HHG spectra for various values of the strength of inhomogeneity are shown in panel (c) of Figure 2. The parameter values are taken to be the same as $\epsilon_m$. In Figure 5, we have presented the TFR and CTS in panels (a) and (b), respectively. The variation of spectra and corresponding dynam-
ics are different than in the symmetric inhomogeneity. With the increasing strength of inhomogeneity, the cutoff energy corresponding to one of the half cycles marked as P1 extends towards the higher order, whereas harmonic generation in the other two half cycles compressed towards the lower orders (see panels (a–d) of Figure 5). These are also clearly visible in the classical simulations of the first return trajectories, as shown in panels (e–h) of Figure 5. Thus, we can expect that isolated XUV pulses can be efficiently generated in the anisotropic inhomogeneity using the contribution from the one dominant half cycle compared to the isotropic inhomogeneity where two dominant half cycles contribute.

Figure 5. The same as Figure 3 except for spatial dependence $\epsilon x$.

These HCO are highly sensitive to the carrier envelope phase of the driving laser pulse. In Figure 6, we have presented the complete panorama of the HHG spectra with respect to the CEP for homogeneous in (a) and for the inhomogeneities $\epsilon q x^2$ (b), $\epsilon m|x|$ (c) and $\epsilon x$ (d) of Figure 6. The inhomogeneity parameters are taken as $\epsilon q = 1 \times 10^{-5}$, $\epsilon m = 5 \times 10^{-4}$, $\epsilon = 5 \times 10^{-4}$. With respect to the increase in CEP, the enhanced HCO in the lower-order harmonic region shifts towards the higher orders. This shift is nearly linear from near the above threshold to the mid-plateau region and becomes saturated in the
near cutoff region. Furthermore, the harmonic spectra depends on the CEP with modulo-$\pi$ for the first three isotropic driving. In the inhomogeneity of $\epsilon x$ type, the isotropy breaks and the spectra become modulo-$2\pi$ periodic. This extension of periodicity increases the tunability of the enhanced HCO regions with respect to CEP in the latter case than that in the isotropic inhomogeneity or vice versa the retrieval of CEP using these HCO vs. CEP as the database [8]. One can further tune the HCO with the strength of inhomogeneity within a certain limit, as discussed above. The spectra and the HCO vary sensitively with respect to the length of the pulse. For a shorter pulse, the number of contributing half cycles decreases and for a longer pulse, the number of contributing half cycles increases and consecutive HCO start to overlap. How this spectra and half cycle harmonics modify in different types of inhomogeneity needs further investigation.

Figure 6. Carrier-envelope-phase-dependent harmonic spectra are shown in color map (the color bars are shown on right side of each panel) for homogeneous (a) and for inhomogeneous driving with spatial dependence $\epsilon_x x^2$ (b), $\epsilon_{ix} |x|$ (c) and $\epsilon x$ (d).

With suitable gating of these half cycle cutoff harmonics, one could generate XUV pulses. We have computed the XUV pulse profiles by gating the harmonics around the half
cycle cutoff near harmonic order 100 (marked with a dashed arrow in Figure 2) presented in Figure 7. These XUV pulses are highly sensitive to the type of inhomogeneity and its strength at a fixed CEP of the driving pulse. For the isotropic inhomogeneity, this particular HCO shifts towards the higher order and the temporal width of the XUV pulse becomes narrower with the increasing strength of inhomogeneity (panels a,b). This scenario is opposite for the anisotropic inhomogeneity, where the HCO shifts towards the lower energy and the XUV pulse slightly broadens with a higher strength of inhomogeneity.

**Figure 7.** Temporal profiles of intensity of the XUV pulses generated using the harmonics around the half cycle cutoff near harmonic order 100. Different panels are for different types of inhomogeneity. The strength of the inhomogeneity and harmonic order window are mentioned in each XUV profile. Each profile is shifted in time for clarity.

Before concluding, we would like to point out that for a long wavelength optical pulse, the spreading of the wave packet in the transverse direction is strong and could reduce the efficiency. This effect is not considered in the present numerical simulation using the 1D model, which could be further scrutinized using a full 3D TDSE simulation or Lewinstein model calculations. But, we strongly believe that the main conclusions in this work will remain same.

### 4. Conclusions

We have presented how the HCO modifies with different types of inhomogeneously enhanced fields. To elucidate this, we have made a comparative numerical study of the HHG in three different types of inhomogeneously enhanced laser pulses at various strengths of inhomogeneity and CEP of the pulse. The results clearly show that HCO modify with different types/rates of inhomogeneously enhanced fields, which originates from the energy gain by the electron in the laser+ion potential that modifies heavily due to
the spatial inhomogeneity. Subsequently, the CEP-dependence of HCO is very different in different types of inhomogeneity. Our results demonstrate that up to a certain strength of inhomogeneity, HCO could be a robust marker for CEP retrieval/tagging. One can extract CEP within modulo-$\pi$ for isotropic inhomogeneity, whereas it is modulo-$2\pi$ for anisotropic inhomogeneity. We expect these results to aid in the control of XUV pulses when using HCO for the identification of the type of inhomogeneity.
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Abbreviations
The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHG</td>
<td>High harmonic generation</td>
</tr>
<tr>
<td>CEP</td>
<td>Carrier envelope phase</td>
</tr>
<tr>
<td>HCO</td>
<td>Half cycle cutoff</td>
</tr>
<tr>
<td>XUV</td>
<td>Extreme-ultraviolet</td>
</tr>
</tbody>
</table>
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