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Abstract: This paper aims to propose a tool for image classification in medical diagnosis decision
support, in a context where computational power is limited and then specific, high-speed computing
infrastructures cannot be used (mainly for economic and energy consuming reasons). The proposed
method combines a deep neural networks algorithm with medical imaging procedures and is imple-
mented to allow an efficient use on affordable hardware. The convolutional neural network (CNN)
procedure used VGG16 as its base architecture, using the transfer learning technique with the param-
eters obtained in the ImageNet competition. Two convolutional blocks and one dense block were
added to this architecture. The tool was developed and calibrated on the basis of five common lung
diseases using 5430 images from two public datasets and the transfer learning technique. The holdout
ratios of 90% and 10% for training and testing, respectively, were obtained, and the regularization
tools were dropout, early stopping, and Lasso regularization (L2). An accuracy (ACC) of 56% and an
area under the receiver-operating characteristic curve (ROC—AUC) of 50% were reached in testing,
which are suitable for decision support in a resource-constrained environment.

Keywords: computer vision; deep learning; medical imaging; convolutional neural nets; chest X-rays;
image classification; problem solving

1. Introduction

Convolutional neural networks (CNNs) [1] have arrived to stay. Since this kind of
network has been generated, they have resolved multiple problems in different fields. In
addition, they have demonstrated an excellent performance in computer vision tasks, for
example, detection [2,3], segmentation [4–6], and classification [7–9], in different kinds of
images. Nevertheless, when we work with medical imaging, we face a challenging problem
related to different causes due to the lack of data for training, generalization problems,
and others. Indeed, computer vision for medical purposes needs to be contextualized
and related to the field of application. In other words, methods used to support medical
decisions need to be considered as decision support tools, not mere computer science
algorithms [10]. For those reasons, the development of such tools needs to not only be a
transposition of existing procedures, but be seen as a real, cyclic problem-solving issue [11].

The first question that needs to be asked when applying interactive planning and
cyclic problem solving is the representation of the observed reality. Nowadays, many dif-
ferent CNN architectures are used in medical image classification, such as InceptionV3 [12],
ResNets [13], EfficientNets [14], DenseNets [15], MobileNetV2 [16], and even the VG-
GNets [17]. To the best of our knowledge, those methods follow computer science vision
but make the abstraction of main practical needs, such as data availability and conditions of
use. Moreover, the literature generates good solutions to classify medical images; however,
they require high computing power, which implies that these types of solutions cannot
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be implemented in health centers with few computing resources [18,19]. Indeed, those
methods make, in general, the abstraction of computational effort limitations and assume
all users can meet the settings used to deploy the proposed algorithms, in terms of both
hardware and of software. Due to public budgetary limitations in some countries, not all
computational power can be met. Concerning data availability, not all countries have an
extensive local database of images that would allow training and validating the proposed
algorithms. To deal with this issue, two different public datasets of chest X-rays (CXRs),
CheXpert [20] and ChestX-ray14 [21], can be used.

Given those issues, the aim of this paper was to propose and validate a transfer
methodology based on CNNs for supporting medical decisions in CXR analysis for an
application in the medical sector of Chile and South America. In this research, we used a
dataset of 16,372 images of five different categories of common lung diseases, extracted
from the images in references [20,21], i.e., atelectasis, cardiomegaly, consolidation, edema,
and pleural effusion. The main purpose of the algorithm was to support medical diagnosis,
so the reduction of false negative diagnoses gives medical staff a basis of pre-selected
positive cases for which a decision concerning the final diagnosis and the consequent care
needs to be taken. A multi-class classification problem was defined and processed with a
CNN algorithm combined with transfer learning. Besides, for the classification purpose,
we used the VGG16 [17] architecture and made modifications to the last layers.

Section 2 describes the materials and the method used for this work. In Section 3, we
described the computational results with the test set. Finally, in Section 4, we disclosed our
conclusions and some future work about this research.

2. Materials and Methods

Medical image classification englobes a key set of methods and techniques for computer-
aided diagnosis (CAD) systems. Traditional methods rely mainly on identifying the shape,
color, and/or texture features of an image, as well as their combinations, and compare
them to a basis (in general a database), representing characteristic images of a disease.
Most medical image classification methods are problem-specific and have shown to be
complementary to medical diagnosis decisions. However, the complexity and the diver-
sity of decisions and resources make the decisions difficult while relying only on image
classification. For those reasons, the proposed methodology aims to develop a medical
image classification method, which is not only for top-down or bottom-up computing and
algorithmic vision, but from a problem-solving and decision-support perspective.

Therefore, the proposed methodological framework follows cyclic problem-solving
vision [10]. Indeed, since the objective of the algorithms is to develop a need to support
decisions in medical disease identification, an interactive planning methodology to solve
issues from operations research seems suitable. In interactive planning, the following
elements need to be considered [22,23]:

• Ends or objectives: in the present work, the objective was to support medical diagnosis
by classifying X-ray images in order to pre-assign a disease type;

• Means: intended as policies, programs, projects, practices, and courses of action to be
taken. This includes medicine manpower competencies and hospital/medical center
organizational issues;

• Resources: intended as physical, material, and information resources. Since the
research was conducted for an application in Chile, it is important to consider that the
proposed tool needs to use open data to be constructed and there are not available
national databases. Thus, affordable hardware needs to be able to use the tool, in order
to be potentially deployed across the country;

• The two last elements, i.e., implementation and control, were not considered here,
although the abovementioned implementation issues have been taken into account
when dealing with resource specifications.

Taking into account those elements and the problem-solving cycle of Ackoff [10],
discussed and extended in [24], the general methodology followed here is related to the
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chart below (Figure 1). It is presented as a cyclic procedure instead of the classical, iterative
one [11,24].
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Figure 1. Scheme of the general methodology (own elaboration).

The chart shows that, taking into account ends, means, and resources, a cyclic proce-
dure starting from the definition of the first problem is needed. Once the problem is defined,
a solution method needs to be implemented, which should be applicable with the needs
and resources available. Once a solution is found, it needs to be confronted with the ends
of the stakeholders, until the given problem and method allow responding satisfactorily to
the ends while using the available resources and means in an efficient way. Here, the ends
are to support medical decisions in a resource-constrained context of developing countries,
which means computation capabilities are lower than those of developed countries with
highly advanced research centers. Moreover, decision support implies that it is the final
decision-maker that decides the computer-based tool, giving a set of elements and solutions
to support the decision but not taking the decision at his or her place. In other words, the
main aim of the proposed tool (ends) is not to provide an exact classification and a choice
of diseases given an image, but provide, for each image, a correspondence to the most
probable disease it could belongs to, the final medical decision on the disease being made
by the medical staff analyzing it on the basis of their knowledge and experience, and the
classification being then a support to guide decisions, but not a substitute to the medical
capabilities. For all those reasons, the methodology for the construction of the proposed
decision-support framework is organized in eight phases:

1. Definition of the decision problem;
2. Selection of databases for the algorithm construction and calibration: the first step of

the methodology is an analysis of available X-ray image databases, which are both
open and have already been used for image identification, in order to facilitate having
standards and baselines when developing the algorithm;

3. Random sampling: from the selected databases, a random sampling procedure is used
to select a set of data for algorithm construction purposes;

4. Sample analysis: After selecting the sample, it needs to be analyzed to examine
the suitability and identify different aspects for preprocessing the purpose for algo-
rithm construction;
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5. Image preprocessing: after the analysis of the sample, different standardizations are
applied to each image as pixel normalization between 0 and 255.0 and resized to
150 × 150 pixels;

6. CNN programing, transfer learning, and CNN modifications, to first construct an
algorithm and then improve it;

7. CNN training on the selected image databases;
8. CNN testing and analysis of the computational results.

2.1. Definition of the Decision Problem

Given the considerations presented above, the main decision problem is to choose
which disease is the most suitable given a set of images of a patient, with respect to those
of a training database. As mentioned above, those methods are, in general, dependent
on problems and constructed/calibrated for a specific disease identification. The chosen
field was CXR identification for two main reasons. The first is that major image databases
exist and can be used to develop and train algorithms to compare the proposed algorithm’s
performance with those of previous works in the same field. However, data availability
is not a sufficient condition to motivate our choice. Therefore, the second reason is from
the perspective of the potential and needs of application of X-ray imagery: starting from
developing countries needs and having university contacts with Chilean health system
stakeholders, it appears that X-ray imaging is one of the main fields of application of
computer vision that would add an important contribution to medical decision making.
Moreover, the means of the medical healthcare system need to be considered when devel-
oping the decision-support method and then the image classification algorithm. Therefore,
it seems important to explain here what we intend to do by decision support, since this
definition conditions the accuracy requirements and the error acceptances of the algorithm:
decision support is the proposal of elements for the decision maker to take the decision.
In the medical field, this means that the algorithm gives a probability that the disease
corresponds to a given one, but it depends on the medical care professional to make a final
decision. The main decisions will then arise based on two main elements:

• The choice of the number of zone categories is given by the number of possible diseases.
This assumes that no unknown disease is considered, indicating diseases other than
those of the initial category classification are used to train the algorithm;

• The exact assignment of a disease to a category is impossible, since medical decisions
made by humans are not infallible. Instead, probable correspondences can be used to
make the decision maker reflect and find the most suitable assignment, on the basis of
medical thinking, not only on that of an image correspondence. Moreover, the decision
support method needs to be run on standard computing hardware, which implies a
decrease of accuracy and an increase of computational time. For those reasons, high
accuracy errors can be accepted.

Two main ways of making that classification can be defined are as following: the first
is multi-label classification, in which each image can be associated to one or more diseases.
The second is mono-label multiple category assignment, in which each image is associated
to only one disease. Although the first is the most popular in CXR imaging (almost all
works deal with it), it presents two main limitations of our present research: the first is
resource consumption, which is much higher by the need of managing multiple layers in
parallel, so the second method seems more suitable to be implemented in hardware. A
second issue, which is more on a system-thinking and problem-solving viewpoint [25,26],
is that multi-label algorithms assign different diseases to a single image, so they are not
aimed at identifying the exact disease, but at showing if the image represents an ill chest
or a good wealth one (in other words, the medical staff needs in any case to examine the
image to make a decision). We can then obtain a similar result with a single assignment
algorithm, because since it identifies a disease, even not the correct one, the final result is
the same if it is able to identify an ill chest and distinguish it from a good health one but
the computational efforts are reduced.
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Consequently, the problem can be seen as a minimum dissimilarity-matching problem.
In other words, given image j defined by a set of pixels characterizing its geometric form,
shape, colour, texture (by defining an intensity, a brightness, etc.), and a database of medical
images representing a set S = S1 . . . Si . . . Sn of diseases, the problem is to assign image
j to disease Si that minimizes the dissimilarities between this image and all the images
I = 1 . . . k of the disease set Si, with each dissimilarity (shape, colour, and texture) being
defined by a set of distances between the values of the given image and those of the images
of the reference database.

2.2. Databases Selection

To generate the database used for this work, we used public datasets [20,21]. One
of the main reasons of this choice was the quantity of images available from each one of
them. Besides, these two datasets contain image data from different common lung diseases,
because one of the main death causes in Chile is the lungs disease [27].

In Table 1, we can see the image quantity used for each category from different datasets.
We constructed the first database of 16,372 images by combining all images available. We
observed the most common disease (in the number of images) is pleural effusion, with
almost 6000 images, and the least common is consolidation, with only 1086. This makes
the heterogeneity of the population of images in terms of frequency (Figure 2). Thus, a
sampling procedure is required to adjust that frequency to a homogeneous one.

Table 1. Image quantities used to generate the database used for this work.

Category CheXpert ChestX-ray14 Total

Atelectasis 3117 944 4061
Cardiomegaly 1621 483 2104
Consolidation 927 159 1086

Edema 3140 27 3167
Pleural effusion 5467 487 5954
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2.3. Random Sampling

After the dataset generation, we took a random sample of 1086 images per category
for the purpose of balancing every category with the same number of images (Figure 1).
Since all diseases are similar statistically and can be considered as internally homogeneous,
a simple random sampling without replacement was chosen. The size of the sample was
set to the minimum size of all 5 categories in order to have the maximum size of the sample
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without the need of replacement. Consequently, we dealt with a balanced classification
problem, since all categories of the sample had the same characteristics.

2.4. Sample Analysis

With the objective of identifying the differences between the images in [20,21], we
developed an exploratory data analysis (EDA). The main actions of the EDA were the
identification of the images’ dimensions (mainly height and width) as well as the color
scales of the images. Thus, the main metrics used for the EDA were the height and the
width of each image and then the representation of the greyscales or color scales on a
standard basis.

As one of the principal results of the EDA, we contemplated that the images of both
datasets were from different dimensions, the images from [20] were of 320 × 390 pixels in
the height and the width, respectively. On the other hand, the images from [21] were of
1028 × 1028 pixels in height and width. In addition, the images from both datasets were in
the grayscale, which were homogenized. For this purpose, it is important to resize images
to the same dimension, but to maintain a certain quality of the color scales (and allow
greyscales to be comparable), the resizing needs to be in both cases a downscaling in order
to obtain images with a similar quality for the two databases.

2.5. Image Preprocessing

For having a homogeneous dataset for the algorithm training, it is fundamental to
homogenize/standardize the data. Therefore, we took the sample with 1086 images per
category to work with a balance classification problem. We used a Holdout [28] rate
of 80%, 10%, and 10%, for the train, validation, and test sets, respectively. In addition,
we used different techniques to prevent the overfitting as data augmentation [29] and
early stopping [30]. Finally, we made an evaluation of the classification results on the test
set by calculating the confusion matrix [31] (p. 2), recall (True positive ratio, TPR) [31]
(p. 3), accuracy (ACC) [31] (p. 3), precision (Positive Predictive Value, PPV) [31] (p. 2)
F1-score (F1) [31] (p. 5), and the area under the receiver-operating characteristic curve
(ROC AUC) [32].

In this phase, first, we divided the sample into three groups, i.e., training, validation,
and test sets, with the ratios of 80%, 10% and 10%, respectively, using the method in [28].
Then, we applied a resizing of the height and width of each image to 150 × 150 pixels.
Second, we used the method in [29] for the training and validation sets. The transforma-
tions applied were the zoom-in, horizontal flip, rotation between 0 and 5 degrees, and
normalization of each pixel of the different images, dividing every pixel of the images by
255.0 to achieve 0 as the minimum value and 1 as the maximum value (Figure 3).
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2.6. CNN Programming, Transfer Learning, and CNN Modifications

In this work, we used two CNNs. First, as the base model and feature extraction,
we used the model in [17]. Besides, we applied the transfer learning technique using the
weights configuration from the ImageNet dataset [33] and unfroze the weights for the last
2 convolutional blocks of [17] on our dataset. The transfer learning technique consisted
in using the weights of the CNN trained for a similar propose, i.e., classification problem,
preconfigured in one dataset. In this case, we used the weights achieved in the Imagenet
dataset [33].

CNNs were adapted to image processing, being able to process two-dimensional (2D)
or three-dimensional (3D) images. Here, we focused on 2D images. To do that, different
types of layers were used, from which we included mainly two layers—convolutional
(Conv) and pooling (Pool) layers. A convolutional layer is the core building element
of a CNN, in which the features are detected, filtered and identified. A pooling layer
(or downsampling layer) is used for dimensionality reduction, reducing the number of
parameters in the input. A pooling minimization layer can also be used. The algorithm
starts by processing the inputs with the first core convolutional layer, a succession of
convolutional layers, and eventually pooling or min pooling layers plus a final synthesis
layer. With each layer, the CNN increases the complexity to identify greater portions of the
image. Earlier layers focus on simple features, such as colors and edges. As the image data
progress through the various layers of the CNN algorithm, it is able to recognize larger
elements or shapes of the X-ray image until it finally identifies the intended object and then
assigns the image to a disease category. We started with a basic model [17], which blocked
the succession as illustrated in Table 2.

We added three blocks composed by a convolutional layer [34], a max pooling
layer [35] and a dropout layer [36] to the base model. Finally, we added two dense blocks
composed of a dense layer [36], and a classification layer. As regularization related to the
model architecture, we added a simple regularization procedure [36] and L2 regulariza-
tion [37] to the kernel of the dense block. Finally, used the categorical cross-entropy loss [38]
as the loss function and Softmax [39] as the activation function for the last classification
layer. In other words, the proposed CNN works as follows:

• First, the image (o homogenized height and width with 150 × 150 pixels) enters
through the VGG16 base model composed of five convolutional blocks.

These convolutional blocks were composed of 2 or 3 convolutional layers using 128,
256, and 512 filters and 3 × 3 kernels. The convolutional blocks added to the base CNN
were composed of a convolutional layer with 150 filters, 3 × 3 kernels, with the ReLU
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activation function, and a 2D max pooling layer. The dense block was composed of a dense
layer using the ReLU as the activation function, 100 neurons, and the last classification
layer with Softmax as the activation function and categorical cross-entropy as the loss
function. The details of such blocks are in Table 3 and the complete architecture is charted
in the Appendix A.

Table 2. Architecture of the base convolutional neural network (CNN) used with the shapes and
numbers of hyperparameters, sorted by the order of execution.

Order of Execution Layer (Type) Output Shape Parameter Number

1 input_1(InputLayer) (None,150,150,3) 0
2 block1_conv1(Conv2D) (None,150,150,64) 1792
3 block1_conv2(Conv2D) (None,150,150,64) 36,928
4 block1_pool(MaxPooling2D) (None,75,75,64) 0
5 block2_conv1(Conv2D) (None,75,75,128) 73,856
6 block2_conv2(Conv2D) (None,75,75,128) 147,584
7 block2_pool(MaxPooling2D) (None,37,37,128) 0
8 block3_conv1(Conv2D) (None,37,37,256) 295,168
9 block3_conv2(Conv2D) (None,37,37,256) 590,080

10 block3_conv3(Conv2D) (None,37,37,256) 590,080
11 block3_pool(MaxPooling2D) (None,18,18,256) 0
12 block4_conv1(Conv2D) (None,18,18,512) 1,180,160
13 block4_conv2(Conv2D) (None,18,18,512) 2,359,808
14 block4_conv3(Conv2D) (None,18,18,512) 2,359,808
15 block4_pool(MaxPooling2D) (None,9,9,512) 0
16 block5_conv1(Conv2D) (None,9,9,512) 2,359,808
17 block5_conv2(Conv2D) (None,9,9,512) 2,359,808
18 block5_conv3(Conv2D) (None,9,9,512) 2,359,808
19 block5_pool(MaxPooling2D) (None,4,4,512) 0
20 global_max_pooling2d(Global) (None,512) 0

Table 3. Architecture of the CNN added to the base model with the shapes and numbers
of hyperparameters.

Layer (Type) Output Shape Parameter Number

Block_added1_Conv(Conv2D) (None,6,6,150) 691,350
Block_added1_Pool(MaxPooling2D) (None,3,3,150) 0

Block_added1_Dropout(Dropout) (None,3,3,150) 0
Block_added2_Conv(Conv2D) (None,3,3,150) 202,650

Block_added2_Pool(MaxPooling2D) (None,1,1,150) 0
Block_added2_Dropout(Dropout) (None,1,1,150) 0

Block_added3_Conv(Conv2D) (None,1,1,150) 202,650
Block_added3_Pool(MaxPooling2D) (None,1,1,150) 0

Block_added3_Dropout(Dropout) (None,1,1,150) 0
final_global_max_pooling(GlobalMaxPooling2D) (None,150) 0

Dense_block_flatten(Flatten) (None,150) 0
Dense_block_dense1(Dense) (None,100) 15,100

Dense_block_dropout(Dropout (None,100) 0
Dense_block_classification(Dense) (None,5) 505

The final architecture of the algorithm, which shows how each block is combined, is
given in the Appendix A. The combination of the blocks is sequential.

2.7. CNN Training

We used a personal computer with Intel® Core i7™—RAM 8GB and Nvidia® Geforce
GTX™ 1050. The operated system was Windows® 10, professional edition. The dataset
developed for the work was composed of 16,372 images where around 86% were from [20]
and about 14% were from [21]. The images were classified in five different lung diseases,
i.e., atelectasis, cardiomegaly, consolidation, edema, and pleural effusion (Figure 4).
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For the training process, we set up the training for 100 epochs, we used the adaptive
moment estimation (Adam) [40] optimizer with the configuration of Table 1, an initial
learning rate (LR) of 0.01, and a batch size of 128. To optimize this process and avoid the
overfitting state of the CNN, we used early stopping [30] to monitor the loss function on the
validation set and the exponential decay [41] of the LR scheduling and the model weights
checkpoint (Figure 5).

At the end of the training phase, we achieved an ACC of 50% at epoch 37, and the
process stopped at epoch 44 due to [30]. In addition, the LR decreased exponentially, and
the minimum value achieved was 0.009048 at epoch 44 (Table 4, Figure 6).
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3. Computational Results

For the testing set, we computed and plotted the confusion matrix [31] (Figure 5) and
calculated the ACC, TPR, PPV, and F1. The results showed that, with the testing set, we
achieved a general ACC about of 56%, which is a satisfactory result taking into account
the literature and the use of affordable hardware. Besides, the TPRs were 31%, 23%, and
21% for atelectasis, consolidation, and cardiomegaly, respectively. On the other hand, we
obtained F1-scores of 25%, 25%, 22%, and 21% for cardiomegaly, atelectasis, edema, and
consolidation, respectively (Table 5).
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Table 5. Classification results for the testing set.

Categories Precision Recall F1-Score FNR

Atelectasis 21% 31% 25% <1%
Cardiomegaly 30% 21% 25% 1%
Consolidation 20% 23% 21% <1%

Edema 25% 19% 22% 1%
Pleural effusion 16% 14% 15% 2%

Those results are far from those obtained in the literature, but it is important to take
into account the difference in the classification problem (here, we aimed to identify only
one disease; in the literature works dealing with multiple diseases give a set of possible
diseases for each image [17,18,41]). For those reasons, it seems difficult to compare raw
results (in terms of the TPR or the AUC, for example) between the proposed algorithm
and the literature, since they do not address exactly the same problem. Moreover, when
considering the false negative rate (FNR), defined as the ratio between the images not being
assigned to any category (so considered as good health) and the total number of positives,
we observed that for most pathologies the FNR was less than 1%, which is a good result
(the cited works, by their nature and problem addressed, lead to the calculated FNRs of 1%
to 3% [18,19]).

Taking into account those results and the fact that the hardware used is common and
not of high performance, the results lead to a problem resolution issue that, for the medical
field in Chile, seems satisfactory and represents the needs of the practice community. Only
for one disease, i.e., pleural effusion, the algorithm seems to have a lower performance, but
it is, if taking the FNR indicator (i.e., the risk of not diagnosing an illness of the patient
when he or she has one), still good. In any case, the proposed algorithm is able to provide a
support to medical decision making but needs to be seen as a complementary tool that do
not have to substitute the choices of medical experts. Taking into account the quality of the
computing infrastructures and the results of the model, its use is aimed to support medical
decisions but does not identify clearly a disease in a way a human decision is not required:
it must be then used as a support, but not as a substitute of the decision made.

Figure 6 shows the ROC curve of the proposed algorithms. We carried out an ROC
AUC analysis for the test set. We observed that the micro-average and macro-average ROCs
are very close and both curves (ROC and AUC) are close and near linear, cutting the graph
plane in two almost equal sets. We can then state that on the ROC AUC, the algorithm got
about 50% (Figure 6). When considering the identification on a unique disease for each
image, it seems evident that if associating each image with more than one disease the quality
of the model would increase, but in that case, the need of a medical staff decision is also
observed. Therefore, using the proposed algorithm as a way to support medical decisions
by informing the presence of a disease but need a specialist to define in-depth what the
disease is seems to be suitable and recommended in contexts with resource constraints.

4. Conclusions

We trained a classifier of CXRs using different techniques. For the extraction of
features, the VGG16 architecture was employed with their respective weights used in the
ImageNet competition. The linear feature architecture was tuned; however, its linearity was
maintained by adding new convolutional blocks and a dense block. In addition, different
regularization techniques were employed, L2 was incorporated into the dense block, and
dropout layers were added to all the blocks in the base architecture. Besides, in the training
phase, we used data augmentation, scheduled a variable LR with an exponential decay,
and early stopping to monitor the validation loss function.

The results obtained were not so good but are promising, because the training was not
developed on extremely expensive hardware. However, this does not allow testing with
batch sizes greater than 128. Of the PPV classification results, we achieved 30% with the
cardiomegaly category. The highest TPR (31%) was achieved with the atelectasis category,
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and the highest F1 was achieved with the atelectasis and cardiomegaly categories, both of
which were around 25%.

The proposed algorithm needs to be seen as a support for medical decision making.
Indeed, it can help medical experts in having the first, graphical-statistical-based classifica-
tion of X-ray images made on patients on the basis of a global database of diseases, which
can help decide which disease the taken images represent. However, it does not have to
be a substitute of medical expertise and human decisions but can be a valuable support,
mainly in conditions where no high-quality hardware and material are available.

Finally, as a future work, we will replace the aggregated dropout layers with batch
normalization layers, to analyze the training behavior of the network and the classification
results. With better hardware, computational experiments with a larger batch size can be
generated to improve the training results. The performance of federated learning for the
training process will be evaluated.

Analyzing the performances of other nonlinear CNNs architectures such as DenseNet,
MobileNet, ResNet, and Visual Transformers can be explored.

As for the data, the aim is to work together with a health institution to develop a
representative dataset of our own, properly classified by a specialized medical team.
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