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1. Introduction

In 1908, Langevin raised the famous Langevin equation to reveal the dynamics of random motion of particles in fluid. The classical Langevin equation [1] of Brownian particle is formulated by

\[ m \frac{d^2 S}{dt^2} + \varepsilon \frac{dS}{dt} = f(t, S(t)), \]

where \( S(t) \) is the particle’s position, \( m \) expresses the particle’s mass, \( \varepsilon \) represents a speed’s proportional coefficient, \( f \) is the external force of fluid molecules acting on the Brownian particle. Afterward, many random phenomena and processes were found to be described by Langevin equation [2,3]. However, when using classical Langevin equation to describe complex viscoelasticity, there is a large deviation from the experimental results. This prompted some researchers to modify and generalise the classical Langevin equation. Kubo [4,5] advanced a general Langevin equation to simulate the complex viscoelastic anomalous diffusion process. Eab and Lim [6] introduced a fractional Langevin equation to describe the single-file diffusion. Sandev and Tomovski [7] also set up a fractional Langevin equation model to study the motion of free particles driven by power-law noise. In addition, readers can find the latest research progress of fractional Langevin systems in recent papers [8,9].

As we all know, the stability of the system is of vital important for the application of the system in practice. In 1940s, Hyers and Ulam [10,11] proposed a concept of system stability called HU-stability. In recent ten years, there have many works (some of them [12–17]) on HU-stability of fractional system. However, these research findings on fractional Langevin
system are all about RC- or RL-fractional derivative. Unfortunately, the RC- and RL-fractional derivatives will produce singularity under some conditions. So the RC- and RL-fractional models are defective in describing some physical phenomena. Consequently, Caputo and Febrizio [18] raised a new exponential kernel nonsingular fractional derivative. And another new nonsingular fractional derivative with ML-kernel is put forward by Atangana and Baleanu in [19]. These nonsingular fractional derivatives have attracted much attention and research in theory [20–24] and application [25–30] since they were proposed. As far as we are concerned, there are no papers on UH-type stability of ML-fractional Langevin system. Awaken by above mentioned, this paper primarily concerns a nonlinear ML-fractional Langevin system with distributed lag and integral control written by

\[
\begin{align*}
MLD^\mu_0\cdot U(x) &= f(x, (\mathcal{S}_1 U)(x), (\mathcal{S}_2 U)(x)), x \in (0, T], \\
(\mathcal{S}_1 U)(x) &= \int_{-\tau}^0 k(s)U(x + s)ds, \quad (\mathcal{S}_2 U)(x) = \int_0^x U(s)dH(s), x \in J = [0, T], \\
U(x) &= \omega_1(x), \quad MLD^\mu_0\cdot U(x) = \omega_2(x), \quad x \in [-\sigma, 0],
\end{align*}
\]

where \( \mathcal{S}_j \), \( \mu \), and \( \nu \) are some constants with \( \mathcal{T} > 0, 0 < \mu, \nu \leq 1 \) and \( \lambda > 0 \), expresses the \( \nu \)-order ML-fractional derivative, the nonlinear function \( f \in C(f \times \mathbb{R}^2, \mathbb{R}) \), the time-lag function \( \tau \in C(f, \mathbb{R}^+) \) with \( \tau = \max_{\nu \in J} \tau \), the initial function \( \omega_1 \in C([-\tau, 0], \mathbb{R}) (\nu = 1, 2) \), the distributed lag kernel function \( k(s) \in C([-\tau, 0], \mathbb{R}^+) \), the integral control \( (\mathcal{S}_2 U)(x) \) is Riemann–Stieltjes integral, \( H : [0, T] \to \mathbb{R} \) the function of bounded variation.

The organizational structure of the remaining sections of the manuscript is as below. Section 2 introduces the basic knowledge and results of ML-fractional calculus used later. The HUR-, GHUR-, HU- and HUR-stability of (1) are established by Diaz and Margolis’s fixed-point theorem in Section 3. As an application, the theoretical analysis and numerical simulation on an example are conducted in Section 4. Section 4.2 is a brief conclusion.

2. Preliminaries

**Definition 1** ([31]). For \( 0 < \mu \leq 1 \), \( \mathcal{T} > 0 \) and \( \mathcal{U} : [0, T] \to \mathbb{R} \), the left-sided \( \mu \)-order Mittag–Leffler fractional integral of function \( \mathcal{U} \) is defined by

\[
MLJ^\mu_0\cdot \mathcal{U}(x) = \frac{1-\mu}{\mathcal{N}(\mu)} \mathcal{U}(x) + \frac{\mu}{\mathcal{N}(\mu)\Gamma(\mu)} \int_0^x (x-s)^{\mu\-1}\mathcal{U}(s)ds,
\]

provided the integral exists, here \( \Gamma(\mu) = \int_0^\infty s^{\mu\-1}e^{-s}ds \), \( \mathcal{N}(\mu) \) is a normalization constant satisfying \( \mathcal{N}(0) = \mathcal{N}(1) = 1 \).

**Definition 2** ([19]). For \( 0 < \mu \leq 1 \), \( \mathcal{T} > 0 \) and \( \mathcal{U} \in C^1(0, T) \), the left-sided \( \mu \)-order Mittag–Leffler fractional derivative of function \( u \) in sense of Caputo is given by

\[
MLD^\mu_0\cdot \mathcal{U}(x) = \frac{\mathcal{N}(\mu)}{(1-\mu)} \int_0^x \mathcal{E}_\mu \left[ -\frac{\mu}{1-\mu} (x-s)^{\mu\-1} \right] \mathcal{U}'(s)ds,
\]

where \( \mathcal{E}_\mu (\cdot) \) is single parameter Mittag-Leffler function and defines as

\[
\mathcal{E}_\mu(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\mu k + 1)}.
\]

**Lemma 1** ([20]). Assume that \( h \in C[0, T] \). Then the unique solution of below ML-fractional system

\[
\begin{align*}
MLD^\mu_0\cdot y(x) &= h(x), \quad x \in (0, T), \quad 0 < p \leq 1, \\
w(0) &= w_0,
\end{align*}
\]
is written as

\[ y(x) = y_0 + \frac{1 - \frac{p}{\mathcal{N}(p)}}{\mathcal{N}(p)} [h(x) - h(0)] + \frac{p}{\mathcal{N}(p) \Gamma(p)} \int_0^x (x-s)^{p-1} h(s)ds. \]

**Remark 1.** From Definition 2 and Lemma 1, one easily concludes that \( \mathcal{MLD}_0^\mu U(x) \equiv 0 \) iff \( U(x) \equiv \text{constant} \).

**Lemma 2.** Let \( T > 0, J = [0, T], 0 < \mu, \nu \leq 1, \lambda > 0, f \in C(J \times \mathbb{R}^2, \mathbb{R}), \sigma_1 \in C([\sigma, 0], \mathbb{R}^+) \) with \( \sigma = \max_{x \in J} \sigma_1(x), \omega_1 \in C([\sigma, 0], \mathbb{R}(j = 1, 2)), k(s) \in C([-\sigma, 0], \mathbb{R}^+), \) the integral control \((\mathcal{M}_\mathcal{L}U)(x)\) be Riemann–Stieltjes integral, and \( H : [0, T] \to \mathbb{R} \) be the function of bounded variation. If \( \Delta \equiv 1 - \frac{\lambda(1-\mu)}{\mathcal{N}(\mu)} \neq 0, \) then the nonlinear \( \mathcal{ML}-\text{fractional Langevin system} \) (1) is equivalent to the below delayed nonlinear integral system

\[
U(x) = \begin{cases} 
\omega_1(0) + \frac{1}{\mathcal{N}(\mu)} \left\{ \omega_2(0) - \lambda \omega_1(0) x^\mu - \frac{(1-\mu)(1-\nu)}{\mathcal{N}(\mu) \Gamma(\nu)} F_{\mathcal{L}}(0) + \frac{(1-\mu)(1-\nu)}{\mathcal{N}(\mu) \Gamma(\nu)} F_{\mathcal{L}}(x) \right. \\
+ \frac{\lambda \mu}{\mathcal{N}(\mu) \Gamma(\nu)} \int_0^x (x-s)^{\mu-1} U(s, \mathcal{L}) ds + \frac{(1-\mu) \nu}{\mathcal{N}(\mu) \Gamma(\nu) \Gamma(\mu)} \int_0^x (x-s)^{\nu-1} F_{\mathcal{L}}(s, \mathcal{L}) ds \\
+ \frac{\mu \nu}{\mathcal{N}(\mu) \Gamma(\nu) \Gamma(\mu)} \int_0^x (x-s)^{\mu+\nu-2} F_{\mathcal{L}}(s, \mathcal{L}) ds \left. \right\}, x \in J, \\
\omega_1(x), x \in [-\sigma, 0],
\end{cases}
\]

where \( F_{\mathcal{L}}(x) = f(x, (\mathcal{M}_\mathcal{L}U)(x), (\mathcal{M}_\mathcal{L}U)(x)), (\mathcal{M}_\mathcal{L}U)(x) = \int_0^x k(s)U(s, \mathcal{L}) ds, (\mathcal{M}_\mathcal{L}U)(x) = \int_0^x u(s, \mathcal{L}) ds H(s). \)

**Proof.** Let \( \mathcal{V}(x) = [\mathcal{MLD}_0^\mu - \lambda]U(x), \) then the first equation of (1) is changed into

\[
\begin{cases} 
\mathcal{MLD}_0^\mu \mathcal{V}(x) = f(x, (\mathcal{M}_\mathcal{L}U)(x), (\mathcal{M}_\mathcal{L}U)(x)), x \in (0, T], \\
\mathcal{MLD}_0^\mu U(x) = \lambda U(x) + \mathcal{V}(x), x \in (0, T].
\end{cases}
\]

(3)

On the one hand, assume that \( U(x) \) is a solution of (1), where \( U \in C^1[0, T] \). Then, for \( x \in J = [0, T], \) one derives from Lemma 1 and (3) that

\[
\mathcal{V}(x) = \lambda(0) + \frac{1 - \frac{\nu}{\mathcal{N}(\nu)}}{\mathcal{N}(\nu)} \left\{ f(x, (\mathcal{M}_\mathcal{L}U)(x), (\mathcal{M}_\mathcal{L}U)(x)) - f(0, (\mathcal{M}_\mathcal{L}U)(0), (\mathcal{M}_\mathcal{L}U)(0)) \right\}
+ \frac{\nu}{\mathcal{N}(\nu) \Gamma(\nu)} \int_0^x (x-s)^{\nu-1} f(\xi, (\mathcal{M}_\mathcal{L}U)(\xi), (\mathcal{M}_\mathcal{L}U)(\xi)) d\xi,
\]

(4)

and

\[
U(x) = \lambda(0) + \frac{1 - \frac{\mu}{\mathcal{N}(\mu)}}{\mathcal{N}(\mu)} \left\{ \lambda[\mathcal{L}(x) - U(0)] + \mathcal{V}(x) - \mathcal{V}(0) \right\}
+ \frac{\mu}{\mathcal{N}(\mu) \Gamma(\mu)} \int_0^x (x-s)^{\mu-1} [\lambda U(s) + \mathcal{V}(s)] ds.
\]

(5)

Together with (4) and (5) and initial conditions \( U(0) = \omega_1(0) \) and \( \mathcal{V}(0) = [\mathcal{MLD}_0^\mu U(0) - \lambda U(0)] = \omega_2(0) \), one gets
\[
U(x) = \omega_1(0) + \frac{1 - \mu}{N(\mu)} \left[ \lambda U(x) - \omega_1(0) \right] + \frac{1 - \nu}{N(\nu)} \left[ f(x, (\mathcal{F}_U)(x), (\mathcal{F}_U)(x)) - f(0, (\mathcal{F}_U)(0), (\mathcal{F}_U)(0)) \right] \\
- f(0, (\mathcal{F}_U)(0), (\mathcal{F}_U)(0)) + \frac{\nu}{N(\nu) \Gamma(\nu)} \int_0^x (x - \xi)^{-1} f(\xi, (\mathcal{F}_U)(\xi), (\mathcal{F}_U)(\xi)) d\xi \\
+ \frac{\mu}{N(\mu) \Gamma(\mu)} \int_0^x (x - s)^{\mu - 1} \left[ \omega_2(0) - \lambda \omega_1(0) \right] + \lambda U(s) + \frac{1 - \nu}{N(\nu)} f(s, (\mathcal{F}_U)(s), (\mathcal{F}_U)(s)) \\
+ \frac{\nu}{N(\nu) \Gamma(\nu)} \int_0^s (s - \zeta)^{-1} f(\zeta, (\mathcal{F}_U)(\zeta), (\mathcal{F}_U)(\zeta)) d\zeta \right] ds \\
+ \frac{\omega_2(0) - \lambda \omega_1(0)}{N(\mu)} \xi^\mu + \frac{\lambda N(\mu) \Gamma(\mu)}{N(\mu) \Gamma(\mu)} \int_0^x (x - s)^{\mu - 1} U(s) ds \\
+ \frac{\mu (1 - v)}{N(\mu) N(\nu) \Gamma(\mu)} \int_0^x (x - \xi)^{-1} f(\xi, (\mathcal{F}_U)(\xi), (\mathcal{F}_U)(\xi)) d\xi \\
+ \frac{\mu (1 - v)}{N(\mu) N(\nu) \Gamma(\mu)} \int_0^x (x - \xi)^{-1} f(\xi, (\mathcal{F}_U)(\xi), (\mathcal{F}_U)(\xi)) d\xi \\
+ \frac{\mu^2 N(\mu) N(\nu) \Gamma(\mu + v)}{N(\mu) N(\nu) \Gamma(\mu + v)} \int_0^x (x - \xi)^{\mu + v - 1} f(\xi, (\mathcal{F}_U)(\xi), (\mathcal{F}_U)(\xi)) d\xi \right] ds.
\]

(6)

Exchanged the order of integrals, the last quadratic integral of (6) is computed as

\[
\int_0^x (x - s)^{\mu - 1} \left[ \int_0^s (s - \zeta)^{-1} f(\zeta, (\mathcal{F}_U)(\zeta), (\mathcal{F}_U)(\zeta)) d\zeta \right] ds \\
= \int_0^x f(\xi, (\mathcal{F}_U)(\xi), (\mathcal{F}_U)(\xi)) \left[ \int_0^x (x - s)^{\mu - 1} (s - \zeta)^{-1} ds \right] d\zeta \\
= \frac{\Gamma(\mu) \Gamma(\nu)}{\Gamma(\mu + v)} \int_0^x (x - \xi)^{\mu + v - 1} f(\xi, (\mathcal{F}_U)(\xi), (\mathcal{F}_U)(\xi)) d\xi.
\]

(7)

From (6) and (7), one has

\[
U(x) = \omega_1(0) + \frac{1}{\Delta} \left\{ \omega_2(0) - \lambda \omega_1(0) \xi^\mu + \frac{(1 - \mu)(1 - v)}{N(\mu) N(\nu)} f(0, (\mathcal{F}_U)(0), (\mathcal{F}_U)(0)) \right\} \\
+ \frac{(1 - \mu)(1 - v)}{N(\mu) N(\nu) \Gamma(\mu)} \int_0^x (x - \xi)^{-1} f(\xi, (\mathcal{F}_U)(\xi), (\mathcal{F}_U)(\xi)) d\xi \\
+ \frac{(1 - \mu)(1 - v)}{N(\mu) N(\nu) \Gamma(\mu)} \int_0^x (x - \xi)^{-1} f(\xi, (\mathcal{F}_U)(\xi), (\mathcal{F}_U)(\xi)) d\xi \\
+ \frac{\mu^2 N(\mu) N(\nu) \Gamma(\mu + v)}{N(\mu) N(\nu) \Gamma(\mu + v)} \int_0^x (x - \xi)^{\mu + v - 1} f(\xi, (\mathcal{F}_U)(\xi), (\mathcal{F}_U)(\xi)) d\xi \right\}
\]

(8)
Obviously, Equation (8) is the first equation of (2). When \( x \in [-\sigma, 0] \), it is evident that \( U(x) = \omega_1(x) \) holds. So far, we have fully derived the delayed integral Equation (2). That is, \( U(x) \) is also a solution of delayed integral Equation (2).

On the other hand, when \( x \in [-\sigma, 0] \), let’s make a supplementary definition \( \text{ML-D}_0^\mu U(x) = \omega_2(x) \), then \( U(x) = \omega_1(x) \) and \( \text{ML-D}_0^\mu U(x) = \omega_2(x) \) satisfy the system (2) \( \Rightarrow U(x) = \omega_1(x) \) and \( \text{ML-D}_0^\mu U(x) = \omega_2(x) \) satisfy the system (1). When \( x \in J \), if \( U(x) \) with \( U \in C^1[0, T] \) is a solution of delayed integral Equation (2), then we take \( \nu \)-order ML-fractional derivative of (4) and \( \mu \)-order ML-fractional derivative of (5) to get the second equation of (1) and (3), respectively. Thus we verify that \( U(x) \) with \( U \in C^1[0, T] \) is also a solution of the first equation in system (1). The proof is completed.

**Definition 3.** Let \( \mathcal{D}(\cdot, \cdot) \) be a binary function defined on a nonempty set \( \mathcal{Y} \). If \( \mathcal{D}(\cdot, \cdot) \) satisfies

1. nonnegativity, i.e., \( \mathcal{D}(\xi, \eta) \geq 0 \), and the identity holds only if \( \xi = \eta; \forall \xi, \eta \in \mathcal{Y} \);
2. commutativity, i.e., \( \mathcal{D}(\xi, \eta) = \mathcal{D}(\eta, \xi), \forall \xi, \eta \in \mathcal{Y} \);
3. trigonometric inequality, i.e., \( \mathcal{D}(\xi, \eta) \leq \mathcal{D}(\xi, \zeta) + \mathcal{D}(\zeta, \eta), \forall \xi, \eta, \zeta \in \mathcal{Y} \).

Then \( (\mathcal{Y}, \mathcal{D}) \) is called a generalised metric space.

**Lemma 3** (Diaz and Margolis [32]). Let \( (\mathcal{Y}, \mathcal{D}) \) be a complete generalised metric space, and \( \mathcal{T} : \mathcal{Y} \to \mathcal{Y} \) be a mapping. Assume that the following conditions hold:

(a) For all \( \xi, \eta \in \mathcal{Y} \), there exists a constant \( 0 < \rho < 1 \) such that \( \mathcal{D}(\mathcal{T}^n \xi, \mathcal{T}^n \eta) < \rho \mathcal{D}(\xi, \eta) \);

(b) For some \( \xi \in \mathcal{Y} \), there exists an integer \( m \geq 0 \) such that \( \mathcal{D}(\mathcal{T}^{m+1} \xi, \mathcal{T}^m \xi) < +\infty \).

Then the below assertions are true:

(i) \( \mathcal{D}(\mathcal{T}^n \xi, \xi^*) \to 0 \), as \( n \to \infty \), and \( \mathcal{T}^n \xi^* = \xi^* \);

(ii) There exists a unique \( \xi^* \in \mathcal{Y}^* = \{ \eta \in \mathcal{Y} : \mathcal{D}(\mathcal{T}^m \xi, \eta) < +\infty \} \) such that \( \mathcal{T}^n \xi^* = \xi^* \);

(iii) If \( \eta \in \mathcal{Y}^* \), then \( \mathcal{D}(\eta, \xi^*) \leq \frac{1}{1-\rho} \mathcal{D}(\mathcal{T} \eta, \eta) \).

3. Existence and Stability

In this section, we will apply Lemma 3 to prove the UHR, GUHR, UH and GUH stability for system (1). Take \( \mathcal{Y} = C([-\sigma, T], \mathbb{R}) \), Based on Lemma 2, a mapping \( \mathcal{T} : \mathcal{Y} \to \mathcal{Y} \) is introduced as follows:

\[
(\mathcal{T}U)(x) = \begin{cases}
\omega_1(0) + \frac{1}{\lambda} & \left\{ \frac{\omega_2(0) - \omega_1(0)}{\lambda} x^\mu - \frac{(1-\mu)(1-\nu)}{\lambda^\nu} F_U(0) + \frac{(1-\mu)(1-\nu)}{\lambda^\nu} F_U(x) \right. \\
+ \frac{\lambda^\mu}{\lambda^\nu} \int_0^x (x-s)^{\mu-1} F_U(s) ds & + \frac{\lambda^\mu}{\lambda^\nu} \int_0^x (x-s)^{\mu-1} F_U(s) ds \\
+ \frac{\mu}{\lambda^\nu} F_U(x) & + \frac{\mu}{\lambda^\nu} F_U(x)
\end{cases}, \quad x \in J,
\]

where \( F_U(x) = f(x, (\mathcal{J}_1 U)(x), (\mathcal{J}_2 U)(x)), (\mathcal{J}_i U)(x) = \int_{-\sigma}^0 k(s) U(x+s) ds, (\mathcal{J}_2 U)(x) = \int_0^x U(s) dH(s) \).
Let \( W \in \mathbb{Y}, \epsilon > 0, 0 < \mu, \nu \leq 1 \) and \( \varphi \in C(J, \mathbb{R}^+) \) be non-decreasing. Consider the following two inequalities
\[
\begin{cases}
[MLD_0^\mu \varphi, \nu - \lambda]W(x) - f(x, (\mathcal{A}_1W)(x), (\mathcal{A}_2W)(x)) \leq \epsilon, \quad 0 < x \leq T,

W(x) = \omega_1(x), \quad MLD_0^\mu W(x) = \omega_2(x), \quad x \in [-\sigma, 0],
\end{cases}
\]
and
\[
\begin{cases}
[MLD_0^\mu \varphi, \nu - \lambda]W(x) - f(x, (\mathcal{A}_1W)(x), (\mathcal{A}_2W)(x)) \leq \epsilon \varphi(x), \quad 0 < x \leq T,

W(x) = \omega_1(x), \quad MLD_0^\mu W(x) = \omega_2(x), \quad x \in [-\sigma, 0],
\end{cases}
\]

Definition 4. The problem (1) is Hyers–Ulam (HU) stable, if \( \forall \epsilon > 0 \) and any solution \( W \in Y \) of (10), there have a unique solution \( U^* \in Y \) of (1) and a constant \( C_1 > 0 \) satisfying
\[
|W(x) - U^*(x)| \leq C_1 \epsilon.
\]

Definition 5. The problem (1) is generalised Hyers–Ulam (GHU) stable, if \( \forall \epsilon > 0 \) and any solution \( W \in Y \) of (10), there have a unique solution \( U^* \in Y \) of (1) and function \( \theta(\cdot) \in C(\mathbb{R}, \mathbb{R}^+) \) with \( \theta(0) = 0 \) satisfying
\[
|W(x) - U^*(x)| \leq \theta(\epsilon).
\]

Definition 6. The problem (1) is Hyers–Ulam–Rassias (HUR) stable, if \( \forall \epsilon > 0 \) and any solution \( W \in Y \) of (11), there have a unique solution \( U^* \in Y \) of (1) and constant \( C_2 > 0 \) satisfying
\[
|W(x) - U^*(x)| \leq C_2 \varphi(x) \epsilon, \quad x \in [-\sigma, T].
\]

Definition 7. The problem (1) is generalised Hyers–Ulam–Rassias (GHUR) stable, if \( \forall \epsilon > 0 \) and any solution \( W \in Y \) of (11), there have a unique solution \( U^* \in Y \) of (1) and constant \( C_3 > 0 \) satisfying
\[
|W(x) - U^*(x)| \leq C_3 \varphi(x), \quad x \in [-\sigma, T].
\]

Obviously, HU stable \( \Rightarrow \) GHU stable, and HUR stable \( \Rightarrow \) GHUR stable.

Remark 2. A function \( W \in Y \) satisfies the inequality (10) iff there has \( \varphi \in C(0, T] \times C(0, T] \) satisfying
\begin{enumerate}
\item \( |\varphi(x)| \leq \epsilon, 0 < x \leq T; \)
\item \( \varphi(x) \leq f(x, (\mathcal{A}_1W)(x), (\mathcal{A}_2W)(x)) + \varphi(x), 0 < x \leq T; \)
\item \( W(x) = \omega_1(x), \quad MLD_0^\mu W(x) = \omega_2(x), \quad x \in [-\sigma, 0]. \)
\end{enumerate}

Remark 3. A function \( W \in Y \) satisfies the inequality (11) iff there has \( \psi \in C(0, T] \times C(0, T] \) satisfying
\begin{enumerate}
\item \( |\psi(x)| \leq \epsilon \varphi(x), 0 < x \leq T; \)
\item \( \psi(x) \leq f(x, (\mathcal{A}_1W)(x), (\mathcal{A}_2W)(x)) + \psi(x), 0 < x \leq T; \)
\item \( W(x) = \omega_1(x), \quad MLD_0^\mu W(x) = \omega_2(x), \quad x \in [-\sigma, 0]. \)
\end{enumerate}
(B₁) \( T, \mu, \nu, \lambda \) are some constants and satisfy \( T, \lambda > 0, 0 < \mu, \nu \leq 1 \), and \( \Delta \triangleq 1 - \frac{\lambda(\lambda - \mu)}{N(\mu)} \neq 0 \);
(B₂) \( f \in C(J \times \mathbb{R}^2, \mathbb{R}), \sigma_1 \in C([0, T], \mathbb{R}), \sigma = \max_{x \in J} \sigma_1(x), \omega_j \in C([-\sigma, 0], \mathbb{R}) \) (\( j = 1, 2 \)),
\( k(s) \in C([-\sigma, 0], \mathbb{R}^+) \), the integral control \( (\mathcal{F}_2 U)(x) \) be Riemann–Stieltjes integral,
and \( H : [0, T] \rightarrow \mathbb{R} \) be the bounded variation;
(B₃) \( \forall x \in J, U, \overline{U}, Z, \overline{Z} \in \mathbb{R} \), there have two functions \( L_1(x), L_2(x) \in C(J, \mathbb{R}^+) \) satisfying
\[
|f(x, U, Z)| \leq L_1(x)|U - \overline{U}| + L_2(x)|Z - \overline{Z}|;
\]
(B₄) \( 0 < \Theta < 1 \), where \( \Theta = \frac{\lambda T^r}{\alpha N(\mu) + \beta N(\mu)} \left[ 2(1 - \mu)(1 - \nu) + \frac{(1 - \mu)T^r}{\Gamma(\nu)} + \frac{(1 - \nu)T^r}{\Gamma(\mu)} \right] + \frac{\mu T^r}{\Gamma(\mu + \nu + 1)} \), \( \nu = \|L_1\| T \int_0^\sigma k(s)ds + \|L_2\| T \int_0^T dH(s) \) and \( \|\|T = \max\{x \in [0, T] \} \cdot |\cdot| \).

**Theorem 1.** If the conditions (B₁)–(B₄) are true, then system (1) is HUR stable and also GHUR stable.

**Proof.** By Definition 6, similar to the Theorem 3.1 in [33], we introduce a complete generalised metric space \((Y, \mathcal{D})\), where \( Y = C([-\sigma, T], \mathbb{R}) \) and
\[
\mathcal{D}(U, W) = \inf\{M \in [0, \infty) : |U(x) - W(x)| \leq M \varphi(x), \forall x \in [-\sigma, T]\}. \tag{12}
\]
A mapping \( \mathcal{F} : Y \rightarrow Y \) is defined as (9). Based on the conditions (B₁) and (B₂), one knows that \( \mathcal{F} \) is well defined.

Firstly, \( \forall U, W \in Y \), when \( x \in [-\sigma, 0] \), one has
\[
|(\mathcal{F}U)(x) - (\mathcal{F}W)(x)| = |\omega_1(x) - \omega_1(x)| \equiv 0. \tag{13}
\]
When \( x \in J = [0, T] \), noting that \( \mathcal{D}(U, W) = M^* \), (12) gives
\[
|U(x) - W(x)| \leq M^* \varphi(x). \tag{14}
\]
In addition, by (B₃), (9) and (14), one has
\[
|F_U(x) - F_W(x)| = |f(x, (\mathcal{F}U)(x), (\mathcal{F}W)(x)) - f(x, (\mathcal{F}U)(x), (\mathcal{F}W)(x))| \leq L_1(x)|\mathcal{F}U(x) - \mathcal{F}W(x)| + L_2(x)|\mathcal{F}U(x) - \mathcal{F}W(x)|
\leq \|L_1\| T \int_{-\sigma}^0 k(s)|U(x + s) - W(x + s)|ds + \|L_2\| T \int_0^T |U(s) - W(s)|dH(s)
\leq \|L_1\| T \int_{-\sigma}^0 k(s)|U(x + s) - W(x + s)|ds + \|L_2\| T \int_0^T |U(s) - W(s)|dH(s)
\leq \left( \|L_1\| T \int_{-\sigma}^0 k(s)ds + \|L_2\| T \int_0^T dH(s) \right) M^* \varphi(x) = q M^* \varphi(x). \tag{15}
\]
Noticing that \( \varphi \in C(J, \mathbb{R}^+) \) is non-decreasing, in view of (9), (14) and (15), one yields
\[
|\langle \mathcal{T}u \rangle(x) - \langle \mathcal{T}w \rangle(x)| = \frac{1}{|\Delta|} \left| - \frac{(1 - \mu)(1 - v)}{\mathcal{N}(\mu)\mathcal{N}(v)} [f_{\mathcal{T}u}(0) - f_{\mathcal{T}w}(0)] + \frac{(1 - \mu)(1 - v)}{\mathcal{N}(\mu)\mathcal{N}(v)} \int_0^x (x - s)^{\mu-1}[\mathcal{U}(s) - \mathcal{W}(s)]ds \right|
\]

\[
+ \frac{1}{|\Delta|} \left| \frac{\mu}{\mathcal{N}(\mu)\mathcal{N}(v)\Gamma(\mu)} \int_0^x (x - s)^{\mu-1}[f_{\mathcal{T}u}(s) - f_{\mathcal{T}w}(s)]ds \right|
\]

\[
+ \frac{\mu}{\mathcal{N}(\mu)\mathcal{N}(v)\Gamma(\mu)} \int_0^x (x - s)^{\mu+1}[f_{\mathcal{T}u}(s) - f_{\mathcal{T}w}(s)]ds \right|
\]

\[
\leq \frac{1}{|\Delta|} \left[ \frac{(1 - \mu)(1 - v)}{\mathcal{N}(\mu)\mathcal{N}(v)} qM^* \varphi(x) + \frac{(1 - \mu)(1 - v)}{\mathcal{N}(\mu)\mathcal{N}(v)} qM^* \varphi(x) \right]
\]

\[
+ \frac{\lambda}{\mathcal{N}(\mu)\Gamma(\mu)} \int_0^x (x - s)^{\mu-1}ds \cdot M^* \varphi(x)
\]

\[
+ \frac{(1 - \mu)\nu}{\mathcal{N}(\mu)\mathcal{N}(v)\Gamma(\mu)} \int_0^x (x - s)^{\mu-1}ds \cdot qM^* \varphi(x)
\]

\[
+ \frac{\mu(1 - v)}{\mathcal{N}(\mu)\mathcal{N}(v)\Gamma(\mu)} \int_0^x (x - s)^{\mu-1}ds \cdot qM^* \varphi(x)
\]

\[
+ \frac{\mu}{\mathcal{N}(\mu)\mathcal{N}(v)\Gamma(\mu)} \int_0^x (x - s)^{\mu+1}ds \cdot qM^* \varphi(x)
\]

\[
\leq \left\{ \frac{\lambda T^\mu}{|\Delta|\mathcal{N}(\mu)\Gamma(\mu)} + \frac{\nu}{|\Delta|\mathcal{N}(\mu)\mathcal{N}(v)} \left[ (1 - \mu)(1 - v) + \frac{(1 - \mu)T^\nu}{\Gamma(\nu)} \right] + \frac{(1 - v)T^\mu}{\Gamma(\mu + v + 1)} \right\} M^* \varphi(x) = \Omega M^* \varphi(x) \quad (16)
\]

In the light of (12), (13) and (16), one gets

\[
\mathcal{T}(\mathcal{T}u, \mathcal{T}w) \leq \Omega M^* = \Theta(\mathcal{U}, \mathcal{W}). \quad (17)
\]

Together with (B4) and (17), one concludes that \( \mathcal{T} \) is a strictly contraction mapping on \( \mathcal{Y} \).

Next, it is necessary to show that there exists an integer \( m \geq 0 \) satisfying that \( \mathcal{T}(\mathcal{T}^{m+1}u, \mathcal{T}^m u) < \infty \) for certain \( u \in \mathcal{Y} \). Indeed, for \( m = 0 \) and an arbitrary \( u \in \mathcal{Y} \), it follows from (B2) that \( (\mathcal{T}u)(x) \) and \( \hat{u}(x) \) are bounded on \([-\sigma, T]\) and \( \min_{x \in [-\sigma, T]} \varphi(x) > 0 \). So there has \( \tilde{M} > 0 \) satisfying

\[
|(\mathcal{T}u)(x) - \hat{u}(x)| \leq \tilde{M} \varphi(x), \quad x \in [-\sigma, T]. \quad (18)
\]
By (12) and (18), one obtains $\mathcal{D}(\mathcal{F}\hat{U}, \tilde{U}) \leq \tilde{M} < \infty$. Thus, all the conditions of Lemma 3 hold. Thereby, in the light of Lemma 3, there has a unique $\mathcal{U} \in \mathbb{Y}$ satisfying $\mathcal{F}\mathcal{U} \rightarrow 0$, as $n \rightarrow \infty$, $\mathcal{F}\mathcal{U} = \mathcal{U}$, and

$$\mathcal{D}(\mathcal{W}, \mathcal{U}) \leq \frac{1}{1 - \Theta} \mathcal{D}(\mathcal{F}\mathcal{W}, \mathcal{W}).$$

(19)

Now we shall prove $\mathbb{Y}^* = \mathbb{Y}$. Obviously, $\mathbb{Y}^* \subset \mathbb{Y}$. It suffices to verify $\mathbb{Y} \subset \mathbb{Y}^*$. In fact, $\forall \tilde{U} \in \mathbb{Y}$, based on the boundness of $\mathcal{U}, \tilde{U}$ and $\varphi(x)$ on $[-\sigma, T]$, one has

$$|U(x) - \tilde{U}(x)| \leq \tilde{M}\varphi(x), \ x \in [-\sigma, T],$$

where $0 < \tilde{M} < \infty$ is a constant. So $\mathcal{D}(\mathcal{U}(x), \tilde{U}(x)) \leq \tilde{M} < \infty$, namely, $\tilde{U} \in \mathbb{Y}^*$. Hence, one concludes that there has a unique $\mathcal{U}^* \in \mathbb{Y}$ satisfying $\mathcal{F}\mathcal{U}^* = \mathcal{U}^*$. Therefore, it follows from Lemma 2 that system (1) exists a unique solution $\mathcal{U}^* \in \mathbb{Y}$.

Moreover, it follows from Lemma 2 and Remark 3 that the solution of inequality (11) can be expressed as

$$\mathcal{W}(x) = \begin{cases} \omega_1(0) + \frac{1}{\mathcal{X}} \left\{ \frac{\omega_1(0) - \lambda \omega_1(0)}{\mathcal{X}} \right\} x^\mu - \frac{(1 - \mu)(1 - \nu)}{\mathcal{X}} \int_0^x (x - s)^{-1} \mathcal{W}(s)ds \\
+ \frac{(1 - \mu)(1 - \nu)}{x^\mu} \int_0^x x^{-1}(x - s)^{-1} \mathcal{W}(s)ds \\
+ \frac{\mu}{x^\mu} \int_0^x (x - s)^{-1} \mathcal{W}(s)ds \\
\omega_1(x), \ x \in [-\sigma, 0], \end{cases}$$

(20)

By (9), one gets

$$(\mathcal{F}\mathcal{W})(x) = \begin{cases} \omega_1(0) + \frac{1}{\mathcal{X}} \left\{ \frac{\omega_1(0) - \lambda \omega_1(0)}{\mathcal{X}} \right\} x^\mu - \frac{(1 - \mu)(1 - \nu)}{\mathcal{X}} \int_0^x (x - s)^{-1} \mathcal{W}(s)ds \\
+ \frac{(1 - \mu)(1 - \nu)}{x^\mu} \int_0^x x^{-1}(x - s)^{-1} \mathcal{W}(s)ds \\
+ \frac{\mu}{x^\mu} \int_0^x (x - s)^{-1} \mathcal{W}(s)ds \\
\omega_1(x), \ x \in [-\sigma, 0], \end{cases}$$

(21)

From (20) and (21) and Remark 3, one yields

$$|(\mathcal{F}\mathcal{W})(x) - \mathcal{W}(x)| = |\omega_1(x) - \omega_1(x)| \equiv 0, \ x \in [-\sigma, 0],$$

(22)
\[
[(\mathcal{D} \mathcal{W})(x) - \mathcal{W}(x)] \leq \frac{1}{|\Delta|} \left\{ \frac{(1 - \mu)(1 - \nu)}{N(\mu)N(\nu)} |\psi(0)| + \frac{(1 - \mu)(1 - \nu)}{N(\mu)N(\nu)} |\psi| \right. \\
+ \frac{(1 - \mu)\nu}{N(\mu)N(\nu)\Gamma(\nu)} \int_{0}^{x} (x - s)^{\nu - 1} |\psi(s)| \, ds \\
+ \frac{\mu(1 - \nu)}{N(\mu)N(\nu)\Gamma(\mu)} \int_{0}^{x} (s - x)^{\mu - 1} |\psi(s)| \, ds \\
+ \frac{\nu^{\mu}}{N(\mu)N(\nu)\Gamma(\mu + \nu)} \int_{0}^{x} (s - x)^{\mu + \nu - 1} |\psi(s)| \, ds \right\} \\
\left. \leq \frac{1}{|\Delta|N(\mu)N(\nu)} \left\{ 2(1 - \mu)(1 - \nu) + \frac{(1 - \mu)\nu}{\Gamma(\nu)} + \frac{(1 - \nu)\mu}{\Gamma(\mu)} + \frac{\nu^{\mu}\nu^{\nu}}{\Gamma(\mu + \nu + 1)} \right\} \epsilon \varphi(x) \right|_{x \in [0, T]}, \tag{23}
\]

where \( \Pi = \frac{1}{|\Delta|N(\mu)N(\nu)} \left\{ 2(1 - \mu)(1 - \nu) + \frac{(1 - \mu)\nu}{\Gamma(\nu)} + \frac{(1 - \nu)\mu}{\Gamma(\mu)} + \frac{\nu^{\mu}\nu^{\nu}}{\Gamma(\mu + \nu + 1)} \right\} \). Associated with (12), (19), (22) and (23), one has

\[
|\mathcal{W}(x) - \mathcal{U}^{*}(x)| \leq \frac{\Pi}{1 - \Theta} \epsilon \varphi(x), \quad x \in [-\sigma, T]. \tag{24}
\]

According to (24) and Definitions 6 and 7, we conclude that system (1) is HUR stable and also GHU stable. The proof is completed. \( \Box \)

**Theorem 2.** If the conditions \((B_1)\)–\((B_4)\) are true, then system (1) is HUI stable and also GHU stable.

**Proof.** For \( \mathcal{Y} = C([-\sigma, T], \mathbb{R}) \), define a complete generalised metric \( (\mathcal{Y}, \mathcal{D}) \) equipped with the distance

\[
\mathcal{D}(\mathcal{U}, \mathcal{W}) = \inf\{|M \in [0, \infty]: |\mathcal{U}(x) - \mathcal{W}(x)| \leq M, \forall x \in [-\sigma, T]\},
\]

and a mapping \( \mathcal{D}: \mathcal{Y} \to \mathcal{Y} \) as (9), respectively. The rest proof is similar to Theorem 1. We won’t repeat it. \( \Box \)

### 4. An Application

This section provides an example to illustrate the correctness of our main findings. Concurrently, some numerical simulations are carried out by using MATLAB software.

#### 4.1. Theoretical Analysis

Consider the following nonlinear ML-fractional Langevin system with distributed lag and integral control

\[
\begin{align*}
ML_{0+}^\mu [ML_{0+}^\nu - \lambda] \mathcal{U}(x) &= f(x, (\mathcal{S}_1 \mathcal{U})(x), (\mathcal{S}_2 \mathcal{U})(x)), \quad x \in (0, T], \\
(\mathcal{S}_1 \mathcal{U})(x) &= \int_{-\sigma}^{x} c_1(s) k(s) u(x + s) \, ds, \quad (\mathcal{S}_2 \mathcal{U})(x) = \int_{0}^{x} \mathcal{U}(s) \, dH(s), \quad x \in [0, T], \\
\mathcal{U}(x) &= \omega_1(x), \quad ML_{0+}^\mu \mathcal{U}(x) = \omega_2(x), \quad x \in [-\sigma, 0],
\end{align*}
\tag{25}
\]

where \( T = 1.5, \mu = 0.6, \nu = 0.8, \lambda = \frac{1}{2}, f(x, \mathcal{U}, \mathcal{W}) = \cos(x) + \sin(x) + \frac{2}{6} \log(1 + u^2) + \frac{1}{2} \tan(3x), c_1(x) = \frac{2}{6} \tan(2x), \omega_1(x) = 2 \cos(x), \omega_2(x) = x, k(s) = \frac{3}{5}, H(s) = \frac{2}{5}, \quad N(z) = 1 - z + \frac{z}{(1-z)^2}, 0 < z < 1. \) A direct calculation gives \( \sigma = 0.5, \quad N(0) = N(1) = 1, \quad L_1(x) = \frac{x^2}{q}, \quad L_2(x) = \frac{2 + \sin(3x)}{10}, \quad \|L_1\|_T = 0.225, \quad \|L_2\|_T = 0.3, \quad \Delta = 1 - \frac{\lambda(1-\mu)}{N(\mu)} \approx 0.9004 > 0, \quad \Theta = \|L_1\|_T \int_{-\sigma}^{T} k(s) \, ds + \|L_2\|_T \int_{0}^{T} dH(s) \approx 0.2108, \)

\[
q = L_1 \| \int_{-\sigma}^{T} k(s) \, ds + L_2 \| T \int_{0}^{T} dH(s) \approx 0.2108,
\]

\[
\| |\mathcal{W}(x) - \mathcal{U}^{*}(x)| \|_T \leq \frac{\Pi}{1 - \Theta} \epsilon \varphi(x), \quad x \in [-\sigma, T].
\]
and 
\[
\Theta = \frac{\lambda T^\mu}{|\Delta N(\mu)\Gamma(\mu)} + \frac{\theta}{|\Delta N(\mu)\Gamma(v)} \left[ 2(1-\mu)(1-v) + \frac{(1-\mu)T^v}{\Gamma(v)} \right] + \frac{(1-\mu)T^\mu}{\Gamma(\mu)} + \frac{\mu^\nu T^{\nu+v}}{\Gamma(\mu + v + 1)} \equiv 0.7261 < 1.
\]

Thus we verify that all conditions (B_1)-(B_4) are true. From Theorems 1 and 2, one concludes that there exists a unique \( U^* \in C([-0.5, 1.5], \mathbb{R}) \) satisfying (25), and the system (25) is HU- and HU stable and also GHU- and GHU stable.

4.2. Numerical Simulation

Let \( V(x) = (MLD_0^\mu - \lambda)U(x) \), then the Equation (1) is transformed into a system of equations as below:

\[
\begin{align*}
&MLD_0^\mu U(x) = \lambda U(x) + V(x), x \in (0, T], \\
&MLD_0^\nu V(x) = f(x, (\mathcal{F}_1U)(x), (\mathcal{F}_2U)(x)), x \in (0, T], \\
&(\mathcal{F}_1U)(x) = \int_0^x k(s)U(x + s)ds, (\mathcal{F}_2U)(x) = \int_0^x U(s)dH(s), x \in J = [0, T], \\
&U(x) = \omega_1(x), V(x) = \omega_2(x) - \lambda \omega_1(x), x \in [-\sigma, 0].
\end{align*}
\]

(26)

When \( \mu = \nu = 1 \), the ML-fractional Langevin system (1) is a classical Langevin system formulated by

\[
\begin{align*}
&[U'(x) - \lambda U(x)]' = f(x, (\mathcal{F}_1U)(x), (\mathcal{F}_2U)(x)), x \in (0, T], \\
&(\mathcal{F}_1U)(x) = \int_{-\sigma}^x k(s)U(x + s)ds, (\mathcal{F}_2U)(x) = \int_0^x U(s)dH(s), x \in J = [0, T], \\
&U(x) = \omega_1(x), U'(x) = \omega_2(x), x \in [-\sigma, 0].
\end{align*}
\]

(27)

Let \( V(x) = (D^{\frac{1}{\lambda^\nu}} - \lambda)U(x) \), then the Equation (27) is transformed into the following equivalent equations

\[
\begin{align*}
&U'(x) = \lambda U(x) + V(x), x \in (0, T], \\
&V'(x) = f(x, (\mathcal{F}_1U)(x), (\mathcal{F}_2U)(x)), x \in (0, T], \\
&(\mathcal{F}_1U)(x) = \int_0^x k(s)U(x + s)ds, (\mathcal{F}_2U)(x) = \int_0^x U(s)dH(s), x \in J = [0, T], \\
&U(x) = \omega_1(x), V(x) = \omega_2(x) - \lambda \omega_1(x), x \in [-\sigma, 0].
\end{align*}
\]

(28)

Next we numerically simulate and discuss the solutions of (25) and the corresponding classical system (27).

Discussion. Under the condition of the same parameter value, the simulations of solutions of (25) and its corresponding classical Langevin system are shown as Figures 1 and 2, respectively. The simulations of UH-stability of (25) is shown as Figure 3. \( U(x) \) is the solution of Langevin system in all figures. It is easily to see from the figures that the solution of the classical Langevin system is strictly monotonically increasing and increases sharply, while the solution of ML-fractional Langevin system oscillates slightly and is relatively smooth and steady. In contrast, the ML-fractional Langevin system (25) can better reflect the stationarity of Brownian particles in the statistical sense. When \( 0 < \epsilon \ll 1 \), the solution curve of the inequality (10) almost coincides with that of system (25), which shows that the system of (25) is HU stable.
5. Conclusions

Some studies show that fractional Langevin equation is more effective than classical Langevin equation in describing the random motion of Brownian particles. To my best knowledge, the current papers on fractional Langevin system are all about RL- or CR-fractional derivatives. However, RL- and CR-fractional derivatives produce singularities...
under certain conditions, which makes them difficult to be applied to some physical fields. Excitedly, the ML-fractional derivative can overcome this disadvantage. In the paper, we first define an appropriate generalised metric on the continuous function space. Then, we obtain some condition for the existence and uniqueness of solution as well as HUR- and HU-stability for the ML-fractional Langevin system (1) with distributed lag and integral control by using Diaz and Margolis’s fixed-point theorem. Using our main outcomes, an example is theoretically analyzed and numerically simulated. Compared with the numerical simulation of the corresponding classical Langevin system, we find that the fractional Langevin system is more detailed and accurate than the corresponding classical Langevin system in describing the change process of the system. Our findings can provide mathematical theoretical support for some physical problems. Furthermore, the mathematical theories and methods used in this paper can be made use of a reference for the study of other fractional differential system.
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