An Efficient Jarratt-Type Iterative Method for Solving Nonlinear Global Positioning System Problems
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Abstract: The global positioning system (GPS) is a satellite navigation system that determines locations. Whenever the baseline satellites are serviced or deactivated, the Space Force often flies more than 24 GPS satellites to maintain coverage. The additional satellites are not regarded as a part of the core constellation but may improve the performance of the GPS. In this study of GPS models, we solved various problems. We examined each set of four satellites separately. Advancements in computer softwares have made computations much more precise. We can use iterative methods to solve GPS problems. Iterative schemes for solving nonlinear equations have always been of great importance because of their applicability to real-world problems. This paper involves the development of an efficient family of sixth-order Jarratt-type iterative schemes for analyzing nonlinear global positioning systems.
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1. Introduction

In the field of numerical analysis, developing fast and cost-effective iterative schemes to approximate the solutions for nonlinear systems of equations is a noteworthy and demanding task. The importance of this subject has been the incentive behind the development of many numerical iterative techniques [1–9]. Generally, higher-order iterative schemes are developed for scalar equations, which are then extended to the multidimensional case conserving the order of convergence.

However, not all methods are extendable in this way. Recently, researchers have proposed sixth-order iterative methods using weight functions and parameters [10–13]. We typically turn to their numerical solutions because exact nonlinear solutions are rarely available. There are a wide range of nonlinear phenomena in GPS problems. Awange and Grafarend [14] presented alternative algebraic procedures using a multipolynomial resultant and Groebner basis to solve the GPS navigation problems. Pachter and Nguyenan [15] proposed an efficient GPS position determination two-step algorithm. In step one, the linear regression problem is solved and the result is updated based on a single nonlinear measurement equation. Instead of the five iterations generally required by the current conventional iterative least-squares (ILS) technique, just two or three iterations are needed in step two. For situations in which two or more GPS receivers are active at once, Yang [16] developed a highly compatible algebraic positioning method using a noniterative approach that uses a direct solution to the double-difference pseudorange equations. Li et al. [17] analyzed a new GPS positioning technique using direct linearization. Ko and Choi [18] proposed mathematical methods for two-dimensional positioning based on a GPS pseudorange technique. Jwoa et al. [19] used the iterative least-absolute-deviation approach...
to solve GPS navigation problems. Different methods [20–24] have been proposed to find solutions to GP problems. In many modern GPS devices, the Newton–Raphson method is primarily used [21].

Astronavigation systems such as GPS facilitate users to obtain worldwide coverage. This service is attainable around the clock by users. At least 24 satellites are above the Earth’s surface at an altitude of approximately 20,000 km in the shape of a circular orbital constellation. The GPS can be categorized (Figure 1) into three major segments:

1. The space segment comprises a cluster of 24 Navstar satellites;
2. The control segment is composed of a network of tracking and governing equipment;
3. The user segment receives, interprets, and processes the GPS satellite data with a specially designed variety of navigational radio receivers.

These three segments deliver extensive features, validity, and authenticity.

Figure 1. NAVSTAR/GPS major segments.

A settlement between user demand, commercial constraints, and technical feasibility has always been expressed by the configuration of GPS satellites. Making decisions about where to put the satellites, how many there should be, how high, and how close is difficult. The goal of the constellation is to provide an efficient operating system for an extensive class of users. In early GPS models, each orbit contained eight satellites uniformly distributed 45 degrees apart. The angle of inclination was usually set to 63 degrees with an orbital period of 11 h and 58 min.

The mechanics of each satellite play a vital role in determining the optimal GPS satellite configuration. Scientists and researchers must consider the reliability of parts in a satellite (Figure 2) by taking into account various constraints. The atomic clock is an essential part of a satellite. There are three or four cesium or rubidium atomic clocks in each GPS satellite. Atomic clocks show the most accurate time. The atomic clock is highly precise but, at the same time, it is not ideal because of the high cost and clock errors. Each day, the clock error in a satellite amounts to about 8.64 to 17.28 nanoseconds. For the maintenance of satellites and their proper functioning, the operational control segment (OCS) is responsible. It predicts satellite locations by tracking the GPS satellites. Recent and corrected navigation messages from each satellite are updated by the OCS once a day or depending on the need. The messages are based on information about each satellite’s position. Monitoring stations, the ground antennas, and the master control station (MCS) are the components of the control segment of the GPS (Figure 3).
Measurement of Pseudorange

Various problems had to be solved while testing and studying the GPS models. For example, each set of four satellites had to be examined separately. Current advancements in computer software have made computations much more precise. Now, satellites are fixed in six orbital planes at 60 degrees apart with four satellites in each plane (Figure 4).

The nonlinear pseudorange equations used to determine the user position from the satellite swarm are computed with higher precision. We changed the coordinates into a spherical system to integrate the user position. We could determine unknown user positions by estimating the distance from the specified position in space. The three distances are required in determining a two-dimensional user position, as displayed in Figure 5. By using two satellites, two possible solutions can be obtained where both of the circles intersect.
For a three-dimensional case, we take four satellites with four distances, as can be viewed in Figure 6 (for more detail, see [25]).

The pseudorange is known as a common bias that is measured by the receiver range of the satellites. The pseudorange, $\zeta$, is the distance between the user and the satellite geometric range multiplied by the velocity of light, $c$. The mathematical form is given as:

$$\zeta_i = \sqrt{(x_{1sati} - x_{1user})^2 + (x_{2sati} - x_{2user})^2 + (x_{3sati} - x_{3user})^2 + c\Delta t_i}. \quad (1)$$

where $\zeta_i$, $x_{1sati}$, $x_{2sati}$, and $x_{3sati}$ are known and $x_{1user}$, $x_{2user}$, $x_{3user}$, and $\Delta t_i$ are unknowns. As $\Delta t_i$ is the true bias, as has been estimated [26–28], it is sufficient to consider the coordi-
nates of four satellites to figure out the position values. Thus, for \( i = 1, 2, \ldots, n \in \mathbb{N} \), the equations are given as:
\[
\zeta_i = p_i + c\Delta t_i,
\]
where
\[
p_i = \sqrt{(x_{1\text{sat}} - x_{1\text{user}})^2 + (x_{2\text{sat}} - x_{2\text{user}})^2 + (x_{3\text{sat}} - x_{3\text{user}})^2}.
\]

2. Development of Method

We developed a new sixth-order method by modifying the second step of the method from [29] for solving nonlinear systems of equations.

**Derivation of the Scheme**

For our multidimensional scheme, we let \( G : \mu \subseteq \mathbb{R}^n \rightarrow \mathbb{R}^n \) be a multivariate vector-valued function; then, we define
\[
\begin{align*}
\bar{w}^{(a)} & = s^{(a)} - \frac{2}{3} \left( G' \left( s^{(a)} \right) \right)^{-1} G \left( s^{(a)} \right), \\
\bar{z}^{(a)} & = s^{(a)} - \Omega \left( \bar{w}^{(a)} \right) \left( G' \left( s^{(a)} \right) \right)^{-1} G \left( s^{(a)} \right), \\
\bar{s}^{(a+1)} & = \bar{z}^{(a)} - \phi \left( \bar{v}^{(a)} \right) \left( G' \left( s^{(a)} \right) \right)^{-1} G \left( s^{(a)} \right),
\end{align*}
\]
with
\[
\begin{align*}
\bar{u}^{(a)} & = \left( G' \left( \bar{w}^{(a)} \right) \right)^{-1} G' \left( s^{(a)} \right), \\
\bar{v}^{(a)} & = \left( G' \left( s^{(a)} \right) \right)^{-1} G' \left( \bar{w}^{(a)} \right),
\end{align*}
\]
where \( \Omega, \sigma : A_{n \times n}(\mathbb{R}) \rightarrow \Gamma(\mathbb{R}^n) \), with \( A_{n \times n} \) being the set of \( n \times n \) matrices and \( \Gamma(\mathbb{R}^n) \) being the set of linear operators from \( \mathbb{R}^n \) to \( \mathbb{R}^n \).

**Theorem 1.** Let us suppose that \( G : \mu \subseteq \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a sufficiently Frechet-differentiable function in a closed neighborhood \( \omega \) containing the simple root \( Y \). Let \( G'(s) \) be continuous and nonsingular at \( Y \) and the initial guess for \( s^{[0]} \) be close to the root \( Y \); then, Equation (2) becomes a sixth-order convergent numerical scheme for the following conditions:
\[
\begin{align*}
\Omega(1) & = I, \Omega'(1) = \frac{3}{4} I, \Omega''(1) = \frac{3}{4} I, \\
\|\Omega''(I)\| & < \infty, \\
\phi(I) & = I, \phi'(I) = -\frac{3}{2} I, \|\phi''(I)\| < \infty.
\end{align*}
\]

**Proof.** We take \( e^{(a)} = s^{(k)} - Y \) as the error in the \( a \)-th iteration. The Taylor’s series expansion of the function \( G(s^{(k)}) \) and its first-order derivative \( G'(s^{(k)}) \) with the assumption \( \|G'(Y)\| \neq 0 \) leads us to:
\[
G(s^{(a)}) = G'(Y)[e^{(a)} + d_2(e^{(a)})^2 + d_3(e^{(a)})^3 + d_4(e^{(a)})^4 + d_5(e^{(a)})^5 + d_6(e^{(a)})^6 + O((e^{(a)})^7)],
\]
where
\[
d_i = \frac{1}{i!} \left[ G'(Y) \right]^{-1} G'(Y), i = 2, 3, \ldots
\]
and
\[
G'(s^{(a)}) = G'(Y)\left[ I + 2d_2(e^{(a)}) + 3d_3(e^{(a)})^2 + 4d_4(e^{(a)})^3 + 5d_5(e^{(a)})^4 + 6d_6(e^{(a)})^5
\]
\[
+ O((e^{(a)})^6) \right],
\]
Thus, we obtain the inversion of $\exp$ expansion, we get as $G$ from the relation

$$G' = \left(1 - \frac{1}{2} \alpha^2 + \frac{1}{3} \alpha^3 - \frac{1}{4} \alpha^4 + \frac{1}{5} \alpha^5 + O((\alpha^6)) \right)^{-1}$$

where $G'$ is given by

$$G' = I + \frac{1}{2} \alpha^2 + \frac{1}{3} \alpha^3 - \frac{1}{4} \alpha^4 + \frac{1}{5} \alpha^5 + O((\alpha^6))$$

Thus, we obtain the inversion of $G'(s^{(a)})$ as

$$(G'(s^{(a)}))^{-1} = [I - 2d_2^{(a)} + (4d_2^2 - 3d_3)(e^{(a)})^2 + (8d_2^3 - 6d_2d_3 + 8d_2d_2) (e^{(a)})^3 + 2d_2d_3(8d_2d_2 - 5d_2)(e^{(a)})^4 + O((e^{(a)})^6)]$$

(4)

By using Equations (3) and (4) in the first step of Equation (2) and applying Taylor’s series expansion, we get

$$w^{(a)} - Y = s^{(a)} - Y - 2 \frac{2}{3} G'(s^{(a)})^{-1} G\left(s^{(a)}\right)$$

$$= \frac{1}{3} e^{(a)} + \frac{2}{3} d_2(e^{(a)})^2 + \frac{4}{3} d_3 - \frac{4}{3} d_2^2(e^{(a)})^3 + (2d_2 - 14/3d_2d_3 + 8/3d_2^2) (e^{(a)})^4 + O((e^{(a)})^7),$$

$$A_i = A_i(d_2, d_3, \ldots, d_6), 5 \leq i \leq 6.$$

Furthermore, $G'(w^{(a)}) = G'(s^{(a)})\big|_{s^{(a)} \rightarrow (w^{(a)} - Y)}$ is given by

$$G'(u^{(a)}) = G'(Y) [I + \frac{2}{3} d_2(e^{(a)})^2 + \frac{1}{3} (4d_2^2 + d_3)(e^{(a)})^2 + (\frac{8}{3} d_2d_3 - \frac{8}{3} d_2^2 + \frac{4}{27} d_4)(e^{(a)})^3 + \frac{5}{3} B_i(e^{(a)})^i + O((e^{(a)})^7),$$

where

$$B_i = B_i(d_2, d_3, \ldots, d_6), 4 \leq i \leq 5.$$

Now

$$u^{(a)} = (G'(w^{(a)}))^{-1} G'(s^{(a)}),$$

$$u^{(a)} = I + \frac{4}{3} d_2(e^{(a)})^2 + \left(\frac{8}{3} d_3 - \frac{20}{9} d_2^2\right)(e^{(a)})^2 + \frac{5}{3} D_i(e^{(a)})^i + O((e^{(a)})^7).$$

(5)

where

$$D_i = D_i(d_2, d_3, \ldots, d_6), 3 \leq i \leq 5.$$

Moreover, $\Omega(u^{(a)})$ is given by

$$\Omega(u^{(a)}) = \Omega(I) + \frac{4}{3} \Omega'(I) d_2(e^{(a)})^2 + (\frac{8}{3} \Omega'(I) d_3 - \frac{20}{9} \Omega'(I) d_2^2 + \frac{8}{9} \Omega''(I) d_2^2)(e^{(a)})^2 + \frac{5}{3} H_i(e^{(a)})^i + O((e^{(a)})^6),$$

where

$$H_i = H_i(d_2, d_3, \ldots, d_6), 3 \leq i \leq 5.$$
where
\[ H_i = H_i(d_2, d_3, \ldots, d_6, \Omega'(I), \Omega''(I), \Omega'''(I), \Omega^{(iv)}(I)), 3 \leq i \leq 5. \]

Considering the second step of Equation (2) as

\[ z^{(a)} - Y = s^{(a)} - Y - \Omega(a^{(a)})(G'(s^{(a)}))^{-1}G(s^{(a)}) \]

\[ = (I - \Omega(I))e^{(a)} - \frac{1}{3}d_2(-3\Omega(I) + 4\Omega'(I))(e^{(a)})^2 + (2\Omega(I)d_3 - \frac{8}{3}\Omega'(I)d_3 + \frac{32}{9}\Omega''(I)d_2^2) \]

\[ - \frac{8}{9}\Omega'''(I)d_2^3 - 2\Omega(I)d_2^2(e^{(a)})^3 + \sum_{i=4}^{6} H_i(e^{(a)})^i + O((e^{(a)})^7), \quad (6) \]

and taking the conditions for weight functions

\[ \Omega(I) = I, \Omega'(I) = \frac{3}{4}I, \Omega''(I) = \frac{3}{4}I, \|\Omega'''(I)\| < \infty, \]

Equation (6) becomes

\[ z^{(a)} = (-d_2d_3 + \frac{1}{9}d_2^2 + \frac{13}{9}d_2^3 - \frac{32}{81}\Omega'''(I)d_2^2)(e^{(a)})^2 + \sum_{i=5}^{6} H_i(e^{(a)})^i + O((e^{(a)})^7), \]

where

\[ I_i = I_i(d_2, d_3, \ldots, d_6, \Omega''(I), \Omega^{(iv)}(I)), 3 \leq i \leq 6. \]

Moreover, we have \( G(z^{(a)}) = G(s^{(a)}) \bigg|_{(s^{(a)}) = (z^{(a)}) - Y} \)

\[ G(z^{(a)}) = G'(Y)(-d_2d_3 + \frac{1}{9}d_2^2 + \frac{13}{9}d_2^3 - \frac{32}{81}\Omega'''(I)d_2^2)(e^{(a)})^2 + \sum_{i=5}^{6} I_i(e^{(a)})^i \]

\[ + O((e^{(a)})^7). \quad (7) \]

Furthermore,

\[ v^{(a)} = (G'(s^{(a)}))^{-1}G'(w^{(a)}) \]

\[ v^{(a)} = I - \frac{4}{3}d_2e^{(a)} + (-\frac{8}{9}d_3 + 4d_2^2)(e^{(a)})^2 + (-\frac{104}{27}d_4 + \frac{40}{3}d_2d_3 - \frac{32}{3}d_2d_2)(e^{(a)})^3 \]

\[ + \sum_{i=4}^{5} K_i(e^{(a)})^i + O((e^{(a)})^6), \]

where

\[ K_i = K_i(d_2, d_3, \ldots, d_6), 4 \leq i \leq 5. \]

Similarly, \( \phi(v^{(a)}) \) is given as

\[ \phi(v^{(a)}) = \phi(I) - \frac{4}{3}\phi'(I)d_2e^{(a)} + (-\frac{8}{3}\phi'(I)d_3 + 4\phi'(I)d_2^2 + \frac{8}{9}\phi''(I)d_2^2)(e^{(a)})^2 + \sum_{i=3}^{5} L_i(e^{(a)})^i \]

\[ + O((e^{(a)})^6). \quad (8) \]

where

\[ L_i = L_i(d_2, d_3, \ldots, d_6, \phi(I), \phi'(I), \phi''(I), \phi^{(iv)}(I)), 3 \leq i \leq 5. \]
Finally, using Equations (4), (7) and (8) in last step of Equation (2) gives
\[
e^{(a+1)} = (-d_2 d_3 + \frac{1}{9} d_4 + \frac{13}{9} d_2^2 - \frac{32}{81} \Omega''(I) d_2^2 - \frac{9}{81} \phi(I) d_4 + \phi(I) d_2 d_3 - \frac{13}{9} d_2^2 \phi(I) + \frac{32}{81} \phi(I) \Omega''(I) d_2^2) (\varepsilon(a))^4 + \sum_{i=3}^{6} M_i (\varepsilon(a))^i + O((\varepsilon(a))^6),
\]
where
\[
M_i = M_i (d_2, d_3, \ldots, d_6, \Omega''(I), \Omega''(I), \Omega''(I), \phi(I), \phi'(I)), 5 \leq i \leq 6.
\]
It is apparent that, taking the following condition for the weight function
\[
\phi(I) = I,
\]
Equation (9) becomes
\[
e^{(a+1)} = (-\frac{4}{3} \phi'(I) d_3 d_2^2 + \frac{4}{27} \phi'(I) d_2 d_4 + \frac{52}{27} \phi'(I) d_2^4 - \frac{128}{243} \phi'(I) \Omega''(I) d_2^4 - 2d_3 d_2^2 + \frac{2}{9} d_3 d_4 + \frac{26}{9} d_2^4 - \frac{64}{81} \Omega''(I) d_2^4) (\varepsilon(a))^5 + \sum_{i=3}^{6} W_i (\varepsilon(a))^i + O((\varepsilon(a))^7),
\]
where
\[
W_i = W_i (d_2, d_3, \ldots, d_6, \Omega''(I), \Omega''(I), \Omega''(I), \phi(I), \phi'(I)), 5 \leq i \leq 6.
\]
We get the fifth-order scheme, which forces us to choose
\[
\phi'(I) = -\frac{3}{2} I, \|\phi''(I)\| < \infty,
\]
to obtain the following error expression from Equation (10)
\[
e^{(a+1)} = \frac{1}{729} (-54 d_2^2 + 9 d_3 + 8 \phi''(I) d_2^2) (81 d_2 d_3 - 117 d_2^3 + 32 \Omega''(I) d_2^3 - 9 d_4) (\varepsilon(a))^6 + O((\varepsilon(a))^7).
\]
Thus, the error analysis indicates that the proposed scheme (Equation (2)) approaches the sixth-order of convergence. It completes the proof. \(\square\)

Next, we consider a few particular cases of our presented scheme (Equation (2)) as follows.

**Case one:** Let us take \(\Omega(u^{(a)})\) and \(\phi(v^{(k)})\) as rational and polynomials operators as follows:
\[
\Omega(u^{(a)}) = a_0 I + a_1 u^{(a)} + a_2 (u^{(a)})^2, \quad \phi(v^{(a)}) = b_0 I + b_1 v^{(a)} + b_2 (v^{(a)})^2,
\]
and
\[
a_0 = -\frac{16}{31} I, a_1 = -\frac{18}{31} I, a_2 = \frac{3}{31} I, \quad b_0 = \frac{5}{2} I, b_2 = b_1 = \frac{3}{2} I - 2b_2, b_2 = b_2,
\]
such that, for \(b_2 = 3I\),
\[
b_0 = \frac{11}{2} I, b_1 = -\frac{15}{2} I.
\]
Thus, we have a sixth-order scheme titled $FS_1$, which is presented as:

$$
\begin{align*}
\tilde{w}^{(a)} &= \tilde{s}^{(a)} - \frac{2}{3} \left( G \left( s^{(a)} \right) \right)^{-1} G \left( s^{(a)} \right), \\
\tilde{z}^{(a)} &= \tilde{s}^{(a)} - 16I \left( 3I - 18u^{(a)} + 3(u^{(a)})^2 \right)^{-1} \left( G \left( s^{(a)} \right) \right)^{-1} G \left( s^{(a)} \right), \\
\tilde{s}^{(a+1)} &= \tilde{s}^{(a)} - \left( \frac{11}{2} I - \frac{15}{2} v^{(a)} + 3(v^{(a)})^2 \right) \left( G \left( s^{(a)} \right) \right)^{-1} G \left( z^{(a)} \right).
\end{align*}
$$

(11)

**Case two:** If the weight functions $\Omega(u^{(a)})$ and $R(v^{(a)})$ are taken as:

$$
\begin{align*}
\Omega(u^{(a)}) &= a_0 I \left( I + a_1 u^{(a)} + a_2 (u^{(a)})^2 \right)^{-1}, \\
\phi(v^{(a)}) &= b_0 I \left( I + b_1 v^{(a)} + b_2 (v^{(a)})^2 \right)^{-1},
\end{align*}
$$

with

$$
\begin{align*}
a_0 &= \frac{16}{31} I, a_1 = -\frac{18}{31} I, a_2 = \frac{3}{31} I, \\
b_0 &= -2I + 2b_2, b_1 = -3I + b_2, b_2 = b_2,
\end{align*}
$$

for $b_2 = 0$,

$$
b_0 = -2I, b_1 = -3I.
$$

Thus, we have the following sixth-order scheme specified as $FS_2$

$$
\begin{align*}
\tilde{w}^{(a)} &= \tilde{s}^{(a)} - \frac{2}{3} \left( G \left( s^{(a)} \right) \right)^{-1} G \left( s^{(a)} \right), \\
\tilde{z}^{(a)} &= \tilde{s}^{(a)} - 16I \left( 3I - 18u^{(a)} + 3(u^{(a)})^2 \right)^{-1} \left( G \left( s^{(a)} \right) \right)^{-1} G \left( s^{(a)} \right), \\
\tilde{s}^{(a+1)} &= \tilde{s}^{(a)} + 2I \left( I - 3v^{(a)} \right)^{-1} \left( G \left( s^{(a)} \right) \right)^{-1} G \left( z^{(a)} \right).
\end{align*}
$$

(12)

**Case three:** If the weight functions $\Omega(u^{(a)})$ and $\phi(v^{(a)})$ are chosen as:

$$
\begin{align*}
\Omega(u^{(a)}) &= a_0 + a_1 (u^{(a)})^{-1} + a_2 v^{(a)}, \\
\phi(v^{(a)}) &= b_0 + b_1 (v^{(a)})^{-1} + b_2 v^{(a)},
\end{align*}
$$

and

$$
\begin{align*}
a_0 &= -\frac{1}{2} I, a_1 = \frac{3}{8} I, a_2 = \frac{9}{8} I, \\
b_0 &= -\frac{1}{2} I - 2b_2, b_1 = \frac{3}{2} I + b_2, b_2 = b_2,
\end{align*}
$$

for $b_2 = 2I$,

$$
b_0 = -\frac{9}{2} I, b_1 = \frac{7}{2} I.
$$

Thus, we get the following sixth-order scheme termed $FS_3$

$$
\begin{align*}
\tilde{w}^{(a)} &= \tilde{s}^{(a)} - \frac{2}{3} \left( G \left( s^{(a)} \right) \right)^{-1} G \left( s^{(a)} \right), \\
\tilde{z}^{(a)} &= \tilde{s}^{(a)} - \left( \frac{1}{2} I + \frac{3}{8} (u^{(a)})^{-1} + \frac{9}{8} u^{(a)} \right) \left( G \left( s^{(a)} \right) \right)^{-1} G \left( s^{(a)} \right), \\
\tilde{s}^{(a+1)} &= \tilde{s}^{(a)} - \left( \frac{9}{2} I + \frac{7}{2} (v^{(a)})^{-1} + 2v^{(a)} \right) \left( G \left( s^{(a)} \right) \right)^{-1} G \left( z^{(a)} \right).
\end{align*}
$$

(13)
3. Efficiency of the Schemes

We represent the computational efficiency index as $CEI = p^{-\frac{1}{eh/\gamma}}$ and the efficiency index $I = p^{\frac{1}{h}}$ as defined in [30], where $p$ represents the order of convergence, $h$ is the number of evaluations performed at each iteration, and $op$ is the number of product-quotient calculations performed per iteration. At each iteration, the number of evaluations of functions for each $G$ is $n$ and that for $G'$ is $n^2$. When we compute the computational efficiency index (see Table 1) $CEI$, $\frac{1}{h}n^3 + \frac{1}{2}n^2$ products-quotients are required to solve $d$ linear systems in the LU decomposition. In addition, $n^2$ products are computed in the case where a matrix is multiplied by a vector. We compared our schemes (11)–(13) for $EI$ and $CEI$ (Figure 7) with the sixth-order methods given in [10,12,13]. These schemes are given below.

**BA:**

\[
\begin{align*}
\varpi^{(a)} &= s^{(a)} - \frac{2}{3}(G'(s^{(a)}))^{-1}G(s^{(a)}), \\
z^{(a)} &= s^{(k)} - P(s^{(a)})(G'(s^{(a)}))^{-1}G(s^{(a)}), \\
z^{(a+1)} &= z^{(a)} + 2(Q(s^{(a)}))^{-1}G(z^{(a)})
\end{align*}
\]

where

\[
P(s^{(a)}) = \left(\frac{3}{8}(G'(s^{(a)}))^{-1}G'(\varpi^{(a)})\right) + \frac{9}{8}\left((G'(s^{(a)}))^{-1}G'(z^{(a)})\right)^{-1} - \frac{1}{2},
\]

and

\[
Q(s^{(a)}) = G'(s^{(a)}) - 3G'(\varpi^{(a)}).
\]

**KC:**

\[
\begin{align*}
\varpi^{(a)} &= s^{(a)} - \frac{2}{3}S^{(a)}, \\
z^{(a)} &= s^{(a)} - \left(\tau(s^{(a)})\right)^{-1} \mu(s^{(a)})S^{(a)}, \\
s^{(a+1)} &= z^{(a)} - 3I + \Omega(s^{(a)})\left(-\frac{5}{2}I + \frac{1}{2}\Omega(s^{(a)})\right)\left(G'(s^{(a)})\right)^{-1}G(z^{(a)}),
\end{align*}
\]

where

\[
\begin{align*}
\Gamma(s^{(a)}) &= (G'(s^{(a)}))^{-1}G(s^{(a)}), \\
\Omega(s^{(a)}) &= (G'(s^{(a)}))^{-1}G'(\varpi^{(a)}), \\
\mu(s^{(a)}) &= I - 9\left(\Omega(s^{(a)})\right)^2, \\
\tau(s^{(a)}) &= \frac{19}{4}I - \frac{3}{4}\Omega(s^{(a)}) + \frac{9}{4}\left(\Omega(s^{(a)})\right)^2 - \frac{27}{8}\left(\Omega(s^{(a)})\right)^3.
\end{align*}
\]

**LK:**

\[
\begin{align*}
\varpi^{(a)} &= s^{(a)} - \frac{2}{3}(G'(s^{(a)}))^{-1}G(s^{(a)}), \\
z^{(a)} &= s^{(a)} - T_f(l)(G'(s^{(a)}))^{-1}G(s^{(a)}), \\
s^{(a+1)} &= z^{(a)} - L_f(l)(G'(s^{(a)}))^{-1}G(z^{(a)}),
\end{align*}
\]
where \( T_f(t) \) and \( L_f(t) \) are weight functions with \( t = \left( G'(s(k)) \right)^{-1} G'(w(k)) \), such that

\[
T_f(t) = \frac{1}{8}(5I + 3t)^{-2}, \\
L_f(t) = \frac{1}{2}(5I - 3t).
\]

**Table 1. Comparisons of EI and CEI.**

<table>
<thead>
<tr>
<th>Schemes</th>
<th>EI</th>
<th>CEI</th>
</tr>
</thead>
<tbody>
<tr>
<td>KC</td>
<td>( \frac{1}{2^{n/2}} + \frac{n}{2} )</td>
<td>( \frac{1}{2^{n/2}} + \frac{3n}{2} )</td>
</tr>
<tr>
<td>BA</td>
<td>( \frac{1}{2^{n/2}} + \frac{n}{2} )</td>
<td>( \frac{1}{2^{n/2}} + \frac{n}{2} )</td>
</tr>
<tr>
<td>LK</td>
<td>( \frac{1}{2^{n/2}} + \frac{n}{2} )</td>
<td>( \frac{1}{2^{n/2}} + \frac{n}{2} )</td>
</tr>
<tr>
<td>FS1</td>
<td>( \frac{1}{2^{n/2}} + \frac{n}{2} )</td>
<td>( \frac{1}{2^{n/2}} + \frac{n}{2} )</td>
</tr>
<tr>
<td>FS2</td>
<td>( \frac{1}{2^{n/2}} + \frac{n}{2} )</td>
<td>( \frac{1}{2^{n/2}} + \frac{n}{2} )</td>
</tr>
<tr>
<td>FS3</td>
<td>( \frac{1}{2^{n/2}} + \frac{n}{2} )</td>
<td>( \frac{1}{2^{n/2}} + \frac{n}{2} )</td>
</tr>
</tbody>
</table>

**Figure 7. Comparisons of CEI.**

**Numerical Solutions to Nonlinear Pseudorange Equations**

Upon simplification, the pseudoranges from Equation (1) are transformed to the following form:

\[
\zeta_i = p_i + C_i, \quad i = 1, 2, \ldots, n,
\]

where \( C_i = c \Delta t_i \) is the user clock bias error. Now, by differentiating the above equation, we obtain

\[
\delta \zeta_i = \left( \frac{x_{1\text{sat}} - x_{1\text{user}}}{\zeta_i - C_i} \right) \delta x_{1\text{user}} + \left( \frac{x_{2\text{sat}} - x_{2\text{user}}}{\zeta_i - C_i} \right) \delta x_{2\text{user}} + \left( \frac{x_{3\text{sat}} - x_{3\text{user}}}{\zeta_i - C_i} \right) \delta x_{3\text{user}} + \delta C_i. \tag{15}
\]

The variables \( x_{1\text{user}}, x_{2\text{user}}, x_{3\text{user}}, \) and \( C_i \) are usually initialized at the center of the Earth. The set of unknown values \( x_{1\text{user}}, x_{2\text{user}}, x_{3\text{user}}, \) and \( C_i \) can be obtained by using these initial values. To find the next set of solutions, we add a set of values calculated from the previous steps to the present values \( \delta x_{1\text{user}}, \delta x_{2\text{user}}, \delta x_{3\text{user}}, \) and \( \delta C_i \). The procedure is continued for the desirable solution until the absolute values of \( \delta x_{1\text{user}}, \delta x_{2\text{user}}, \delta x_{3\text{user}}, \) and \( \delta C_i \) become very small. The set of linear equations obtained from the above expression can be presented in matrix form as:
The solution to Equation (16) is

\[
\begin{pmatrix}
\delta x_{1user} \\
\delta x_{2user} \\
\delta x_{3user} \\
\delta C_i
\end{pmatrix}
= \begin{pmatrix}
\beta_{11} & \beta_{12} & \beta_{13} & 1 \\
\beta_{21} & \beta_{22} & \beta_{23} & 1 \\
\beta_{31} & \beta_{32} & \beta_{33} & 1 \\
\beta_{41} & \beta_{42} & \beta_{43} & 1
\end{pmatrix}
\begin{pmatrix}
\delta \xi_1 \\
\delta \xi_2 \\
\delta \xi_3 \\
\delta \xi_4
\end{pmatrix},
\]

where

\[
\beta_{11} = \frac{x_{1sat1} - x_{1user}}{\xi_i - C_i}, \quad \beta_{12} = \frac{x_{2sat1} - x_{2user}}{\xi_i - C_i},
\]

\[
\beta_{13} = \frac{x_{3sat1} - x_{3user}}{\xi_i - C_i}.
\]

The solution to Equation (16) is

\[
\begin{pmatrix}
\delta x_{1user} \\
\delta x_{2user} \\
\delta x_{3user} \\
\delta C_i
\end{pmatrix}
= \begin{pmatrix}
\beta_{11} & \beta_{12} & \beta_{13} & 1 \\
\beta_{21} & \beta_{22} & \beta_{23} & 1 \\
\beta_{31} & \beta_{32} & \beta_{33} & 1 \\
\beta_{41} & \beta_{42} & \beta_{43} & 1
\end{pmatrix}^{-1}
\begin{pmatrix}
\delta \xi_1 \\
\delta \xi_2 \\
\delta \xi_3 \\
\delta \xi_4
\end{pmatrix}.
\]

This technique notably fails to provide the needed answers directly but, in a few situations, it can be used to produce the desired results. So, we can use an iterative approach to determine the necessary user position solution.

For \( s = x_{user} = (x_{1user}, x_{2user}, x_{3user}, x_{4user}) \), we use \( \|s^{(a)} - s^{(a-1)}\| < 10^{-5} \) as the stopping criteria for the iterative process. In order to demonstrate the numerical results of our iterative methods, we compared the results of our schemes expressed as \( FS_1, FS_2, \) and \( FS_3 \) using the number of iterations \( k \), the absolute residual error of the function \( \|G(s^{(a)})\| \), and the absolute error in two successive iterations \( \|s^{(a)} - s^{(a-1)}\| \). All numerical computations were undertaken using Maple 13. Our methods were compared with the sixth-order methods given by Behl and Argyros [10], Kansal et al. [12], and Lee and Kim [13]; namely, \( BA, KC, \) and \( LK \), respectively.

**Example 1.** We used the coordinates of the satellites and the pseudorange computed by El-Naggar [31] and given in Table 2 to find the user position. We employed our scheme (see Table 3) to solve for the user position. We initialized \( s^{(0)} = (0, 0, 0, 0)^t \) by taking the initial user location as the center of the Earth and setting \( C_i = 0 \). The actual solution is given as \( Y = (473238.512, 272385.268, 328548.240, 6.97198052638877)^t \).

**Table 2.** Coordinates of observed satellites and pseudorange.

<table>
<thead>
<tr>
<th>Satellites</th>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( \xi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satellite one</td>
<td>( 1.7934 \times 10^7 )</td>
<td>( 1.2016 \times 10^6 )</td>
<td>( 2.5412 \times 10^7 )</td>
<td>( 2.6063 \times 10^7 )</td>
</tr>
<tr>
<td>Satellite two</td>
<td>( 1.3642 \times 10^7 )</td>
<td>( 6.2412 \times 10^6 )</td>
<td>( 2.7327 \times 10^7 )</td>
<td>( 2.5880 \times 10^7 )</td>
</tr>
<tr>
<td>Satellite three</td>
<td>( 9.0781 \times 10^6 )</td>
<td>( 1.6940 \times 10^7 )</td>
<td>( 2.3258 \times 10^6 )</td>
<td>( 2.4898 \times 10^7 )</td>
</tr>
<tr>
<td>Satellite four</td>
<td>( 1.3950 \times 10^7 )</td>
<td>( 2.2815 \times 10^7 )</td>
<td>( 4.8765 \times 10^6 )</td>
<td>( 2.2162 \times 10^7 )</td>
</tr>
</tbody>
</table>

Using Equation (1), we obtained the system of equations as follows:

\[
\begin{align*}
\varphi_1 &= (x_{1sat1} - x_{1user})^2 + (x_{2sat1} - x_{2user})^2 + (x_{3sat1} - x_{3user})^2 - (\xi_1 - t)^2 = 0, \\
\varphi_2 &= (x_{1sat2} - x_{1user})^2 + (x_{2sat2} - x_{2user})^2 + (x_{3sat2} - x_{3user})^2 - (\xi_2 - t)^2 = 0, \\
\varphi_3 &= (x_{1sat3} - x_{1user})^2 + (x_{2sat3} - x_{2user})^2 + (x_{3sat3} - x_{3user})^2 - (\xi_3 - t)^2 = 0, \\
\varphi_4 &= (x_{1sat4} - x_{1user})^2 + (x_{2sat4} - x_{2user})^2 + (x_{3sat4} - x_{3user})^2 - (\xi_4 - t)^2 = 0.
\end{align*}
\]
Table 3. Performance of various schemes for the GPS problem 1.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>$k$</th>
<th>$|s^{(k)} - s^{(k-1)}|$</th>
<th>$|G(s^{(k)})|$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$FS_1$</td>
<td>3</td>
<td>$2.49299 \times 10^{-24}$</td>
<td>$2.05341 \times 10^{-173}$</td>
</tr>
<tr>
<td>$FS_2$</td>
<td>3</td>
<td>$6.33085 \times 10^{-24}$</td>
<td>$1.65211 \times 10^{-170}$</td>
</tr>
<tr>
<td>$FS_3$</td>
<td>3</td>
<td>$1.34284 \times 10^{-24}$</td>
<td>$3.51080 \times 10^{-175}$</td>
</tr>
<tr>
<td>$BA$</td>
<td>3</td>
<td>$8.64970 \times 10^{-24}$</td>
<td>$2.25679 \times 10^{-169}$</td>
</tr>
<tr>
<td>$KC$</td>
<td>25</td>
<td>$7.66582 \times 10^{-6}$</td>
<td>$9.99000 \times 10^{1}$</td>
</tr>
<tr>
<td>$LK$</td>
<td>3</td>
<td>$1.09788 \times 10^{-23}$</td>
<td>$1.75257 \times 10^{-168}$</td>
</tr>
</tbody>
</table>

Example 2. Next, we give another example that utilizes the mathematics behind the global positioning system (GPS). We used the data given in Table 4 to calculate the accurate $x_1, x_2,$ and $x_3$ coordinates of the receiver and determine the transmission time. We employed our scheme (see Table 5) to solve for the receiver position $(x_1, x_2, x_3, d)$ near Earth and the time correction $d$ using four satellites with $(A, B, C)$ coordinates given as part of the problem. Furthermore, the desired root of the problem was $Y = (-41.77271, -16.78919, 6370.0596, -0.003201566)^T$.

Table 4. Coordinates of observed satellites and transmission time.

<table>
<thead>
<tr>
<th>Satellites</th>
<th>$A_i x_1$</th>
<th>$B_i x_2$</th>
<th>$C_i x_3$</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satellite one</td>
<td>15,600</td>
<td>7540</td>
<td>20,140</td>
<td>0.07074</td>
</tr>
<tr>
<td>Satellite two</td>
<td>18,760</td>
<td>2750</td>
<td>18,610</td>
<td>0.07220</td>
</tr>
<tr>
<td>Satellite three</td>
<td>17,610</td>
<td>14,630</td>
<td>13,480</td>
<td>0.07690</td>
</tr>
<tr>
<td>Satellite four</td>
<td>19,170</td>
<td>610</td>
<td>18,390</td>
<td>0.07242</td>
</tr>
</tbody>
</table>

We obtain the system of equations as follows

$$
\begin{align*}
\mathbf{g}_1 &= (x_1 - A_1)^2 + (x_2 - B_1)^2 + (x_3 - C_1)^2 - (c(t_1 - d))^2 = 0, \\
\mathbf{g}_2 &= (x_1 - A_2)^2 + (x_2 - B_2)^2 + (x_3 - C_2)^2 - (c(t_2 - d))^2 = 0, \\
\mathbf{g}_3 &= (x_1 - A_3)^2 + (x_2 - B_3)^2 + (x_3 - C_3)^2 - (c(t_3 - d))^2 = 0, \\
\mathbf{g}_4 &= (x_1 - A_4)^2 + (x_2 - B_4)^2 + (x_3 - C_4)^2 - (c(t_4 - d))^2 = 0,
\end{align*}
$$

where

\begin{itemize}
  \item speed of light $c = 299,792.458 \text{ km/s}$.
\end{itemize}

Table 5. Performance of various schemes for GPS problem two.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>$k$</th>
<th>$|s^{(k)} - s^{(k-1)}|$</th>
<th>$|G(s^{(k)})|$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$FS_1$</td>
<td>2</td>
<td>$8.83524 \times 10^{-8}$</td>
<td>$6.700200 \times 10^{-59}$</td>
</tr>
<tr>
<td>$FS_2$</td>
<td>2</td>
<td>$1.40267 \times 10^{-6}$</td>
<td>$3.21847 \times 10^{-51}$</td>
</tr>
<tr>
<td>$FS_3$</td>
<td>2</td>
<td>$1.26051 \times 10^{-6}$</td>
<td>$3.95511 \times 10^{-52}$</td>
</tr>
<tr>
<td>$BA$</td>
<td>2</td>
<td>$3.20383 \times 10^{-6}$</td>
<td>$9.59700 \times 10^{-49}$</td>
</tr>
<tr>
<td>$KC$</td>
<td>7</td>
<td>$8.14721 \times 10^{-6}$</td>
<td>$2.09318 \times 10^{4}$</td>
</tr>
<tr>
<td>$LK$</td>
<td>2</td>
<td>$6.43427 \times 10^{-6}$</td>
<td>$1.16939 \times 10^{-46}$</td>
</tr>
</tbody>
</table>

4. Conclusions

Using the weight function technique, we developed sixth-order numerical iterative algorithms for nonlinear systems of equations. Each iteration of our techniques requires four function evaluations. The proposed schemes were applied to GPS problems and evaluated against several modern strategies to show their effectiveness, as given in Tables 3 and 5. In Example 1, our method $FS_3$ performed better than the others and took three iterations to obtain the desired results. In Example 2, $FS_1$ performed better than other methods and took two iterations to get the desired results. Moreover, to show the efficiency of our methods,
we presented the computational efficiency of our methods and other existing methods, as given in Table 1. Both the numerical results and the computational efficiency showed that our methods were more efficient than or equally efficient to the other existing schemes.
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