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1. Introduction

The predator–prey model is one of the most interesting and important topics in mathematical ecology, and has attracted many mathematicians and ecologists to study it. In the mid-20th century, Leslie and Gower [1,2] proposed a Leslie–Gower-type predator–prey model, which is characterized by the decrease in the number of predators being inversely proportional to its per capita preference for food availability. Considering that the number of predators was limited by the most important food, AzizAlaoui and Okiye [3] proposed the modified Leslie–Gower-type model. As far as we know, there are many articles on the Leslie–Gower model, most of which are deterministic equations. There are not many studies on Leslie–Gower with white noise and Lévy noise, and almost no research on the Leslie–Gower model with cooperative hunting and group defense functions.

In the predator–prey model, the predation rate intuitively reflects the relationship between the two populations. Scholars have proposed a series of functional responses to describe the predation rate [4–8]. Ali et al. [9] numerically studied the effects of nonlinear reaction–diffusion equations on the dynamics of prey–predator interactions. In nature, cooperation between species of the same species is common, and many scholars have introduced cooperation items into the modeling of functional responses for predation rates. Among them, there is cooperative hunting, such as lions hunting faster animals [10,11] and wolves hunting collectively against animals larger than themselves [12], and many scholars have studied the significance of hunting cooperation [13,14]. Chow and Jang [15] studied a predator–prey system with \( \frac{a \sigma}{1 + \sigma} \) as the cooperative hunting term, where \( a \) is the coefficient related to cooperation strength. The results show that large-scale cooperative
hunting may promote the persistence of predators. If there is no cooperation, predators will become extinct. Of course, species at the bottom of the food chain usually carry out group defense through mass reproduction. Andrews [16] proposed the so-called Monod–Haldane function and used it to model the inhibitory effect at high concentrations. Then, Sokol and Howell [17] proposed a simplified Monod–Haldane function of the form \( K_{i}x_{i} \). After that, Shen [18] used a simple Holling IV to describe the group defense of prey for research. Bai [19] studied the global dynamics of a predator–prey system with cooperative hunting, and found that cooperative hunting is beneficial to the coexistence of prey and predator. Du [20] considered the cooperative hunting and group defense of the system without random perturbations, and the effect of predator cooperative hunting and predation aggregation on the stability of coexistence and system dynamics. Recently, many scholars have studied the models with group defense [21–24].

Inspired by the above articles, we add the Holling IV type function and cooperative hunting term into the Leslie–Gower model to show the cooperation of prey and predator.

\[
\begin{align*}
\frac{dx(t)}{dt} &= x(t) \left[ a - bx(t) - \frac{qy^2(t)}{(m + y(t))(c + x^2(t))} \right] dt, \\
\frac{dy(t)}{dt} &= y(t) \left[ \delta - \frac{hy(t)}{l + x(t)} \right] dt,
\end{align*}
\]

with initial values \( x(0) = x_0 \) and \( y(0) = y_0 \). \( x(t) \) and \( y(t) \) denote the number of prey and predators at time \( t \). It should be noted that \( a, b, q, m, c, h, \) and \( l \) are all positive numbers. The parameters \( a \) and \( \delta \) are the growth rate of the prey and the predator, respectively. \( b \) represents the intensity of competition between individuals of the prey. \( l \) describes the degree of protection provided by the environment to the predator. \( h \) denotes the maximum per capita reduction rate of the prey. \( \frac{x(t)}{x + y^2(t)} \) is the simplified Holling IV functional response function, where \( c \) describes the degree of group defense. \( \frac{qy(t)}{m + y(t)} \) is the cooperative hunting term, where \( q \) and \( m \) are cooperative coefficients, reflecting the intensity of cooperative hunting between predators.

What we know is that there are endless noise disturbances in nature. In the past, random biological models [25–28] have been a hot topic for biologists. In the study of stochastic interference, there are both white noise [29,30] and Lévy jump [31,32] considering sudden environmental disturbance. Random perturbations described by Brownian motion describe continuous effects, and Lévy jumps are considered to describe sudden and violent environmental changes well. Therefore, considering both white noise and Lévy noise is more realistic, so we obtain the following stochastic model:

\[
\begin{align*}
\frac{dx(t)}{dt} &= x(t) \left[ a - bx(t) - \frac{qy^2(t)}{(m + y(t))(c + x^2(t))} \right] dt \\
&\quad + \sigma_1 x(t) dB_1(t) + \int_{\Gamma} x(t^-) \gamma_1(u) N(du, dt), \\
\frac{dy(t)}{dt} &= y(t) \left[ \delta - \frac{hy(t)}{l + x(t)} \right] dt + \sigma_2 y(t) dB_2(t) \\
&\quad + \int_{\Gamma} y(t^-) \gamma_2(u) N(du, dt),
\end{align*}
\]

where \( B_1(t) \) and \( B_2(t) \) are mutually independent standard Brownian motions, and \( x(t^-) \) and \( y(t^-) \) denote the left limits of \( x(t) \) and \( y(t) \). \( N(du, dt) \) is a Poisson counting measure defined on \( \lambda(du) \). The characteristic measure \( \lambda \) on the measure subset \( \Gamma \) of \( [0, +\infty) \) is such that \( \lambda(\Gamma) < \infty \). \( N(du, dt) \) is defined on \( R_+ \times (R - \{0\}) \). \( \tilde{N}(dt, du) = N(dt, du) - \lambda(du) dt \) is the corresponding martingale measure. In addition, \( \gamma_1(u)(\gamma_2(u) > -1, \forall u \in \Gamma) \) represents the intensity of Lévy noise changing the prey and predator populations.

Throughout this paper, we give an Assumption 1 that there is a positive constant \( P > 0 \) such that
Assumption 1.

\[
\int_{\Gamma} [\ln(1 + \gamma_i(u))]^2 \lambda(du) < P, \quad \int_{\Gamma} \gamma_i(u)^2 \lambda(du) < P, \quad i = 1, 2. \tag{3}
\]

We will frequently use the following inequality:

\[k - 1 - \ln k \geq 0, \quad k > 0.\]

The rest of the paper is organized as follows. In Section 2, we prove that system (2) has a unique global positive solution. In Section 3, we give the conditions for the extinction and persistence of the prey and predator in the sense of time average. In Section 4, we prove that a system without Lévy noise has ergodic stationary distribution. In Section 5, we give appropriate parameters for numerical simulation to verify the correctness of our theorem. In the end, we summarize this article.

2. Existence and Uniqueness of a Global Positive Solution

The existence and uniqueness of global positive solutions is the basis for studying the dynamic properties of stochastic differential systems. In this section, we will first prove the existence and uniqueness of the local positive solution; then, we prove the global existence and uniqueness of the positive solution of the system.

Lemma 1 ([33]). Denote by \( \Sigma(t) \) a local martingale vanishing at \( t = 0 \). Define

\[
\Sigma(t) = \int_{0}^{t} \frac{d(\Sigma)(s)}{(1 + s)^{2}}, \quad t \geq 0,
\]

where \( (\Sigma(t)) = (\Sigma, \Sigma)(t) \) stands for the Meyer’s angle bracket process. If \( \limsup_{t \to +\infty} \Sigma < +\infty \), then

\[
\lim_{t \to +\infty} t^{-1} \Sigma(t) = 0, \text{ a.s.}
\]

Lemma 2. For \( t \in [0, \tau_{\varepsilon}] (\tau_{\varepsilon} \text{ is the explosion time}), \) model (2) has a unique solution for any initial value \((x_{0}, y_{0}) \in \mathbb{R}^{2}_{+}\).

Proof. Consider the following equation:

\[
\begin{align*}
\text{d}M(t) &= \text{d} \ln x(t) = \left[ a - be^{M(t)} - \frac{qe^{2N(t)}}{m + e^{N(t)}(c + e^{M(t)})} - \frac{1}{2} \sigma_{1}^{2} ight] dt + \sigma_{1} \text{d}B_{1}(t) + \int_{\Gamma} \ln(1 + \gamma_{1}(u)) \lambda(du) \text{d}t + \sigma_{1} \text{d}B_{1}(t) + \int_{\Gamma} \ln(1 + \gamma_{1}(u)) \bar{N}(dt, du), \\
\text{d}N(t) &= \text{d} \ln y(t) = \left[ \delta - \frac{he^{N(t)}}{t + e^{M(t)}} - \frac{1}{2} \sigma_{2}^{2} + \int_{\Gamma} \left[ \ln(1 + \gamma_{2}(u)) - \gamma_{2}(u) \right] \lambda(du) \right] dt \\
&\quad + \sigma_{2} \text{d}B_{2}(t) + \int_{\Gamma} \ln(1 + \gamma_{2}(u)) \bar{N}(dt, du),
\end{align*}
\]

with initial values \( M(0) = \ln x_{0}, N(0) = \ln y_{0} \). Obviously, (4) satisfies the local Lipschitz condition. Therefore, for \( t \in [0, \tau_{\varepsilon}] \), there is a local solution \((\ln x(t), \ln y(t))\) to (4) with the initial value \((\ln x_{0}, \ln y_{0})\). It can be known from Itô’s formula that \((x(t), y(t))\) is the unique local positive solution of (2) with initial value \((x_{0}, y_{0})\).

Theorem 1. For \( \forall t \in [0, +\infty) \), model (2) has a unique global positive solution for any initial value \((x_{0}, y_{0}) \in \mathbb{R}^{2}_{+}\).
Proof. From Lemma 2, we can prove that $\tau_\epsilon = \infty$ a.s. to prove that the solution is global. If $k_0 > 0$ is sufficiently large such that $x_0, y_0 \in \left[1/k_0, k_0\right]$, the following stopping time sequence is defined for each integer $k > k_0$.

$$\tau_k = \inf \left\{ t \in [0, \tau_\epsilon) : \min\{x(t), y(t)\} \leq \frac{1}{k} \text{ or } \max\{x(t), y(t)\} \geq k \right\}.$$  

Denote $\tau_\infty = \lim_{k \to \infty} \tau_k$. Then, we can obtain $\tau_\infty \leq \tau_\epsilon$, a.s. We can obtain $\tau_\epsilon = \infty$ a.s. by proving $\tau_\infty = \infty$ a.s. If $\tau_\infty \neq \infty$, there are constants $T > 0$ and $\epsilon \in (0, 1)$ such that $P(\tau_\epsilon \leq T) > \epsilon$. Then, $\exists k_1 \geq k_0$ such that the following holds:

$$P(\tau_\epsilon \leq T) \geq \epsilon \text{ for all } k > k_1.$$

Define a $C^2$-function $V : R^2_+ \to R_+$

$$V(x, y) = (x - 1 - \ln x) + (y - 1 - \ln y).$$

Since $s - 1 - \ln s \geq 0$, for all $s > 0$, $V(x, y)$, is nonnegative. Applying Itô’s formula to $V(x, y)$, we can obtain

$$dV(x, y) = \mathcal{L}V(x, y)dt + \sigma_1(x - 1)dB_1(t) + \sigma_2(y - 1)dB_2(t)$$

$$+ \int_{\Gamma} [x(t^-)\gamma_1(u) - \ln(1 + \gamma_1(u))]\tilde{N}(dt, du)$$

$$+ \int_{\Gamma} [y(t^-)\gamma_2(u) - \ln(1 + \gamma_2(u))]\tilde{N}(dt, du),$$

where

$$\mathcal{L}V(x, y) = (x - 1)\left(a - bx(t) - \frac{qy^2(t)}{(m + yt(t))(c + x^2(t))}\right) + (y - 1)\left(\delta - \frac{hy(t)}{l + x(t)}\right)$$

$$+ \frac{1}{2}\sigma_1^2 + \frac{1}{2}\sigma_2^2 + \int_{\Gamma} [\gamma_1(u) - \ln(1 + \gamma_1(u))]\lambda(du)$$

$$+ \int_{\Gamma} [\gamma_2(u) - \ln(1 + \gamma_2(u))]\lambda(du).$$

Applying Assumption 1, we obtain

$$\mathcal{L}V(x, y) = ax - bx^2 - \frac{qy^2}{(m + y)(c + x^2)} - (a - bx - \frac{qy^2}{(m + y)(c + x^2)}) +$$

$$\frac{hy^2}{l + x} - (\delta - \frac{hy}{l + x}) + \int_{\Gamma} [\gamma_1(u) - \ln(1 + \gamma_1(u))]\lambda(du)$$

$$+ \int_{\Gamma} [\gamma_2(u) - \ln(1 + \gamma_2(u))]\lambda(du)$$

$$\leq - bx^2 + (a + b)x + \frac{hy}{l} + \left(\frac{q}{c} + \delta\right)y + \frac{1}{2}\sigma_1^2 + \frac{1}{2}\sigma_2^2 - a - \delta$$

$$+ \int_{\Gamma} [\gamma_1(u) - \ln(1 + \gamma_1(u))]\lambda(du) + \int_{\Gamma} [\gamma_2(u) - \ln(1 + \gamma_2(u))]\lambda(du)$$

$$= M_1 + M_2y,$$

where

$$M_1 = \max_{x \geq 0} \left\{ - bx^2 + (a + b)x + \frac{hy}{l} + \left(\frac{q}{c} + \delta\right)y + \frac{1}{2}\sigma_1^2$$

$$+ \frac{1}{2}\sigma_2^2 - a - \delta + \int_{\Gamma} [\gamma_1(u) - \ln(1 + \gamma_1(u))]\lambda(du)$$

$$+ \int_{\Gamma} [\gamma_2(u) - \ln(1 + \gamma_2(u))]\lambda(du) \right\},$$

and

$$M_2 = 1.$$
where $M = \max \{M_1 + 2M_2 \ln 2, 2M_2\}$. Combining (5) and (6), we can obtain that

$$dV(x, y) \leq M(1 + V(x, y))dt + \sigma_1(x - 1)dB_1(t) + \sigma_2(y - 1)dB_2(t)$$

$$+ \int_0^T [\gamma_1(u) - \ln(1 + \gamma_1(u))]\tilde{N}(dt, du)$$

$$+ \int_0^T [\gamma_2(u) - \ln(1 + \gamma_2(u))]\tilde{N}(dt, du).$$

Integrating the two sides of (7) from 0 to $T$, and then taking the expectation, we can obtain

$$EV(x(t_k) \wedge T), y(t_k) \wedge T)) \leq V(x_0, y_0) + ME \int_0^{T_k \wedge T} (1 + V(x, y)) dt$$

$$\leq V(x_0, y_0) + ME \int_0^{T_k \wedge T} V(x, y) dt.$$

Applying the Gronwall’s inequality to the above equation, we obtain

$$EV(x(t_k) \wedge T), y(t_k) \wedge T)) \leq (V(x_0, y_0) + MT)e^{MT}.$$ 

Let $\Omega_k = \{\tau_k \leq T\}$; we have $P(\Omega_k) \geq \varepsilon$. Therefore, for $\forall \omega \in \Omega_k$, there is at least one value equal to $k$ or $\frac{1}{k}$ in $x(\tau_k, \Omega)$ or $y(\tau_k, \Omega)$. Note that $V(x(t_k), y(t_k)) \geq (k - 1 - \ln m) \wedge (\frac{1}{k} - 1 - \ln \frac{1}{k})$. Consequently,

$$(V(x_0, y_0) + MT)e^{MT} \geq E(I_{\Omega_k(\omega)}, V(x(t_k), y(t_k)))$$

$$\geq \varepsilon(k - 1 - \ln m) \wedge (\frac{1}{k} - 1 - \ln \frac{1}{k}),$$

where $I_{\Omega_k(\omega)}$ is the characteristic function of $\omega_k$. When $k \to \infty$, we infer that

$$\varepsilon(k - 1 - \ln k) \wedge (\frac{1}{k} - 1 - \ln \frac{1}{k}) \to +\infty.$$

We derive the contradiction, so we can obtain $\tau_\infty = \infty$, and the theorem is proved. □

3. Existence and Demise of Biological Populations

In this section, we derive the conditions for the extinction and persistence of prey and predators.

**Theorem 2.** Suppose that $(x(t), y(t))$ is a positive solution of (2) with initial value $(x_0, y_0)$. If Assumption 1 is satisfied and

$$a > \frac{1}{2}\sigma_1^2 - \int_0^T [\ln(1 + \gamma_1(u)) - \gamma_1(u)]\lambda(du),$$

$$\delta < \frac{1}{2}\sigma_2^2 - \int_0^T [\ln(1 + \gamma_2(u)) - \gamma_2(u)]\lambda(du),$$
then the prey population $x$ persists in the sense of time average, and the predator population $y$ is extinct, i.e.,

$$\lim_{t \to +\infty} \frac{1}{t} \int_0^t x(s) \, ds > 0, \quad \lim_{t \to +\infty} y(t) = 0.$$ 

**Proof.** Using Itô’s formula in (2) gives

\[
d\ln(x(t)) = \left[a - bx(t) - \frac{qy^2(t)}{(m + y(t))} - \frac{1}{2} \sigma_1^2\right] dt + \int_t^\Gamma \ln(1 + \gamma_1(u)) - \gamma_1(u) \lambda(du) \, dt \\
+ \sigma_1 dB_1(t) + \int_t^\Gamma \ln(1 + \gamma_1(u)) \tilde{N}(dt, du),
\]

\[
d\ln(y(t)) = \left[\delta - \frac{hy(t)}{l + x(t)} - \frac{1}{2} \sigma_2^2\right] dt + \int_t^\Gamma \ln(1 + \gamma_2(u)) - \gamma_2(u) \lambda(du) \, dt \\
+ \sigma_2 dB_2(t) + \int_t^\Gamma \ln(1 + \gamma_2(u)) \tilde{N}(ds, du).
\]

It follows from (9) that

\[
d\ln(y(t)) \leq \left[\delta - \frac{1}{2} \sigma_2^2 + \int_t^\Gamma \ln(1 + \gamma_2(u)) - \gamma_2(u) \lambda(du) \right] dt + \sigma_2 dB_2(t) \\
+ \int_t^\Gamma \ln(1 + \gamma_2(u)) \tilde{N}(ds, du).
\]

We take the integral of 0 to $t$ on both sides of (10), and the following holds:

\[
\ln(y(t)) \leq \ln(y_0) + \int_0^t \left[\delta - \frac{1}{2} \sigma_2^2 + \int_t^\Gamma \ln(1 + \gamma_2(u)) - \gamma_2(u) \lambda(du) \right] dt + \sigma_2 B(t) \\
+ \int_0^t \int_t^\Gamma \ln(1 + \gamma_2(u)) \tilde{N}(ds, du).
\]

Then, we obtain

\[
\frac{\ln(y(t))}{t} \leq \left[\delta - \frac{1}{2} \sigma_2^2 + \int_t^\Gamma \ln(1 + \gamma_2(u)) - \gamma_2(u) \lambda(du) \right] + \frac{\sigma_2 B(t)}{t} \\
+ \left(\frac{\Sigma_1(t)}{t} + \frac{\ln(y_0)}{t}\right).
\]

where $\Sigma_1(t) = \int_0^t \int_t^\Gamma \ln(1 + \gamma_2(u)) \tilde{N}(ds, du)$, according to **Lemma 1**.

\[
\langle \Sigma_1, \Sigma_1 \rangle(t) = t \int_t^\Gamma \left[\ln(1 + \gamma_i(u))\right]^2 \lambda(du) < Kt \quad i = 1, 2.
\]

In view of **Lemma 1**, we obtain

\[
\lim_{t \to +\infty} \frac{\Sigma_1(t)}{t} = 0.
\]

In other words, we have shown that

\[
\lim_{t \to +\infty} \frac{\ln(y(t))}{t} \leq \delta - \frac{1}{2} \sigma_2^2 + \int_t^\Gamma \ln(1 + \gamma_2(u)) - \gamma_2(u) \lambda(du) < 0.
\]
According to the conclusion of the third section in [34], we can obtain

\[
\lim_{t \to +\infty} y(t) = 0.
\]

Therefore, for \( \forall \varepsilon > 0 \), there exist \( t_0 \) and \( \Omega_\varepsilon \) such that \( P(\Omega_\varepsilon) \geq 1 - \varepsilon, \frac{q_\varepsilon^2(t)}{(m+y)(c+x^2(t))} \geq \varepsilon \) when \( t > t_0 \) and \( \omega \in \Omega_\varepsilon \); thus,

\[
x(t)(a - bx(t) - \varepsilon)dt + \sigma_1 x(t)dB_1(t) + \int_\Gamma x(t^-)\gamma_1(u)\bar{N}(du, dt) \leq d(x)
\]

\[
\leq x(t)(a - bx(t))dt + \sigma_1 x(t)dB_1(t) + \int_\Gamma x(t^-)\gamma_1(u)\bar{N}(du, dt).
\]

By using the comparison theorem, we can obtain

\[
\liminf_{t \to +\infty} t^{-1} \int_0^t x(s)ds \geq a - \frac{1}{2}\sigma_1^2 + \int_\Gamma \ln(1 + \gamma_1(u)) - \gamma_1(u)\lambda(du),
\]

\[
\limsup_{t \to +\infty} t^{-1} \int_0^t x(s)ds \leq a - \frac{1}{2}\sigma_1^2 + \int_\Gamma \ln(1 + \gamma_1(u)) - \gamma_1(u)\lambda(du).
\]

By the arbitrariness of \( \varepsilon \),

\[
\lim_{t \to +\infty} t^{-1} \int_0^t x(s)ds = a - \frac{1}{2}\sigma_1^2 + \int_\Gamma \ln(1 + \gamma_1(u)) - \gamma_1(u)\lambda(du) > 0.
\]

\[\square\]

**Theorem 3.** Suppose that \( (x(t), y(t)) \) is a positive solution of (2) with initial value \((x_0, y_0)\). If Assumption 1 is satisfied and

\[
a < \frac{1}{2}\sigma_1^2 - \int_\Gamma \ln(1 + \gamma_1(u)) - \gamma_1(u)\lambda(du),
\]

\[
\delta > \frac{1}{2}\sigma_2^2 - \int_\Gamma \ln(1 + \gamma_2(u)) - \gamma_2(u)\lambda(du),
\]

then \( x \) is extinct, and \( y \) persists in the sense of time average, i.e.,

\[
\lim_{t \to +\infty} x(t) = 0, \liminf_{t \to +\infty} t^{-1} \int_0^t y(s)ds > 0.
\]

**Proof.** Similar to the proof of Theorem 2, we can obtain

\[
\lim_{t \to +\infty} t^{-1} \ln x(t) \leq a - \frac{1}{2}\sigma_1^2 + \int_\Gamma \ln(1 + \gamma_1(u)) - \gamma_1(u)\lambda(du) < 0.
\]

Then, we have

\[
\lim_{t \to +\infty} x(t) = 0.
\]

Therefore, for \( \forall \varepsilon > 0 \), there exist \( t_0 \) and \( \Omega_\varepsilon \) such that \( P(\Omega_\varepsilon) \geq 1 - \varepsilon, x(t) \leq \varepsilon \) when \( t > t_0 \) and \( \omega \in \Omega_\varepsilon \); thus,

\[
y(t) \left[ \delta - \frac{hy(t)}{t} \right] dt + \sigma_2 y(t)dB_2(t) + \int_\Gamma y(t^-)\gamma_2(u)\bar{N}(du, dt) \leq dy(t)
\]

\[
\leq y(t) \left[ \delta - \frac{hy(t)}{t + \varepsilon} \right] dt + \sigma_2 y(t)dB_2(t) + \int_\Gamma y(t^-)\gamma_2(u)\bar{N}(du, dt).
\]
Using the comparison theorem, we obtain
\[
\liminf_{t \to \infty} t^{-1} \int_0^t y(s)ds \geq \frac{1}{h} \left( \delta - \frac{1}{2} \sigma_2^2 + \int_{\Gamma} [\ln(1 + \gamma_1(u)) - \gamma_1(u)] \lambda(du) \right),
\]
\[
\limsup_{t \to \infty} t^{-1} \int_0^t y(s)ds \leq \frac{1}{h} \left( \delta - \varepsilon - \frac{1}{2} \sigma_2^2 + \int_{\Gamma} [\ln(1 + \gamma_2(u)) - \gamma_2(u)] \lambda(du) \right).
\]
From the arbitrariness of \( \varepsilon \), the following equation can be given:
\[
\lim_{t \to \infty} t^{-1} \int_0^t y(s)ds = \frac{1}{h} \left( \delta - \frac{1}{2} \sigma_2^2 + \int_{\Gamma} [\ln(1 + \gamma_2(u)) - \gamma_2(u)] \lambda(du) \right) > 0.
\]

**Theorem 4.** Suppose that \((x(t), y(t))\) is a positive solution of (2) with initial value \((x_0, y_0)\). If Assumption 1 is satisfied and
\[
a < \frac{1}{2} \sigma_1^2 - \int_{\Gamma} [\ln(1 + \gamma_1(u)) - \gamma_1(u)] \lambda(du),
\]
\[
\delta < \frac{1}{2} \sigma_2^2 - \int_{\Gamma} [\ln(1 + \gamma_2(u)) - \gamma_2(u)] \lambda(du),
\]
then \(x\) and \(y\) are all extinct, i.e.,
\[
\lim_{t \to +\infty} x(t) = 0, \quad \lim_{t \to +\infty} y(t) = 0.
\]

**Proof.** By the proof of Theorems 2–3, this is obviously true. \(\square\)

**Theorem 5.** Suppose that \((x(t), y(t))\) is a positive solution of (2) with initial value \((x_0, y_0)\). If Assumption 1 is satisfied and
\[
\delta > \frac{1}{2} \sigma_2^2 - \int_{\Gamma} [\ln(1 + \gamma_2(u)) - \gamma_2(u)] \lambda(du), \quad \varrho^2 - 4(\varepsilon - q) \leq 0,
\]
\[
h \left[ a - \frac{1}{2} \sigma_1^2 + \int_{\Gamma} [\ln(1 + \gamma_1(u)) - \gamma_1(u)] \lambda(du) \right] > \left[ \delta - \frac{1}{2} \sigma_2^2 + \int_{\Gamma} [\ln(1 + \gamma_2(u)) - \gamma_2(u)] \lambda(du) \right],
\]
then \(x\) and \(y\) both persist in the sense of time average, i.e.,
\[
\liminf_{t \to +\infty} t^{-1} \int_0^t x(s)ds > 0, \quad \liminf_{t \to +\infty} t^{-1} \int_0^t y(s)ds > 0.
\]

**Proof.** Integrating both sides of (9), we obtain
\[
\ln y(t) = \ln y_0 + \left[ \delta - \frac{1}{2} \sigma_2^2 + \int_{\Gamma} [\ln(1 + \gamma_2(u)) - \gamma_2(u)] \lambda(du) \right] t + \sigma_2 B(t)
\]
\[
- \int_0^t \frac{hy(s)}{t + x(s)} ds + \int_0^t \int_{\Gamma} \ln(1 + \gamma_2(u)) \tilde{N}(ds, du),
\]
and
\[
\ln y(t) \geq \ln y_0 + \left[ \delta - \frac{1}{2} \sigma_2^2 + \int_{\Gamma} [\ln(1 + \gamma_2(u)) - \gamma_2(u)] \lambda(du) \right] t + \sigma_2 B(t)
\]
\[
- \int_0^t \frac{hy(s)}{t} ds + \int_0^t \int_{\Gamma} \ln(1 + \gamma_2(u)) \tilde{N}(ds, du).
\]
Define $\tilde{y}(t)$ as the solution of the following equation:
\[
\begin{cases}
\frac{d\tilde{y}(t)}{dt} = \tilde{y}(t)\left[\delta - \frac{h\tilde{y}(t)}{t}\right] dt + \sigma_2\tilde{y}(t)dB_2(t) + \int_\Gamma \tilde{y}(\gamma_2(u))\bar{N}(du,dt), \\
\tilde{y}(0) = y_0.
\end{cases}
\]
Then, we can obtain
\[
\lim_{t \to \infty} t^{-1} \int_0^t \tilde{y}(s) ds = \frac{I(\delta - \frac{1}{2}\sigma_2^2 + \int_\Gamma [\ln(1 + \gamma_2(u)) - \gamma_2(u)]\lambda(du) + \int_\Gamma \tilde{y}(\gamma_2(u))\bar{N}(du,dt))}{h} > 0.
\]
Using comparison theorem in (11), we obtain $y(t) \geq \tilde{y}(t)$. Then, there is
\[
\lim_{t \to \infty} t^{-1} \ln y(t) = \lim_{t \to \infty} t^{-1} \ln \tilde{y}(t) = 0.
\] (14)
Divide $t$ on both sides of (12) and take the inferior limit, yielding
\[
\liminf_{t \to \infty} t^{-1} \ln y(t) = \delta - \frac{1}{2}\sigma_2^2 + \int_\Gamma [\ln(1 + \gamma_2(u)) - \gamma_2(u)]\lambda(du) - \liminf_{t \to \infty} t^{-1} \int_0^t \frac{hy(s)}{l + x(s)} ds.
\]
Bringing (14) into the above formula, we observe that
\[
\liminf_{t \to \infty} t^{-1} \int_0^t \frac{y(s)}{l + x(s)} ds \leq \delta - \frac{1}{2}\sigma_2^2 + \int_\Gamma [\ln(1 + \gamma_2(u)) - \gamma_2(u)]\lambda(du).
\] (15)
Similarly, for (13) we can obtain
\[
\liminf_{t \to \infty} t^{-1} \int_0^t y(s) ds \geq \frac{I(\delta - \frac{1}{2}\sigma_2^2 + \int_\Gamma [\ln(1 + \gamma_2(u)) - \gamma_2(u)]\lambda(du))}{h}.
\] (16)
Because $q^2 - 4(c - qI) \leq 0$, we can deduce that
\[
\frac{qy^2}{(m + y(t))(c + x^2(t))} \leq \frac{qy(t)}{c + x^2(t)} \leq \frac{y(t)}{l + x(t)}.
\] (17)
Integrating both sides of (8) and using (17), then we can obtain
\[
\ln x(t) \geq \ln x_0 + \left[a - \frac{1}{2}\sigma_2^2 + \int_\Gamma [\ln(1 + \gamma_1(u)) - \gamma_1(u)]\lambda(du)\right] t + \sigma_1 B_1(t) - \int_0^t \frac{y(s)}{l + x(s)} ds - b \int_0^t x(s) ds + \int_0^t \int_\Gamma [\ln(1 + \gamma_1(u))\bar{N}(ds,du)\right).
\] (18)
From (15), we can obtain
\[
t^{-1} \int_0^t \frac{y(s)}{l + x(s)} ds \leq \delta - \frac{1}{2}\sigma_2^2 + \int_\Gamma [\ln(1 + \gamma_2(u)) - \gamma_2(u)]\lambda(du) + \varepsilon,
\] (19)
where $\varepsilon$ is an any small positive real number. Similar to the proof of inequality (14), we can obtain
\[
\lim_{t \to \infty} t^{-1} \ln x(t) \leq 0.
\]
Then divide $t$ on both sides of inequality (18); then, from (19), we have

$$
\frac{\ln x(t)}{t} \geq \frac{\ln x_0}{t} - \frac{1}{2} \sigma^2_1 + \int_t^0 \left[ \ln(1 + \gamma(u)) - \gamma(u) \right] \lambda(du) + \frac{\sigma B_1(t)}{t} \left( \delta - \frac{1}{2} \sigma^2_2 + \frac{1}{h} \left[ \ln(1 + \gamma_2(u)) - \gamma_2(u) \right] \lambda(du) \right) - \frac{b}{t} \int_0^t x(s)ds + \frac{1}{t} \int_0^t \ln(1 + \gamma(u)) \tilde{N}(ds, du).
$$

(20)

Take the inferior limit on both sides of (19) at the same time, then using the arbitrariness of $\varepsilon$ results in

$$
\lim_{t \to \infty} t^{-1} \int_0^t x(s)ds \geq \frac{1}{b} \left[ a - \frac{1}{2} \sigma^2_1 + \frac{1}{h} \left[ \ln(1 + \gamma_1(u)) - \gamma_1(u) \right] \lambda(du) \right] - \frac{1}{bh} \left[ \delta - \frac{1}{2} \sigma^2_2 + \frac{1}{h} \left[ \ln(1 + \gamma_2(u)) - \gamma_2(u) \right] \lambda(du) \right] > 0.
$$

☐

4. Stationary Distribution without Lévy Noise

Furthermore, when $\gamma_i(u) = 0$ ($i = 1, 2$), this means excluding drastic environmental changes. System (2) becomes the following system:

$$
\begin{align*}
\frac{dx(t)}{dt} &= x(t) \left[ a - bx(t) - \frac{qy^2(t)}{(m + y(t))(c + x^2(t))} \right] dt + \sigma_1 x(t) dB_1(t), \\
\frac{dy(t)}{dt} &= y(t) \left[ \delta - \frac{hy(t)}{l + x(t)} \right] dt + \sigma_2 y(t) dB_2(t).
\end{align*}
$$

(21)

We consider the stationary distribution and ergodicity of this system. Let $X(t)$ be a homogeneous Markov process in $E_k$ ($E_k$ denotes the k-dimensional Euclidean space), which can be described by the following stochastic process:

$$
\frac{dX(t)}{dt} = h(X)dt + \sum_{\eta=1}^{m} \sigma_\eta dB_\eta(t).
$$

Its diffusion matrix is as follows:

$$
\Psi(x) = (a_{ij}(x)), \quad a_{ij}(x) = \sum_{\eta=1}^{m} \sigma^i_\eta \sigma^j_\eta.
$$

Assume that there exists a bounded domain $U \subset E_k$ with regular boundary; then, according to the conclusion in the second section of [35], we can prove that there exists a neighborhood $U$ and a nonnegative function $g(x, y)$ such that $Lg$ is negative for any $E_k \setminus U$, which can be used as a sufficient condition to prove that the system has a stationary distribution.

**Theorem 6.** For any initial value $(x_0, y_0)$, if the following conditions hold, then System (21) has an ergodic stationary distribution.

$$
\delta - \frac{(\varphi + 1)\sigma_2^2}{2} > 0, \quad a + \delta - \frac{1}{2} \sigma_1^2 - \frac{1}{2} \sigma_2^2 \neq 0.
$$

**Proof.** We define a $C^2-$ function $g(x, y)$ as follows:

$$
g(x, y) = x - x^2 + y - y^2 + G(x^*, y^*), \quad 0 < \varphi < 1,
$$
where \( G(x, y) = x - \mathcal{F}\ln x + y - \mathcal{F}\ln y + y^{-\varphi} \), and \( G(x', y') \) is the minimum value of \( G(x, y) \). \( \mathcal{F} \) is a undetermined constant; we will determine its value in the proof process. According to Hölder’s formula,

\[
\mathcal{L}g(x, y) = x \left[ a - bx - \frac{qy^2}{(m + y)(c + x^2)} \right] - \mathcal{F} \left[ a - bx - \frac{qy^2}{(m + y)(c + x^2)} \right]
+ y(\delta - \frac{hy}{m + x}) - \mathcal{F}(\delta - \frac{hy}{m + x}) - qy^{\varphi-1} \cdot y(\delta - \frac{hy}{m + x})
+ \frac{\mathcal{F}}{2} \sigma_1^2 + \frac{\mathcal{F}}{2} \sigma_2^2 + \frac{\phi(\varphi + 1)}{2} \sigma_2^2 y^{-\varphi}
= -bx^2 + (a + \mathcal{F}b)x + \frac{qxy^2}{(m + y)(c + x^2)} - \frac{qxy^2}{(m + y)(c + x^2)}
+ \deltay - \mathcal{F}a - \mathcal{F}\delta - \frac{-hy^2 + \mathcal{F}hy + qhy^{\varphi+1}}{m + x} + \frac{\mathcal{F}}{2} \sigma_1^2 + \frac{\mathcal{F}}{2} \sigma_2^2
- \varphi(\delta - \frac{(\varphi + 1)\sigma_2^2}{2}) y^{-\varphi}.
\]

Consider the following bounded regions:

\[
U = \left\{ (x, y) \in \mathbb{R}_+^2 \mid \epsilon < x < \frac{1}{\epsilon}, \epsilon < y < \frac{1}{\epsilon} \right\}.
\]

We have \( \mathbb{R}_+^2 \setminus U = U_1 \cup U_2 \cup U_3 \cup U_4 \), where

\[
U_1 = \left\{ (x, y) \in \mathbb{R}_+^2, x > \frac{1}{\epsilon} \right\}, \quad U_2 = \left\{ (x, y) \in \mathbb{R}_+^2, \epsilon > x > 0 \right\},
U_3 = \left\{ (x, y) \in \mathbb{R}_+^2, x > \epsilon, y > \frac{1}{\epsilon} \right\}, \quad U_4 = \left\{ (x, y) \in \mathbb{R}_+^2, \epsilon > y > 0 \right\}.
\]

And \( \epsilon \) is a small positive number satisfying the following conditions:

\[
-\frac{b}{2\epsilon^2} + \frac{\Delta_1}{m} + \frac{\Delta_2}{m} < -1,
-\frac{|\Delta_2|}{m} + (a + \mathcal{F})\epsilon < -1,
\Delta_1 + \frac{\Delta_2}{m} - \frac{b}{2m\epsilon^2} < -1,
\Delta_1 + \frac{\Delta_2}{m} - \varphi(\delta - \frac{(\varphi + 1)\sigma_2^2}{2}) \frac{1}{\epsilon^\varphi} < -1.
\]

where

\[
\Delta_1 = \sup_{x \in (0, +\infty)} \left\{ -\frac{b}{2} x^2 + (a + \mathcal{F}b)x \right\} - \mathcal{F}a - \mathcal{F}\delta + \frac{\mathcal{F}}{2} \sigma_1^2 + \frac{\mathcal{F}}{2} \sigma_2^2 < \infty,
\Delta_2 = \sup_{y \in (0, +\infty)} \left\{ -\frac{hy^2}{2} + \mathcal{F}hy + m\delta y + \frac{qm\mathcal{F}y}{c} + qhy^{-\varphi+1} \right\} < \infty.
\]

It is easy to prove that \( \Delta_2 \) is greater than zero. Next, we will discuss it in four parts.
(1) When \((x, y) \in U_1\), we have
\[
\mathcal{L}_g(x, y) = -bx^2 + (a + \mathbb{F}b)x + \frac{qxy^2}{(m + y)(c + x^2)} - \frac{qxy^2}{(m + y)(c + x^2)} + \delta y - F\delta + \frac{-hy^2 + Fhy + qy^2}{m + x} + \frac{F}{2}\sigma_1^2 + \frac{F}{2}\sigma_2^2
\]
\[= -\frac{b}{2}x^2 + (a + \mathbb{F}b)x - F\delta + \frac{F}{2}\sigma_1^2 + \frac{F}{2}\sigma_2^2\]
\[< -\frac{b}{2}x^2 + \Delta_1 + \Delta_2
\]
\[< -1.
\]
(2) When \((x, y) \in U_2\), we have
\[
\mathcal{L}_g(x, y) \leq \frac{\Delta_2}{m} + (a + \mathbb{F})x - F(a + \delta - \frac{1}{2}\sigma_1^2 + \frac{1}{2}\sigma_2^2).
\]
Choose
\[
\mathbb{F} = \frac{2\Delta_2}{m(a + \delta - \frac{1}{2}\sigma_1^2 - \frac{1}{2}\sigma_2^2)}.
\]
Therefore, we have
\[
\mathcal{L}_g(x, y) < -\frac{\Delta_2}{m} + (a + \mathbb{F})\epsilon < -1.
\]
(3) When \((x, y) \in U_3\), we have
\[
\mathcal{L}_g(x, y) \leq \frac{\Delta_2}{m} + \frac{h}{2m}y^2
\]
\[< \frac{\Delta_2}{m} + \frac{h}{2mc^2}
\]
\[< -1.
\]
(4) When \((x, y) \in U_4\), we have
\[
\mathcal{L}_g(x, y) \leq \frac{\Delta_2}{m} + \frac{h}{2mc^2} - \frac{F}{2}\sigma_1^2 - \frac{F}{2}\sigma_2^2
\]
\[< \frac{\Delta_2}{m} + \frac{h}{2mc^2} - \frac{F}{2}\sigma_1^2 - \frac{F}{2}\sigma_2^2\]
\[< -1.
\]
In summary, for \(\forall (x, y) \in \mathbb{R}^2 \setminus U\), we have \(\mathcal{L}_g < -1\). Moreover, we can also find a constant \(M = \min_{(x,y) \in U \subseteq \mathbb{R}^2_+} \{\sigma_1^2x^2, \sigma_2^2y^2\}\) that satisfies
\[
\sigma_1^2x^2\xi_1^2 + \sigma_2^2y^2\xi_2^2 \geq M|\xi|^2, \text{ for all } (x,y) \in U, \xi = (\xi_1, \xi_2) \in \mathbb{R}^2.
At this point, we prove the sufficient condition for the existence of stationary distribution, and then System (21) has a unique stationary distribution.

5. Numerical Simulations

In this section, we choose the parameters that satisfy the conditions of the theorem to carry out numerical simulation to verify the correctness of the theorem. We take the determined initial values \((x_0, y_0) = (2.9, 1.4)\) and let \(\sigma_1 = \sigma_2 = 0.6, \gamma_1 = \gamma_2 = 0.06\).

Example 1. In order to verify Theorem 2, we choose \(a = 4, b = 2, q = 5, m = 2, c = 5, \delta = 0.1, h = 9, l = 1\); then, we have \(4 - \frac{0.6^2}{2} + \int_{\Gamma} \left[ \ln(1 + 0.06) - 0.06 \right] \approx 3.81 > 0\) and \(0.1 - \frac{0.6^2}{2} + \int_{\Gamma} \left[ \ln(1 + 0.06) - 0.06 \right] \approx -0.08 < 0\). Therefore, by Theorem 2, the predator dies out and the prey persists in the sense of time average. This is consistent with Figure 1.

\[
\begin{align*}
\text{Figure 1.} & \quad \text{We select the following parameter values:} \quad a = 4, b = 2, q = 5, m = 2, c = 5, \delta = 0.1, h = 9, l = 1. \quad \text{The predator} \ y \ \text{dies out and the prey} \ x \ \text{persists in the sense of time average.}
\end{align*}
\]

In order to verify Theorem 3, we choose \(a = 0.1, b = 3, q = 6, m = 5, c = 10, \delta = 5, h = 9, l = 1\); then, we have \(0.1 - \frac{0.6^2}{2} + \int_{\Gamma} \left[ \ln(1 + 0.06) - 0.06 \right] \approx -0.08 < 0\) and \(5 - \frac{0.6^2}{2} + \int_{\Gamma} \left[ \ln(1 + 0.06) - 0.06 \right] \approx 4.81 > 0\). Therefore, by Theorem 3, the predator persists in the sense of time average and the prey dies out. This is consistent with Figure 2.

\[
\begin{align*}
\text{Figure 2.} & \quad a = 0.1, b = 3, q = 6, m = 5, c = 10, \delta = 5, h = 9, l = 1. \quad \text{The predator} \ y \ \text{persists in the sense of time average and the prey} \ x \ \text{dies out.}
\end{align*}
\]

In order to verify Theorem 4, we choose \(a = 0.1, b = 2, q = 5, m = 2, c = 5, \delta = 0.1, h = 9, l = 1\); then, we have \(0.1 - \frac{0.6^2}{2} + \int_{\Gamma} \left[ \ln(1 + 0.06) - 0.06 \right] \approx -0.08 < 0\) and \(0.1 - \frac{0.6^2}{2} + \int_{\Gamma} \left[ \ln(1 + 0.06) - 0.06 \right] \approx -0.08 < 0\). Therefore, by Theorem 4, the predator and the prey persist in the sense of time average.
\[ \int_{\Gamma} \left[ \ln(1 + 0.06) - 0.06 \right] \approx -0.08 < 0. \] Therefore, by Theorem 4, both the predator and the prey die out. This is consistent with Figure 3.

In order to verify Theorem 5, we choose \( a = 30, b = 3, q = 6, m = 5, c = 20, \delta = 5, h = 5, l = 1; \) then, we have \[ 5 - \frac{0.6^2}{2} + \int_{\Gamma} \left[ \ln(1 + 0.06) - 0.06 \right] \approx 4.81 > 0, \] \[ 6^2 - 4(20 - 6 \times 1) = -20 < 0, \] and \[ 5(30 - \frac{0.6^2}{2} + \int_{\Gamma} \left[ \ln(1 + 0.06) - 0.06 \right]) - (5 - \frac{0.6^2}{2} + \int_{\Gamma} \left[ \ln(1 + 0.06) - 0.06 \right]) \approx 144.24 > 0. \] Therefore, by Theorem 5, both the predator and the prey persist in the sense of time average. This is consistent with Figure 4. In order to further explore the influence of cooperative hunting and group defense on existence, we only change \( q \) and \( c \) in the above parameters. Only changing \( q = 6 \) to \( q = 15 \) makes the cooperative hunting intensity increase and does not meet the theorem conditions; Figure 5 shows that the prey perishes. Only changing \( c = 30 \) to \( c = 50 \) reduces the population defense strength and does not satisfy the theorem condition; Figure 6 shows that the prey perishes. This tells us that when the intensity of cooperative hunting is too large, or the intensity of group defense is too low, it will lead to the demise of the prey, which is also in line with our common sense.

Figure 3. \( a = 0.1, b = 2, q = 5, m = 2, c = 5, \delta = 0.1, h = 9, l = 1. \) Then, both the predator \( y \) and the prey \( x \) die out.

Figure 4. We select the following parameter values: \( a = 30, b = 3, q = 6, m = 5, c = 50, \delta = 5, h = 5, l = 1. \) Then, both the predator \( y \) and the prey \( x \) persist in the sense of time average.
Figure 5. \(a = 30, b = 3, q = 6, m = 5, c = 20, \delta = 5, h = 5, l = 1\). When letting \(c\) decrease so that the group defense becomes larger, the predator perishes.

Figure 6. \(a = 30, b = 3, q = 15, m = 5, c = 50, \delta = 5, h = 5, l = 1\). Increasing \(q\) makes the cooperative hunting intensity increase, and the prey perishes.

To verify the condition that System (2) without Lévy jump has an ergodic stationary distribution, we assume that \((x_0, y_0) = (0.31, 1.725)\), and we choose the following parameter values: \(\sigma_1 = \sigma_2 = 0.1, a = 2, b = 0.7, q = 0.6, m = 0.12, c = 0.1, \delta = 2.5, h = 0.75, l = 0.21\). Then, we have \(\delta - \frac{(\sigma + 1)\sigma^2}{2} < 2.5 - 0.01 > 0\) and \(a + \delta - \frac{1}{2}\sigma_1^2 - \frac{1}{2}\sigma_2^2 = 0.31 + 1.725 - 0.01 \neq 0\). As shown in Figure 7, the sample paths are concentrated in the elliptical region, indicating that the system is stochastically stable.
6. Conclusions

This paper discusses the dynamic properties of a predator–prey model with cooperative hunting, group defense, and Lévy noise. First, we prove the uniqueness of the global positive solution of System (2) by constructing a suitable equation. Then, we obtain the theorem that the intensity of white noise and Lévy noise more than a certain extent may lead to the extinction of the population; when the intensity of white noise and Lévy noise is small, if the intensity of cooperative hunting and group defense satisfies an inequality, the two populations can continue to coexist. Furthermore, if the intensity of cooperative hunting is too large or the intensity of group defense is too small, the prey will become extinct. Finally, we conclude that the system has a stationary distribution when there is no Lévy noise.
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