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Abstract: Lithium-ion batteries (LIBs) have been widely used in various fields. In order to ensure
the safety of LIBs, it is necessary to accurately estimate of the state of health (SOH) of the LIBs.
This paper proposes a SOH hybrid estimation method based on incremental capacity (IC) curve
and back-propagation neural network (BPNN). The voltage and current data of the LIB during the
constant current (CC) charging process are used to convert into IC curves. Taking into account the
incompleteness of the actual charging process, this paper divides the IC curve into multiple voltage
segments for SOH prediction. Corresponding BP neural network is established in multiple voltage
segments. The experiment divides the LIBs into five groups to carry out the aging experiment under
different discharge conditions. Aging experiment data are used to establish the non-linear relationship
between the decline of SOH and the change of IC curve by BP neural network. Experimental results
show that in all voltage segments, the maximum mean absolute error does not exceed 2%. The SOH
estimation method proposed in this research makes it possible to embed the SOH estimation function
in battery management system (BMS), and can realize high-precision SOH online estimation.

Keywords: lithium-ion battery; state of health; incremental capacity curve; back-propagation
neural network

1. Introduction

Due to its small size, being light weight, high energy density, low self-discharge
rate, long cycle life, and no memory effect [1], lithium-ion batteries (LIBs) are widely
used in electric vehicles (EVs), hybrid electric vehicles (HEVs), and battery energy storage
stations (BESS). Whether they are used in EV, HEV, or BESS, LIBs need to be managed by
battery management system (BMS). BMS includes the functions of three modules: battery
monitoring, battery state estimation, and battery charge and discharge management. In
addition, BMS also includes LIB heating technology [2] and consistency evaluation of
series-connected battery systems [3]. Among them, the main function of the battery state
estimation module is to estimate the state of charge (SOC), state of health (SOH), state of
power (SOP), and state of energy (SOE) of LIB [4]. As an indicator of battery health, SOH
is used to guide battery users to use the battery. The active material of lithium will be
irreversibly consumed as the battery charge–discharge cycle progresses, which will lead to
a decline in the health of LIB, which is manifested in the decline in capacity, power, thermal
stability, etc. [5–7]. When the SOH of LIB is reduced to a certain level, the battery needs
to be decommissioned and replaced with a new battery to ensure the safety of the battery.
Therefore, accurately estimating the SOH of LIB is of great significance to improving the
safety of the battery. However, due to differences in battery working mode, working
environment, aging history, etc., achieving high-precision SOH online estimation is still a
thorny challenge [8,9].
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There are three types of indicators for measuring SOH: SOHc based on capacity [10],
SOHr based on internal resistance [11], and SOHp based on peak power [4]. Among them,
just as the fuel tank capacity of a traditional fuel vehicle reflects the volume of gasoline that
a fuel vehicle can store, SOHc can reflect the battery’s ability to store energy [12–14]. It is
pointed out in IEEE standard 1188.1996 that when the battery capacity is reduced to 80%,
that is, when the SOHc < 80%, the battery needs to be decommissioned. Therefore, SOHc is
widely used to measure battery health. Unless otherwise specified, SOH in the following
refers to SOHc based on capacity.

Plenty of methods have been proposed to estimate SOH of LIB. Hu et al. introduces
the degradation mechanism of battery SOH, and makes a timely and comprehensive review
of battery lifetime prognostic technologies [15]. The literature [15] also divides battery
lifetime prediction technology into model-based, data-driven, and hybrid methods, and
introduces the latest progress of various methods. According to the principle of action,
the SOH estimation methods can be divided into experimental measurement method,
equivalent model method, data-driven method, and hybrid method. The experimental
measurement method performs full charge and discharge measurement of LIB under
specific conditions to measure the LIB capacity, and an accurate true value of SOH can
be obtained. Scipioni et al. disassembled the LIB, and performed necessary tests on the
positive electrode, negative electrode, separator, electrolyte, or gas production to obtain the
aging condition or SOH of the LIB [16]. Liu et al. proposed a SOH measurement method
of LIB that does not damage LIB [17]. They performed full charge and discharge tests on
the battery under specific conditions, analyzed the attenuation of the LIB, and performed
SOH diagnosis. The experimental measurement method can obtain high-precision SOH
estimation value, but it requires measurement under specific conditions and is not suitable
for SOH online estimation. Therefore, the experimental measurement method is usually
used to obtain the true value of SOH. The equivalent model method attempts to determine
SOH by calculating parameters that are sensitive to battery capacity degradation, mainly
including electrochemical mechanism models [18], equivalent circuit models [11,19–21],
and empirical models [22,23]. The equivalent model method is convenient to embed BMS
to realize online estimation, but the accuracy of its SOH estimation still depends on the
accuracy of the battery model parameters. The data-driven method treats the LIB as a black
box, and only uses the data that can be directly measured in the actual operation of the
battery, such as terminal voltage, terminal current, and battery temperature, combined
with particle filter, Bayesian estimation, genetic algorithm, support vector machine, or
artificial neural network [24–29] for SOH estimation. Sbarufatti et al. [29–33] used the
historical charge–discharge voltage, charge–discharge current, charge–discharge time and
temperature of LIBs as health factors, and trained neural networks to find the nonlinear
relationship between SOH and health factors, and obtained good SOH estimates accuracy.
The literature [34] developed two hybrid data-driven models, which combined the tra-
ditional linear support vector regression (LSVR) and Gaussian process regression (GPR)
to estimate the life of lithium-ion battery. When only the data of the first 100 cycles are
used, the error value of the method proposed in document 2 in training and testing is
very low. In addition, many scholars have proposed hybrid estimation methods based on
equivalent model method and data-driven method. Chen et al. [13,35] used the Kalman
filter for the adaptive correction of the LIB equivalent circuit model, and proposed a SOH
hybrid estimation method based on the Kalman filter and the LIB resistor-capacitor (RC)
equivalent circuit.

The above studies used low-dimensional health factors to estimate SOH, such as the
charge–discharge voltage, charge–discharge current, charge–discharge time, or temperature
of LIBs. Although the low-dimensional health factors are easy to obtain in the actual battery
system, it is difficult to establish a relationship between the low-dimensional health factors
and the decline of SOH, and is easily affected by measurement errors. For example, when
using the charging voltage curve of a LIB as health factor, although the deterioration of the
SOH will cause the charging voltage curve to change in the time dimension, the trend of
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the curve will still not change. This requires the SOH estimation algorithm to have higher
feature extraction capabilities. In addition, low-dimensional health factors, such as the
constant current charging time of LIB, require a complete charging process, which means
that the battery needs to be charged from 0% SOC through a constant current and constant
voltage (CC-CV) process to 100% SOC, and the constant current (CC) charging duration is
calculated. However, due to the “power anxiety” phenomenon of EV owners, the actual
charging process will neither start from 0% SOC nor stop at 100% SOC [13]. Therefore, the
method of using low-dimensional health factors for SOH estimation cannot be applied to
online SOH estimation. It is urgently needed to develop a high-dimensional health factor
for online SOH estimation.

In recent years, the method of estimating the SOH of LIB based on the incremental
capacity analysis (ICA) method has attracted the attention of researchers. ICA converts
the low-dimensional voltage-capacity curve (i.e., VQ curve) of LIB at the CC charging
process into a high-dimensional incremental capacity (IC) curve (i.e., dQ/dU-V curve)
by difference, and then estimate SOH according to the feature points [36]. The IC curve
can present the voltage plateau stage of the CC charging process in the form of clearly
visible peaks, and the stage of rapid voltage rise in the form of troughs. Tang, Li, and
others [13,37] proved that the peak position and intensity of the IC curve in the constant
current charging process are closely related to the decline of the SOH of LIB. However,
using the peak position and intensity of the IC curve as health factors to estimate SOH is
susceptible to interference from the depth of discharge (DOD). At least one peak must exist
in the voltage range of the IC curve used to estimate SOH. This also limits the application
of ICA in SOH online estimation. In addition, ICA needs to be combined with data-driven
method to realize SOH estimation. BP neural network has strong self-learning ability, and its
core is signal forward propagation and error back propagation. BP neural network obtains
the expected output value through multiple learning and calculation of the input. BP neural
network can solve the practical problems of nonlinear continuous function, so it has attracted
extensive attention. Many scholars like to use BP neural network and its variation.

In order to improve the shortcomings of a data-driven method, which is hard to embed
BMS and requires large computational cost, and improve the shortcomings of ICA, which is
susceptible to DOD and the accuracy depends on the selection of health characteristics and
at least one health factors must exist in IC curve, an online SOH hybrid estimation method
of LIB based on the IC curve and back-propagation (BP) neural network is proposed.
Our research is based on the battery life cycle aging experiment data set under different
discharge conditions. In particular, considering the uncertainty of the battery discharge
behavior during the actual driving of the EVs, this study uses the voltage and current data
of the batteries during the CC charging process to estimate the SOH. Firstly, convert the
voltage and current data of the CC charging process into an IC curve. Secondly, Gaussian
smoothing (GS) is used to filter the IC curve. Finally, the IC curve is segmented according
to the voltage segments, and the IC curve of a different voltage segment is used as the
health factor, combined with the BP neural network to realize the SOH estimation.

The rationality of the proposed SOH estimation method is that it does not require
prior knowledge of the LIB. In addition, this method avoids the requirement for complete
charging process data, which can flexibly select the voltage range used for SOH estimation
according to the charging and discharging conditions during the actual use of the EVs.
Compared with other SOH estimation methods based on ICA, the method proposed in this
paper does not need to identify the peaks of the IC curve, which improves the tolerance
for data measurement errors. In addition, the neural network only needs to propagate
forward quickly in the SOH estimation stage, which is more conducive to embedding the
SOH estimation method proposed in this paper into BMS. The results show that the proposed
method can obtain high-precision SOH estimates and is suitable for online estimation. The
comparison between the proposed method and the present estimation is shown in the Table 1.
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Table 1. Comparison of SOH estimation methods.

SOH Estimation Methods Advantage Disadvantage

Experimental measurement
method [16,17] (1) High-precision SOH estimation value. (1) Requires measurement under specific conditions;

(2) Not suitable for SOH online estimation.

Equivalent model
method [11,18–23] (1) Convenient to embed BMS.

(1) Accuracy depends on the accuracy of the
battery model parameters;
(2) Requires prior knowledge.

Data-driven method [24–35]

(1) No need to analyze the aging
mechanism inside the battery;
(2) Easy to implement;
(3) Good accuracy.

(1) Large amount of training data is required;
(2) Hard to embed BMS;
(3) Large computational cost.

Incremental capacity analysis
method [13,36,37]

(1) Obvious health characteristics;
(2) Less computational cost;
(3) Good accuracy.

(1) Susceptible to DOD;
(2) At least one health factors must exist;
(3) Accuracy depends on the selection of
health characteristics;
(4) Needs to be combined with data-driven method

The proposed method

(1) Obvious health characteristics;
(2) Less computational cost;
(3) Good accuracy;
(4) Not require prior knowledge;
(5) Not require health factors;
(6) Not susceptible to DOD

(1) Large amount of training data is required;
(2) The training data should cover the whole life
cycle of LIBs.

The rest of this paper is organized as follows: Section 2 introduces the experimental
platform and experimental design. Section 3 shows how to obtain the IC curve, and
introduces Gaussian filtering to eliminate noise and smooth the curve. The structure of
BP neural network is introduced in Section 4. The results of the proposed method for
SOH estimation are presented in Section 5, which also presents comparison with other
data-driven methods and discussion. The conclusions are presented in Section 6. All
abbreviations are explained in Table A1 of the Appendix A.

2. Aging Experimental Design

This section describes the experimental platform and experimental design.

2.1. Experiment Platform

The experiment was carried out on five sets of NCR18650GA (LiNi0.8Co0.15Al0.05O2)
LIBs, which are currently the commercial LIBs with the highest energy density, for which
the energy density is as high as 274 mAh/g theoretically, while the energy density of
lithium iron phosphate battery is only 120~150 mAh/g [38]. NCR18650GA is produced
by Panasonic Corporation, and its positive electrode is composed of high-density nickel
base, which is LiNi0.8Co0.15Al0.05O2. Its negative electrode is composed of carbon base.
NCR18650GA has the characteristics of high energy density, no memory effect, and flat
discharge voltage. The typical capacity of the NCR18650 is 3450 mAh, while the nom-
inal voltage, discharging end voltage and charging end voltage are 3.6, 2.5, and 4.2 V,
respectively [39]. The maximum continuous discharge current is 10 A. The battery aging
experiment platform is the Neware battery test system, which can charge and discharge
batteries in the voltage range of 0–5 V with a current range of 0.01–10 A. The maximum
voltage and current sampling frequency are 10 Hz, and the sampling accuracy is ±0.05%.

2.2. Battery Aging Test Profiles

In the actual driving process of an EV, the discharge of the batteries is closely related
to the start, acceleration, deceleration, and smooth driving of the EV. When an EV is just
starting or accelerating, the batteries need to provide more power and current to drive
the motor and output more driving force. When an EV slows down, the batteries will
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recover part of its energy. When an EV is running smoothly, the batteries only need to
provide a small amount of current to maintain the operation of the EV. The frequency of
these behaviors largely depends on the driver’s driving habits and road conditions, which
is full of uncertainty. However, the charging behavior of EV batteries is usually stable, that
is, they are charged in a CC-CV mode or a constant power mode. Therefore, compared
to the discharge process, the charging process data is more suitable for SOH estimation.
However, since the user’s charging habits will affect the start-stop SOC or start-stop voltage
of charging, even in a relatively stable charging process, there are still differences in the
SOC segment or voltage segment of the charging process. This is a problem that needs to
be solved in estimating SOH by charging process.

The whole aging experiment were carried out at 25 ◦C. Different discharge modes
of LIBs will have different effects on the aging process of the batteries. In order to study
the impact of different discharge modes on the accuracy of the SOH estimation method
proposed in this paper, this study divides ten LIB cells into five groups, and sets different
discharge conditions for each group, which is shown in Table 2. Each set of a group contains
two LIB cells. The data of one of the cells of each group will be used as part of the training
set, and the data of the other cell will be used as the verification set. All batteries used
the charging mode recommended by the battery manufacturer, that is, CC charged with
1.675 A (0.5 C) current to the upper limit of the charging voltage, which is 4.2 V, and then
switched to constant voltage (CV) charging. When the current in the CV charging process
was gradually decreased from 0.5 to 0.01 C, the charging process stopped. For the discharge
process, the first to fourth groups of LIBs were discharged from 4.2 to 2.5 V with 1.675 A
(0.5 C), 3.35 A (1 C), 6.7 A (2 C), and 10 A currents, respectively. The fifth group of LIBs
were discharged in Worldwide harmonized Light Vehicles Test Cycle (WLTC) operating
conditions. The WLTC operating condition is a cyclic operating condition that changes
periodically to simulate the discharge behavior of an EV in the actual process. The battery
current under WLTC operating condition is shown in Figure 1. The WLTC operating
condition simulates the starting, accelerating, smooth driving, decelerating, and sudden
braking of electric vehicles, which corresponds to battery high current and low current
discharge and battery low current and high current charging. Estimating SOH with battery
data discharged in WLTC operating condition is more in line with the actual situation. The
five groups of LIBs were subjected to aging experiments according to the charging and
discharging conditions in Table 2. After every nine cycles of discharging and charging, the
batteries were discharged from 4.2 to 2.5 V with a current of 0.2 C, and the discharge capacities
were recorded. This capacity will be regarded as the true value of the battery capacity in the
past ten charge and discharge cycles. Every time charging or discharging process is completed,
the battery is allowed to stand for 1 h before discharging or charging. When the battery
capacity drops to 80% of the rated capacity, it stopped the aging test on the battery. Table 2
shows the number of cycles in which the capacity of each group of batteries drops to 80% of
the rated capacity under different charge and discharge conditions.

Table 2. The key parameters of the experimental battery.

Group Battery Group 1 Battery Group 2 Battery Group 3 Battery Group 4 Battery Group 5

Charging conditions CC charged with 0.5 C to 4.2 V, switch to CV charging (the current is decreased from 0.5 C to 0.01 C).

Capacity test method Charge and discharge nine times per cycle, discharge once at 0.2 C (discharge from 4.2 to 2.5 V,
record the discharge capacity).

Discharge current 0.5 C 1 C 2 C 10 A WLTC
Number of cycles 498 466 196 94 496
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The number of cycles of the batteries in Table 2 shows that LIBs, which have been
discharged with large currents for a long time, such as battery group 3 and 4, have their
capacity dropped rapidly. In the aging experiment, battery group 3 and 4 have only 196 and
94 cycles, respectively, and the capacity is reduced to 80%. The WLTC operating condition
simulating the actual discharge behavior of the battery, such as battery group 5, even if it
contains a short-time high current discharge process, the short-time high current discharge
has little effect on the SOH of LIB. The number of cycles of battery group 5 is similar to
that of battery group 1 and 2, nearly 500 cycles. This is a strong guiding significance for
improving the SOH of the battery in practical use, that is, we should avoid long-time high
current discharge in the process of practical use of the battery.

After the battery aging experiment is over, we clean the dirty data. The main problem
of the data collected by the experimental platform Neware battery test system used in the
aging experiment of this study is the lack of individual data points. For the missing data
points, this study uses linear interpolation to fill in the missing sampling points.

3. Acquisition of IC Curve

This section introduces the method of obtaining the IC curve firstly. Then compare
the IC curves under different SOH to obtain battery aging information. Finally, Gaussian
smoothing is performed on the IC curve.

3.1. Calculation of the Initial IC Curve

The IC curve is obtained by calculating the difference between the change of battery
capacity and the change of battery terminal voltage. The calculation formula of the IC
curve is as follows:

dQ
dV
≈ ∆Q

∆V
=

Qk −Qk−N
Vk −Vk−N

=

∫ tk
tk−N

idt

Vk −Vk−N
(1)

where Qk, Vk, and tk, respectively, represent the amount of charge stored in the battery,
battery terminal voltage, and time at the kth sampling point. N represents the difference
window. i represents the charging current. When the CC charging process is used to
calculate the IC curve and the sampling frequency is fixed, Formula (1) can be simplified to
the following formula:

dQ
dV
≈

∫ tk
tk−N

idt

Vk −Vk−N
≈ I · (tk − tk−N)

Vk −Vk−N
= I · ∆t · N

Vk −Vk−N
(2)

where I represents the current of constant current charging process. ∆t represents the
sampling interval. I and ∆t are both a fixed value. It can be seen from Formula (2) that
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the shape of the IC curve in the CC charging process is only related to the reciprocal of the
slope of the charging voltage curve. When the voltage changes slowly, it is reflected on the
IC curve as a peak. When the voltage rises rapidly, it is reflected on the IC curve as a valley.
The characteristics of voltage changes are closely related to changes in SOH. Therefore, the
IC curve reflects the characteristics of voltage changes better than the voltage curve.

When the SOH of a LIB is 100, 95, 90, 85, and 80%, respectively, the CC charging
voltage curves are shown in Figure 2, which shows that when the SOH of a LIB declines,
the turning point at which the voltage rise rate decreases during the CC charging process
corresponds to a higher voltage, and the CC charging process ends earlier. It means that
during CC charging process, if the same amount of power is charged, the worse the SOH
of the LIB, the faster the voltage will rise. In other words, a LIB with a worse SOH can
store less energy. This conclusion is consistent with our definition of SOH. The IC curve
corresponding to the voltage curve in Figure 2 is shown in Figure 3. The larger the dQ/dU
value, the slower the voltage rise. The voltages of the LIB with SOH of 100, 95, 90, 85,
and 80% entering the voltage platform are about 3.480, 3.504, 3.535, 3.600, and 3.700 V,
respectively. It shows that the better the SOH of the LIB, the lower the starting voltage of
the voltage plateau where the voltage rises slowly. In addition, in the 3.4–4.2 V voltage
range, the worse the SOH of the battery, the smaller the area enclosed by the IC curve and
the abscissa. Therefore, the IC curve contains SOH aging information, and the IC curve can
be used to estimate the SOH.

Batteries 2022, 8, x FOR PEER REVIEW 7 of 20 
 

3.1. Calculation of the Initial IC Curve 
The IC curve is obtained by calculating the difference between the change of battery 

capacity and the change of battery terminal voltage. The calculation formula of the IC 
curve is as follows: 

k

k N

t

tk k N

k k N k k N

idtdQ Q Q Q
dV V V V V V

−−

− −

∆ −
≈ = =
∆ − −

∫  (1) 

where Qk, Vk, and tk, respectively, represent the amount of charge stored in the battery, 
battery terminal voltage, and time at the kth sampling point. N represents the difference 
window. i represents the charging current. When the CC charging process is used to cal-
culate the IC curve and the sampling frequency is fixed, Formula (1) can be simplified to 
the following formula: 

( )
k

k N

t

t k k N

k k N k k N k k N

idtdQ I t t NI t
dV V V V V V V

− −

− − −

⋅ −
≈ ≈ = ⋅∆ ⋅

− − −
∫  (2) 

where I represents the current of constant current charging process. Δt represents the sam-
pling interval. I and Δt are both a fixed value. It can be seen from Formula (2) that the 
shape of the IC curve in the CC charging process is only related to the reciprocal of the 
slope of the charging voltage curve. When the voltage changes slowly, it is reflected on 
the IC curve as a peak. When the voltage rises rapidly, it is reflected on the IC curve as a 
valley. The characteristics of voltage changes are closely related to changes in SOH. There-
fore, the IC curve reflects the characteristics of voltage changes better than the voltage 
curve. 

When the SOH of a LIB is 100, 95, 90, 85, and 80%, respectively, the CC charging 
voltage curves are shown in Figure 2, which shows that when the SOH of a LIB declines, 
the turning point at which the voltage rise rate decreases during the CC charging process 
corresponds to a higher voltage, and the CC charging process ends earlier. It means that 
during CC charging process, if the same amount of power is charged, the worse the SOH 
of the LIB, the faster the voltage will rise. In other words, a LIB with a worse SOH can 
store less energy. This conclusion is consistent with our definition of SOH. The IC curve 
corresponding to the voltage curve in Figure 2 is shown in Figure 3. The larger the dQ/dU 
value, the slower the voltage rise. The voltages of the LIB with SOH of 100, 95, 90, 85, and 
80% entering the voltage platform are about 3.480, 3.504, 3.535, 3.600, and 3.700 V, respec-
tively. It shows that the better the SOH of the LIB, the lower the starting voltage of the 
voltage plateau where the voltage rises slowly. In addition, in the 3.4–4.2 V voltage range, 
the worse the SOH of the battery, the smaller the area enclosed by the IC curve and the 
abscissa. Therefore, the IC curve contains SOH aging information, and the IC curve can 
be used to estimate the SOH. 

 
Figure 2. CC charging voltage curve under different SOH. 

0 1000 2000 3000 4000 5000 6000

Charging time/s

3

3.2

3.4

3.6

3.8

4

4.2

4.4

V
ol

ta
ge

/V SOH=100%

SOH=95%

SOH=90%

SOH=85%

SOH=80%

Figure 2. CC charging voltage curve under different SOH.

Batteries 2022, 8, x FOR PEER REVIEW 8 of 20 
 

 
Figure 3. IC curve under different SOH: (a) SOH = 100%, (b) SOH = 95%, (c) SOH = 90%, (d) SOH = 
85%, (e) SOH = 80%. 

3.2. Gaussian Filter 
The value of the difference window N will affect the acquisition of the IC curve. When 

N is very small, the voltage difference between the kth sampling point and the (k − N)th 
sampling point will be very small. A voltage difference that is too small will cause a large 
change in the IC curve and cause a lot of noise. When N is large, although the IC curve is 
smoother, the characteristics of the IC curve are lost. In order to keep features and elimi-
nate noise, this research first takes a suitably small N value to calculate the IC curve, then 
uses Gaussian filter to smooth the IC curve to eliminate noise. 

The Gaussian filter has the shape of a Gaussian function. The weight of each data 
point is determined by the Gaussian function [13], as shown below: 

Figure 3. Cont.



Batteries 2022, 8, 29 8 of 19

Batteries 2022, 8, x FOR PEER REVIEW 8 of 20 
 

 
Figure 3. IC curve under different SOH: (a) SOH = 100%, (b) SOH = 95%, (c) SOH = 90%, (d) SOH = 
85%, (e) SOH = 80%. 

3.2. Gaussian Filter 
The value of the difference window N will affect the acquisition of the IC curve. When 

N is very small, the voltage difference between the kth sampling point and the (k − N)th 
sampling point will be very small. A voltage difference that is too small will cause a large 
change in the IC curve and cause a lot of noise. When N is large, although the IC curve is 
smoother, the characteristics of the IC curve are lost. In order to keep features and elimi-
nate noise, this research first takes a suitably small N value to calculate the IC curve, then 
uses Gaussian filter to smooth the IC curve to eliminate noise. 

The Gaussian filter has the shape of a Gaussian function. The weight of each data 
point is determined by the Gaussian function [13], as shown below: 

Figure 3. IC curve under different SOH: (a) SOH = 100%, (b) SOH = 95%, (c) SOH = 90%,
(d) SOH = 85%, (e) SOH = 80%.

3.2. Gaussian Filter

The value of the difference window N will affect the acquisition of the IC curve. When
N is very small, the voltage difference between the kth sampling point and the (k − N)th
sampling point will be very small. A voltage difference that is too small will cause a large
change in the IC curve and cause a lot of noise. When N is large, although the IC curve is
smoother, the characteristics of the IC curve are lost. In order to keep features and eliminate
noise, this research first takes a suitably small N value to calculate the IC curve, then uses
Gaussian filter to smooth the IC curve to eliminate noise.

The Gaussian filter has the shape of a Gaussian function. The weight of each data
point is determined by the Gaussian function [13], as shown below:

G(x) =
1

σ
√

2π
exp

(
−(x− µ)2

2σ2

)
(3)

where µ is the average value, and σ is the standard deviation, which controls the size of the
filter window. Since the point closer to the center contributes more, the Gaussian filter can
filter out noise while keeping the overall trend of the curve unchanged. Figure 3 show the
unfiltered IC curves and the filtered IC curves. The IC curves on the right of Figure 3 are
smoother than the IC curves on the left of Figure 3, and the peak and valley characteristics
of the IC curves are effectively retained. This is of great significance for the subsequent use
of BP neural network to link the change of IC curve with the decline of SOH.

4. BP Neural Network Architecture

The BP neural network is divided into three layers: input layer, hidden layer, and
output layer, as shown in Figure 4. In Figure 4, am

i represents the output of the ith node of
the mth layer. wm

ij and bm
ij respectively represent the weight coefficient and bias of the ith

node in the (m− 1)th layer to the jth node in the mth layer. The BP neural network advances
layer by layer according to the weight coefficients during training, and dynamically adjusts
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the weights and biases of each layer according to the error back propagation algorithm.
The forward propagation formula of BP neural network is as follows:

am = σ(zm) = σ
(

Wmam−1 + bm
)

(4)

where am represents the output matrix of the mth layer. Wm represents the weight matrix
of the mth layer to the (m – 1)th layer, which composed of wm

ij . bm represents the bias
matrix of the mth layer, which composed of bm

ij . σ(·) represents the activation function.
The activation function can be selected from Sigmoid function, tanh function, relu function,
etc. In order to facilitate the calculation of the gradient of the loss function later and
comprehensively consider the characteristics of the data, the tanh function is selected as the
activation function in this study.
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In the error back propagation process of BP neural network, the loss function is as follows:

J(W, b, x, y) =
1
2
‖aL − y‖2

2 =
1
2
‖σ
(

zL
)
− y‖2

2 (5)

where aL represents the output of the Lth layer, which is the last layer. y is the sample label.
‖S‖2 is the L2 norm of S.

The formula for solving the gradient of the loss function to the W and b of the Lth
layer is as follows:

∂J
∂bL =

∂J
∂zL

∂zL

∂bL =
∂J

∂zL =
(

aL − y
)
� σ′

(
zL
)

(6)

∂J
∂WL =

∂J
∂zL

∂zL

∂WL =
∂J

∂bL

(
aL−1

)T
(7)

Then, the gradient of the loss function to the (L − 1)th layer and the (L − 2)th layer is
solved in reverse order. For any mth layer, there is the following recurrence formula:

∂J
∂bm = ∂J

∂zm
∂zm

∂bm = ∂J
∂zm = ∂J

∂zm+1
∂zm+1

∂zm

= ∂J
∂bm+1 � σ′(zm)

(
Wm+1)T (8)

∂J
∂Wm =

∂J
∂zm

∂zm

∂Wm =
∂J

∂bm

(
am−1

)T
(9)

With the recurrence formula represented by Formulas (8) and (9), and then by
Formulas (6) and (7) to find the gradient of the Lth layer, the gradient of each layer can be
solved in reverse. Update bm and Wm through the gradient descent method for the mth
layer, that is, complete a training process. By iteratively updating the weight matrix W
and the deviation matrix b of each layer, the prediction accuracy of the BP neural network
is continuously improved. When the number of training times reaches the set threshold,
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or the prediction accuracy reaches the set threshold, the training process is stopped. This
means that the BP neural network has been trained and can be used for SOH prediction.

The number of nodes in the input layer and output layer of the BP neural network is
determined by the dimensions of the input data and output results, and usually cannot
be changed. The number of nodes in the hidden layer has a great influence on the esti-
mation result of SOH. Excessive number of nodes in the hidden layer not only increases
the computational complexity, but also may cause overfitting of the BP neural network.
However, the number of nodes in the hidden layer is too small, which makes the BP neural
network unable to grasp the relationship between the change of IC curve and the decline
of SOH. Therefore, determining the appropriate number of nodes in the hidden layer is
of great significance for improving the accuracy of SOH estimation. At present, there is
no universal method for determining the number of nodes in the hidden layer of the BP
neural network, but it is usually determined by the following three formulas:

nh =
√

ni · no (10)

nk = log2 ni (11)

nh =
√

ni + no + α (12)

Among them, nh represents the number of nodes in the hidden layer. ni represents
the number of nodes in the input layer. no represents the number of nodes in the output
layer. α is a constant between one to ten. In order to ensure fair comparison and adjust the
structure of the BP neural network to the best state, the number of nodes in the hidden
layer of the BP neural network in the subsequent part of this research is determined by
Formula (10).

5. Results and Analysis for SOH Estimation
5.1. SOH Estimation of the Proposed Method

In Section 3, it is concluded that the IC curve of the CC charging process contains the
aging information of the LIB. Therefore, in this study, the IC curve is used as the input of
the BP neural network, and the SOH estimate value is used as the output. The accuracy
and reliability of the proposed SOH estimation method will be verified in this section.

Considering that in actual charging scenarios, most of the charging process is not
complete. In order to improve the applicability of the method proposed in this paper, this
study divides the IC curve into multiple voltage segments. The following will explore the
influence of the IC curve of different voltage segments on the accuracy of the proposed
SOH estimation method.

Figure 5 shows the process of the SOH estimation method proposed in this article,
which is divided into two parts: BP neural network training and SOH estimation.

As mentioned in Section 2 of the LIBs aging experiment, the training set consists of
five LIBs with a total of 1750 charge–discharge cycles data. The validation set consists of the
data of the remaining five batteries. In the training phase, the data of 1750 charge–discharge
cycles are randomly divided into 35 batches, and each batch contains 50 charge–discharge
cycles of data. One batch is drawn for each training. A total of 50 charge–discharge cycles
are respectively subjected to SOH estimation, and the SOH estimated value output by the
BP neural network is compared with the true SOH value. Then, the error is propagated
back to modify the parameters of each layer of the BP neural network. After that, the next
batch is extracted for model training. After each batch is drawn 100 times for training
the model, the BP neural network has been trained a total of 3500 times, and the training
process of the BP neural network is ended.



Batteries 2022, 8, 29 11 of 19

Batteries 2022, 8, x FOR PEER REVIEW 11 of 20 
 

the BP neural network, and the SOH estimate value is used as the output. The accuracy 
and reliability of the proposed SOH estimation method will be verified in this section. 

Considering that in actual charging scenarios, most of the charging process is not 
complete. In order to improve the applicability of the method proposed in this paper, this 
study divides the IC curve into multiple voltage segments. The following will explore the 
influence of the IC curve of different voltage segments on the accuracy of the proposed 
SOH estimation method. 

Figure 5 shows the process of the SOH estimation method proposed in this article, 
which is divided into two parts: BP neural network training and SOH estimation. 

 
Figure 5. The process of the proposed SOH estimation method. 

As mentioned in Section 2 of the LIBs aging experiment, the training set consists of 
five LIBs with a total of 1750 charge–discharge cycles data. The validation set consists of 
the data of the remaining five batteries. In the training phase, the data of 1750 charge–
discharge cycles are randomly divided into 35 batches, and each batch contains 50 charge–
discharge cycles of data. One batch is drawn for each training. A total of 50 charge–dis-
charge cycles are respectively subjected to SOH estimation, and the SOH estimated value 
output by the BP neural network is compared with the true SOH value. Then, the error is 
propagated back to modify the parameters of each layer of the BP neural network. After 
that, the next batch is extracted for model training. After each batch is drawn 100 times 
for training the model, the BP neural network has been trained a total of 3500 times, and 
the training process of the BP neural network is ended. 

In this study, the IC curve in the interval of 3.5–4.2 V is segmented with segment 
lengths of 0.2, 0.3, 0.4, 0.5, 0.6, and 0.7 V respectively. Table 3 shows the segmentation 
information of the IC curve. Sampling is performed at sampling intervals of 0.01, 0.02, and 
0.05 V, respectively. IC curves with different segment lengths, different starting voltages, 
and different sampling intervals will be used for the training of the BP neural network 
separately. 

  

Figure 5. The process of the proposed SOH estimation method.

In this study, the IC curve in the interval of 3.5–4.2 V is segmented with segment lengths
of 0.2, 0.3, 0.4, 0.5, 0.6, and 0.7 V respectively. Table 3 shows the segmentation information of
the IC curve. Sampling is performed at sampling intervals of 0.01, 0.02, and 0.05 V, respectively.
IC curves with different segment lengths, different starting voltages, and different sampling
intervals will be used for the training of the BP neural network separately.

Table 3. Segmentation information of IC curve.

Segment Length
Segment Starting Voltage

3.5 V 3.6 V 3.7 V 3.8 V 3.9 V 4.0 V

0.2 V 3.5–3.7 V 3.6–3.8 V 3.7–3.9 V 3.8–4.0 V 3.9–4.1 V 4.0–4.2 V
0.3 V 3.5–3.8 V 3.6–3.9 V 3.7–4.0 V 3.8–4.1 V 3.9–4.2 V —
0.4 V 3.5–3.9 V 3.6–4.0 V 3.7–4.1 V 3.8–4.2 V — —
0.5 V 3.5–4.0 V 3.6–4.1 V 3.7–4.2 V — — —
0.6 V 3.5–4.1 V 3.6–4.2 V — — — —
0.7 V 3.5–4.2 V — — — — —

The mean absolute error (MAE) is used as the error evaluation function. The formula
for the MAE is as follows:

MAE =
1
n
·

n

∑
i=1
|ŷi − yi| (13)

where n represents the number of samples. ŷi represents the estimated value of SOH. yi
represents the true value of SOH.

Figure 6 shows the MAE of predicting SOH using IC curves with different voltage
segment lengths, different starting voltages, and different sampling intervals. It can be
seen that at the same starting voltage and the same IC curve sampling interval, the longer
the voltage segment of the IC curve, the smaller the MAE of SOH prediction. When the
sampling intervals are 0.01, 0.02, and 0.05 V, the minimum MAE all occur at 0.7 V voltage
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segment, which are 0.60, 0.65, and 0.72%, respectively. This also shows that the longer
the voltage segment of the IC curve used to predict SOH, the more complete LIB aging
information contained, and therefore the more accurate the prediction of SOH. In addition,
at the same length of the voltage segment and the same IC curve sampling interval, the IC
curve with a starting voltage of 3.6 V predicts the minimum overall MAE of SOH. Therefore,
the IC curve with a starting voltage of 3.6 V is more suitable for SOH prediction.
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(c) sampling interval of 0.05 V.

Comparing Figure 6a–c, we can see that the larger the sampling interval of the IC
curve, the larger the MAE of the SOH estimation. Although the sampling interval of the IC
curve is smaller, it is more conducive to accurately estimate the SOH, but it also leads to an
increase in the sampling points of the IC curve, which will greatly increase the amount of
calculation. For example, when the sampling interval is 0.05 V and the IC curve voltage
segment length is 0.4 V, there are only eight sampling points of the IC curve, and only
eight nodes are required for the input layer of the BP neural network. When the sampling
interval is 0.01 V and the IC curve voltage segment length is 0.4 V, the number of samplings
points of the IC curve and the number of input layer nodes of the BP neural network are
both increased to 40. This greatly increases the training difficulty and training time of the
BP neural network. Therefore, the selection of sampling interval needs to comprehensively
consider the accuracy of SOH estimation and the amount of calculation.

The worst case of the SOH estimation method proposed in this article occurs when
the voltage range of the IC curve is 3.8–4.0 V and the sampling interval is 0.05 V. In this
case, the MAE is 1.85%. In short, the MAE of the method proposed in this article does not
exceed 2% under any circumstances. This accuracy is sufficient for online SOH estimation.
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Figures 7–11 shows the SOH estimation results of the full life cycle under different
voltage segment lengths and different battery discharge conditions when the sampling
interval is 0.02 V and the starting voltage of the IC curve is 3.6 V. It can be seen that, as
shown in Figures 7 and 8, after the battery is discharged at 0.5 and 1 C, the IC curve in the
CC charging process is used to estimate the SOH and obtain good estimation accuracy in
the full life cycle. For the battery after high-rate discharge, as shown in Figures 9 and 10,
although the BP neural network can track the trend of SOH changes, in some cycles, the
prediction error is relatively large. For the WLTC operating condition that simulates the
actual discharge conditions of EVs, the method proposed in this article can more accurately
estimate the SOH, as shown in Figure 11. In addition, Figures 7–11 also compares the SOH
estimation results when the sampling interval is 0.02 V and the IC curve starting voltage is
3.6 V, the same battery discharge conditions, and different voltage segment lengths. The
overall trend is that the longer the length of the voltage segment of the IC curve, the more
accurate the SOH estimation.
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Figure 8. SOH estimation results under 1.0 C discharge. 
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Figure 9. SOH estimation results under 2.0 C discharge. 
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Figure 10. SOH estimation results under 10 A discharge. 
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In summary, the method proposed in this paper can track the SOH changes of the LIBs
after low-rate discharge and WLTC discharge, and realize high-precision SOH estimation.
For LIBs discharged at a high rate, the method proposed in this paper can also track SOH
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changes well. Since a complete charging curve is not required, the method proposed in this
paper can select the appropriate voltage segment or SOC segment according to the actual
charging situation, and use the IC curve of the corresponding segment to estimate the SOH.
Therefore, the method proposed in this paper can be more easily applied to online SOH
estimation in actual situations.

5.2. Comparison with Gaussian Process Regression

The literature [40] proposes a SOH estimation method based on Gaussian process
regression (GPR). This method also uses the IC curve as the basis for estimating SOH. When
only the first 30 cycles of the full life cycle of the LIB are used as training set, the mean
absolute error of this method is less than 2%. This section compares the proposed SOH
estimation method based on BP neural network with the method based on GPR.

In order to make the comparison result fairer, both methods use the same training set
and validation set, which is introduced in the previous section. Both methods sample the IC
curve from 3.5 to 4.2 V at a sampling interval of 0.01 V voltage and use them as input data.

Figure 12 shows the SOH estimation errors of the two methods for LIBs under different
discharge conditions. It can be seen that both methods can track the SOH decline of LIBs
well. However, when the battery discharge current is 10 A, the SOH estimation results of
the two methods under some cycles have a large error, reaching 4%. When discharging
at 0.5 C, 1.0 C, 2.0 C, and WLTC, the estimation errors of the two methods are very small.
Figure 13 shows the estimation results of Figure 12 and compares the SOH estimation
results of the two methods.
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It can be seen from Figure 13 that no matter what the discharge conditions, the MAE
performance of the two methods is not much different. The SOH estimation method based
on GPR has only a minimal advantage in accuracy. In addition, even in the case of high
current (10A) discharge, the MAE of the two methods is less than 0.98%. In terms of the
standard deviation of the estimation error, the SOH estimation method proposed in this
paper has small advantages, and the SOH estimation result is more stable.

In general, the SOH estimation method proposed in this paper and the SOH estimation
method based on GPR proposed in literature [40] have similar performance in accuracy.
However, the complexity of the two methods is different in the model training stage and
the SOH estimation stage. Literature [41] pointed out that neural networks need to pay
more in the training phase than GPR. However, in the SOH estimation phase, the neural
network only needs to propagate forward quickly, so the neural network is dominant
in terms of computational complexity. When the input data is n1-dimensional and the
output is n2-dimensional, the computational complexity of GPR in the SOH estimation
phase is O((n1 + n2)

3). In contrast, if the number of nodes in the hidden layer of the
neural network is determined by Formula (10), the computational complexity of the neural
network in the evaluation phase is O((n1 + n2)

√
n1 · n2) [41], which is smaller than the

computational complexity of GPR. In fact, an interesting thing is that when the number of
nodes in the hidden layer of the neural network is infinite, the neural network and GPR
are mathematically very similar [41]. Therefore, the SOH estimation method based on BP
neural network proposed in this paper greatly reduces the complexity of SOH estimation,
and is extremely advantageous for the need to embed BMS to realize the online estimation
of LIB SOH.

6. Conclusions

This paper proposes a fast and accurate online SOH estimation method suitable for the
actual operation of EVs. Firstly, differentiate the voltage curve of the LIB at the CC charging
process to obtain the IC curve. A Gaussian filter is used to eliminate the noise of IC curve.
Then, according to the voltage segment of the CC charging process, the corresponding
BP neural network is selected for SOH estimation. Divide ten LIBs into five groups and
conduct aging experiments under different discharge conditions. Finally, the LIBs data of
the aging experiment is used to verify the accuracy of the method proposed in this article.
The experimental results show that the MAE of the SOH estimation method proposed in
this paper is less than 2% under any circumstances, which show that the method proposed
in this paper can track the SOH change of the LIBs well.

This research also found that when the input IC curve voltage segment is longer and
the sampling interval is smaller, the SOH estimation accuracy is higher. When the voltage
range of the IC curve is 3.5–4.2 V and the sampling interval is 0.01 V, the MAE is the
smallest, which is 0.60%. Even for the worst-case IC curve, that is, the voltage range is
3.8–4.0 V and the sampling interval is 0.05 V, the MAE is 1.85%.
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The unique contribution and novelty of this paper lies in the following points:

(1) This paper creatively combines IC curve with BPNN to realize the high-precision
estimation of SOH.

(2) Compared with the method of SOH estimation using battery charging and discharging
data, the method in this paper can achieve high-precision SOH estimation only using the
data of constant current charging stage, which reduces the amount of data to be processed.

(3) Compared with the method of SOH estimation by identifying the characteristic points
of battery charge and discharge voltage curve, this paper uses part of IC curves in
constant current charging stage to estimate SOH. The proposed method does not need
additional process of curve feature point recognition, and reduces the risk of SOH
estimation error caused by feature point recognition error.

(4) This study explores the influence of IC curves with different voltage segments and
different sampling steps on the accuracy of the proposed SOH estimation method.

Although the method proposed in this article has achieved good SOH estimation
accuracy in the experimental verification of this article, there are still the following areas
that need improvement:

(1) The training phase of the neural network uses the training data of the whole life
cycle of the LIBs, which causes the training phase of the neural network to take up
a lot of resources.

(2) There is no battery aging experiment comparison group at different temperatures,
which leads to the inability to discuss the influence of temperature on the SOH
estimation method proposed in this paper.

(3) When the LIBs are discharged with a larger current, the SOH estimation error is larger
in some cycles.

In the future, we intend to apply this method to more complex discharge conditions,
such as adding temperature as an input feature for SOH estimation. In addition, it is necessary
to explore methods to improve the accuracy of SOH estimation after high-current discharge
of the LIB, so that the SOH estimation method based on incremental capacity curve and BP
neural network proposed in this paper is more suitable for practical applications.
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Appendix A

Table A1. Abbreviation comparison table.

Abbreviation Explanation

LIB Lithium-ion battery
IC Incremental capacity

BPNN Back-propagation neural network
CC Constant current

BMS Battery management system
EV Electric vehicle

HEV Hybrid electric vehicle
BESS Batteries energy storage station
SOC state of charge
SOH state of health
SOP state of power
SOE state of energy
RC resistor-capacitor

CC-CV constant current and constant voltage
ICA incremental capacity analysis

DOD depth of discharge
GS Gaussian smoothing
CV constant voltage

WLTC Worldwide harmonized Light Vehicles Test Cycle
MAE mean absolute error
GPR Gaussian process regression
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