Determination of Internal Temperature Differences for Various Cylindrical Lithium-Ion Batteries Using a Pulse Resistance Approach
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Abstract: The temperature of lithium-ion batteries is crucial in terms of performance, aging, and safety. The internal temperature, which is complicated to measure with conventional temperature sensors, plays an important role here. For this reason, numerous methods exist in the literature for determining the internal cell temperature without sensors, which are usually based on electrochemical impedance spectroscopy. This study presents a method in the time domain, based on the pulse resistance, for determining the internal cell temperature by examining the temperature behavior for the cylindrical formats 18650, 21700, and 26650 in isothermal and transient temperature states for different states of charge (SOCs). A previously validated component-resolved 2D thermal model was used to analyze the location of the calculated temperature $T_R$ within the cell, which is still an unsolved question for pulse resistance-based temperature determination. The model comparison shows that $T_R$ is close to the average jelly roll temperature. The differences between surface temperature and $T_R$ depend on the SOC and cell format and range from 2.14 K to 2.70 K (18650), 3.07 K to 3.85 K (21700), and 4.74 K to 5.45 K (26650). The difference decreases for each cell format with increasing SOC and is linear dependent on the cell diameter.
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1. Introduction

Key features of lithium-ion batteries (LIBs), such as performance [1–3], aging [1–3], and safety [1,2], are heavily influenced by temperature. Therefore, monitoring and controlling the temperature within a battery pack is an essential task for any battery management system (BMS), with various methods for indicating LIB temperatures in existence [4]. Surface-mounted temperature sensors, such as thermistors or thermocouples, are a common method to measure the temperature of LIBs within a battery pack. Although these sensors are assumed to indicate temperatures close to the (average) internal LIB temperature [5], they suffer from heat transfer delay due to the thermal mass and thermal conductivity of batteries, and consequently, give an incomplete and delayed temperature information of the LIB. Particularly in certain operating scenarios, such as fast charging or demanding load conditions, the internal temperature may significantly differ from the surface temperature [4,6]. The resulting internal temperature differences, especially in larger format LIBs, may remain undetected and affect performance, aging, and safety of the LIB in an adverse way [7]. Therefore, several temperature estimation methods have been developed to overcome the limitation of surface temperature measurements and indicate the internal temperature of LIBs. These methods usually utilize a certain impedance feature of the electrochemical impedance spectroscopy (EIS) to determine the LIB’s temperature, whereby the nature of the determined temperature varies from method to method. Table 1
summarizes the statements on the determined temperature from existing methods in the literature, which range from electrode-specific temperatures [8,9], internal/core temperature [2,5,10–19] to average/integral [20–22], and internal temperature distribution [6,23–25]. The cells examined in the studies of Table 1 cover a wide variety of chemistries and casing types, including various cylindrical, prismatic, and pouch cells with capacities reaching from 2.3 Ah to 90 Ah. Mainly individual cells were studied. Only [5,9,10,18,20] considered interconnected systems. Depending on the thermal boundary conditions, heating scenario, and cell format, the observed differences between internal cell temperature and surface temperature range from about 2 K to 3 K [11,21], over 5 K to 7 K [2,11,23], and up to 10 K [24,26].

Table 1. Overview of impedance-based temperature estimation methods in the literature.

<table>
<thead>
<tr>
<th>#</th>
<th>Reference</th>
<th>Temperature</th>
<th>Cell System</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[8]</td>
<td>A</td>
<td>prismatic LCO/Gr cell</td>
</tr>
<tr>
<td>2</td>
<td>[9]</td>
<td>C</td>
<td>prismatic NMC/? cell</td>
</tr>
<tr>
<td>3</td>
<td>[2]</td>
<td>x</td>
<td>prismatic LCO/Gr cell</td>
</tr>
<tr>
<td>4</td>
<td>[5]</td>
<td>x</td>
<td>prismatic NMC/? cell</td>
</tr>
<tr>
<td>5</td>
<td>[10]</td>
<td>x</td>
<td>LCO/Gr cell</td>
</tr>
<tr>
<td>6</td>
<td>[11]</td>
<td>x</td>
<td>LCO+NCA/Gr cell</td>
</tr>
<tr>
<td>7</td>
<td>[12]</td>
<td>x</td>
<td>LFP/Gr cell</td>
</tr>
<tr>
<td>8</td>
<td>[13]</td>
<td>x</td>
<td>LFP/? cell</td>
</tr>
<tr>
<td>9</td>
<td>[14]</td>
<td>x</td>
<td>LCO/? cell</td>
</tr>
<tr>
<td>10</td>
<td>[15]</td>
<td>x</td>
<td>LFP/Gr cell</td>
</tr>
<tr>
<td>11</td>
<td>[16]</td>
<td>x</td>
<td>LFP/Gr cell</td>
</tr>
<tr>
<td>12</td>
<td>[17]</td>
<td>x</td>
<td>LFP/Gr cell</td>
</tr>
<tr>
<td>13</td>
<td>[18]</td>
<td>x</td>
<td>LFP/Gr cell</td>
</tr>
<tr>
<td>14</td>
<td>[19]</td>
<td>x</td>
<td>LFP/Gr cell</td>
</tr>
<tr>
<td>15</td>
<td>[20]</td>
<td>x</td>
<td>LFP/3s1p</td>
</tr>
<tr>
<td>16</td>
<td>[22]</td>
<td>x</td>
<td>LFP/3s1p</td>
</tr>
<tr>
<td>17</td>
<td>[23]</td>
<td>(x)</td>
<td>LFP/3s1p</td>
</tr>
<tr>
<td>18</td>
<td>[24]</td>
<td>(x)</td>
<td>LFP/3s1p</td>
</tr>
<tr>
<td>19</td>
<td>[6]</td>
<td>x</td>
<td>prismatic LMO/NMC/? cell</td>
</tr>
<tr>
<td>20</td>
<td>[25]</td>
<td>x</td>
<td>LFP/3s1p</td>
</tr>
</tbody>
</table>

A = Anode, C = Cathode, ? = unknown or not specified by reference.

In our previous work [27] we developed a temperature estimation method, which is not dependent on a certain impedance feature from the EIS, but directly relates the pulse resistance or direct current resistance ($R_{\text{DC}}$) to the LIB’s temperature. Since the pulse resistance can be calculated from load fluctuations generated by the application
itself, the method does not require excitation hardware to generate the specific sinusoidal signal required for an EIS or complex filters and transformations to extract the frequency spectrum from the current and voltage time-domain measurements of the BMS. Thereby, our method reduces the complexity and cost of an online sensorless temperature indication. In our previous studies, we avoided discrepancies between the measured surface and internal LIB temperature, since the focus was placed on method development [27] and aging behavior [28]. This was achieved by applying a controlled surface temperature with Peltier elements to a module of small cylindrical (18650) battery cells and moderate load conditions. For a better understanding and the differentiation of this work, the key results of the two previous publications are briefly summarized below.

The first publication [27] focused on the development and applicability of the method. For this purpose, the influence of different pulse parameters on the \( R_{DC} \) and the relation to SOC and temperature for three individual 18650 cells (same type as in Table 2) was examined. The parameters examined were the pulse amplitude, pulse duration, pulse current direction, and pulse shape. The pulse shape was varied by changing the pulse rise and fall time from instant (40 µs) to 4.0 s. In the next step, a resistance-based temperature estimation method was developed and its accuracy was evaluated for various parametrization and validation scenarios. Subsequently, the transferability of the method from individual cells to a module consisting of six cells connected in series was examined. The cells of the module were of the same type, but different from those used for the original parametrization. To adjust the differences between the individual cells and the module, only an offset correction of the \( R_{DC} \) values was necessary. Finally, the applicability of the method was validated. For this purpose, the module was discharged with a dynamic load profile and the temperature was estimated using the developed method. The root mean square error (RMSE) for the validation ranged between 0.65 K and 1.11 K. Since aging has a major impact on the resistance of a cell, this topic was investigated in the second publication [28]. For this purpose, exactly the same module as in [27] was examined and aged with constant current and dynamic load profiles until the first cell in the module reached a state of health (SOH) of 80%. The influence of aging on the accuracy of the method was investigated and an extension of the method to adapt to capacity loss and resistance change was developed. By adapting the method to the effects of aging, the RMSE could be reduced from a maximum of 15 K to 3.78 K.

With cylindrical battery cell formats reaching from 18650, over 21700 to 26650 and even larger formats, such as Tesla’s 4680 cell, internal temperature discrepancies and their influence on LIBs vary significantly [29]. For instance, fast charging poses the risk of severe battery damage [30] if the battery temperature is not controlled correctly by the BMS and/or thermal management system, especially under harsh environmental conditions, such as extreme heat or cold. Therefore, this study focuses on the relation of a LIB’s pulse resistance, which was used for temperature estimation in our previous study [27], and the internal temperature of the three common cylindrical battery cell formats: 18650, 21700, and 26650. The study focuses on analyzing the relationship between the surface and the internal temperature in relation to the temperature indicated by the \( R_{DC} (T_R) \). The aim is to determine to what extent the pulse resistance from our previous study [27] is suitable for monitoring the internal cell temperature and thus contributes to increasing the safety, performance, and lifetime of LIBs. For this purpose, three representative cylindrical cells are experimentally investigated under isothermal conditions and in a transient temperature state by applying an external temperature change similar to Haussmann and Melbert [21]. A validated 2D thermal model is utilized to analyze the internal temperature behavior of the cells and additionally serves as a reference for comparison with the pulse resistance-based temperature.

The remainder of this study is structured as follows. Section 2 describes the investigated cells, the utilized equipment as well as the test procedures. Section 3 briefly introduces the 2D thermal model used to analyze the relationship between the temperature indicated by the pulse resistance and the internal temperature of the investigated cells. Section 4
presents the results for the $R_{\text{DC}}$ to temperature relation under isothermal conditions and the function to relate the $R_{\text{DC}}$ to the cell temperature. Subsequently, the results for the temperature indicated by the $R_{\text{DC}}$ ($T_R$) under an external temperature change and the surface temperature are compared and discussed. At the end of Section 4, the spatial relation of $T_R$ and the internal temperature simulated by the 2D thermal model are addressed. Section 5 summarizes the results, presents the key conclusions of the study, and gives an outlook on possible future work.

Table 2. General information and parameters of the investigated cells, including the nominal capacity ($C_{\text{nom}}$), the average capacity ($\bar{C}$) and resistance ($R_\Omega$) as well as the corresponding relative standard deviations $\sigma_{C,\text{rel}}$ and $\sigma_{R,\text{rel}}$ of the five cell batches used for the cell selection.

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Manufacturer</th>
<th>Chemistry</th>
<th>Capacity ($C_{\text{nom}}$)</th>
<th>$\bar{C}$</th>
<th>$C_{\text{rel}}$</th>
<th>Impedance $R_\Omega$</th>
<th>$R_{\text{rel}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>18650</td>
<td>INR18650-MJ1</td>
<td>NMC</td>
<td>Gr/Si $^a$</td>
<td>3.35 Ah</td>
<td>3.424 Ah</td>
<td>0.483%</td>
<td>31.079 mΩ</td>
</tr>
<tr>
<td>21700</td>
<td>INR21700-M50T</td>
<td>NMC</td>
<td>Gr/Si $^b$</td>
<td>4.85 Ah</td>
<td>4.885 Ah</td>
<td>0.124%</td>
<td>22.657 mΩ</td>
</tr>
<tr>
<td>26650</td>
<td>IMR26650-V1</td>
<td>LMO</td>
<td>Gr $^c$</td>
<td>5.00 Ah</td>
<td>5.511 Ah</td>
<td>0.233%</td>
<td>16.097 mΩ</td>
</tr>
</tbody>
</table>

(a) Li(Ni$_{0.84}$Co$_{0.11}$Mn$_{0.05}$)O$_2$|Graphite + 1 wt% Silicon [33]; (b) Li(Ni$_{0.84}$Co$_{0.10}$Mn$_{0.06}$)O$_2$|Graphite + 1 wt% Silicon [33]; (c) LiMn$_2$O$_4$ [34,35]|Graphite (see Appendix A).

2. Experiment
2.1. Investigated Cells

For this study, the three cylindrical cells listed in Table 2 were selected. The 18650 and the 21700 cells were selected since they represent the latest nickel manganese cobalt oxide (NMC) chemistry with silicon content in the anode composite and a nickel-rich cathode material [33]. Furthermore, the 18650 was investigated in our previous studies [27,28] and the 2D thermal model of both cells (18650 and 21700) was already implemented and validated in the study of Steinhardt et al. [31]. The 26650 cell’s LiMn$_2$O$_4$ (LMO) chemistry [34,35] was chosen to investigate if the relation of the $R_{\text{DC}}$ and temperature is altered by different chemistry. To verify the cell chemistries, the open-circuit voltages (OCVs) of the cells were analyzed using differential voltage analysis (DVA). The results are briefly presented in Appendix A. For each cell format, a batch of five sample cells was initially cycled for ten cycles according to the manufacturer’s standard charge and discharge procedure.

Subsequently, a representative cell was selected for this study from each batch, which showed the least deviation in resistance and capacity from the average batch parameters listed in Table 2. The cells were fully charged with a constant current (CC) followed by a constant voltage (CV) protocol until reaching the upper cut-off voltage, with $I_{CC}$ equal to the manufacturer’s standard charging current and $I_{CV} = 0.01 C$. The capacity of each cell in the batches was determined by discharging the fully charged cell with 0.033 C to the lower cut-off voltage. The resistance of each cell was determined with a galvanostatic EIS from 10 kHz to 10 mHz at a state of charge (SOC) of 50%, whereby $R_\Omega$ represents the real part of the impedance at the zero-crossing of the imaginary part.

2.2. Experimental Setup

Figure 1 shows the experimental setup used in this study. Three PT100 temperature sensors were distributed over the cells’ surface: one sensor to measure the temperature...
at the positive terminal ($T_p$), one sensor to measure the temperature at the center of the cell ($T_c$), and one sensor to measure the temperature at the negative terminal ($T_n$). The temperature sensors were bonded to the cells’ surface with superglue and monitored in a 4-wire connection with a cell measurement unit (CMU) from BaSyTec. An additional negative temperature coefficient (NTC) thermistor connected to a cell test system (CTS) from BaSyTec was used to measure the ambient temperature ($T_{amb}$) close to the cells’ surface. All temperature sensors were initially gain and offset calibrated using a Fluke 1524 reference thermometer and a platinum resistance probe with an accuracy of $\pm 0.012$ K. A potentiostat (VMP3) from BioLogic was used to electrically characterize the cells, which were connected via clipboards with gold contact pins in a 4-wire connection. Only the data acquisition of CTS and CMU were synchronized by integrating the CMU in the CTS test protocol. To synchronize the electrical measurements of the VMP3 and the temperature data of the CTS and CMU, the unused sense wires of the CTS were connected with the sense wires of the VMP3. Thereby, the pulses generated by the VMP3 were also measured from the CTS and served as a means of data synchronization. The thermal boundary conditions were set with a Binder KT 115 climatic chamber, achieving a temperature fluctuation of less than 0.1 K.

2.3. Test Procedures

Two test procedures were conducted in this study. The first one is depicted in Figure 1b, showing the isothermal characterization of the $R_{DC}$. The second test procedure in Figure 1c shows the transient temperature characterization under an external change in temperature. Both test procedures are presented in detail in the following sections.
at the center of the cell \( (T_c) \), and temperature at the negative terminal \( (T_n) \), ambient temperature \( (T_{\text{amb}}) \), and measurement equipment as follows: Potentiostat (VMP3) from BioLogic, cell test system (CTS) and cell measurement unit (CMU) from BaSyTec. (b) \( R_{\text{DC}} \) characterization (flowchart from top to bottom): investigated cell formats, SOCs, and temperature range followed by the pulse pattern used for the characterization of the investigated cells, the equation for the \( R_{\text{DC}} \) calculation (Equation (1)), and an exemplary result for the temperature estimation function. (c) Internal temperature characterization: flowchart for the investigation of the relation between the internal temperature calculated by the 2D thermal model and the temperature calculated from \( R_{\text{DC}} \) values during an external change in temperature \( (\Delta T_{\text{ext}}) \) by increasing the ambient temperature \( (T_{\text{amb}}) \) from 10 °C to 40 °C.

2.3.1. Isothermal \( R_{\text{DC}} \) Characterization

The different cell formats from Table 2 were characterized at a SOC of 10%, 50%, and 90% in the temperature range of 5 °C to 45 °C in 5 K increments to gain the \( R_{\text{DC}} \) characteristics at isothermal conditions. The resistance of a cell is usually relatively constant over the middle SOC range, but can increase sharply at the edges of the SOC range \([27,36]\). In order to investigate the influence at the SOC fringe, the SOCs 10% and 10% were chosen, for the middle range a SOC of 50%. The \( R_{\text{DC}} \) of each cell at each SOC and temperature was calculated from the pulse pattern shown in Figure 1b. The cells rested for at least 6 h at each temperature before the pulse pattern was applied to ensure that the cells were thermally and electrically equilibrated. For a continuous temperature estimation, continuous \( R_{\text{DC}} \) values and therefore continuous pulses were needed. To avoid a change in SOC, the pulse pattern contained one charging pulse followed by an equivalent discharging pulse to maintain an even charge balance. The individual pulse parameters listed in Table 3 were carefully selected to fulfill the following requirements:

(P.1) Our previous analysis in \([27]\) revealed that the optimal evaluation time \( \Delta t \) for the \( R_{\text{DC}} \) for temperature estimation is in the region of 10 ms to approximately 100 ms. To cover this range with margin, the pulse duration \( (t_{\text{pulse}}) \) was set to 150 ms. However, the exact evaluation time \( (\Delta t) \) is determined in Section 4.1 with the results listed in Table 4.

(P.2) The continuous pulses may affect each other since LIBs are time-variant systems. The pause between the charging and discharging pulses \( (t_{\text{break}}) \) was set to 5 s, which proved to be long enough to avoid the preceding pulse to affect the following one (see Section 4.1).

(P.3) To analyze the transient temperature behavior (see Section 2.3.2), the cell temperature is changed by externally heating the cell and simultaneously applying current pulses. Internal temperature changes due to heating of the cells through ohmic losses \([37]\) caused by the continuous application of the pulses had to be avoided. Therefore, the pulse current and duration had to be small. The pulse duration with 150 ms selected in (P.1) is already relatively short. Nevertheless, the current had to be large enough to induce a voltage response with a sufficient signal-to-noise ratio (SNR) to avoid inaccurate measurements. The trade-off resulted in a pulse current \( I_p \) of ±0.1 C. Taking the resistance values for \( R_\Omega \) from Table 2 into account, the resulting heat generation of the applied pulses is less than 5.329 mW for each cell.

Table 3. Parameters for the pulses depicted in Figure 1b used for the \( R_{\text{DC}} \) characterization. The C-rate for the pulse current is related to the nominal capacity \( (C_{\text{nom}}) \) from Table 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse Current ( (I_p) )</td>
<td>±0.1 C</td>
</tr>
<tr>
<td>Pulse Duration ( (t_{\text{pulse}}) )</td>
<td>150 ms</td>
</tr>
<tr>
<td>Break Duration ( (t_{\text{break}}) )</td>
<td>5 s</td>
</tr>
</tbody>
</table>
Table 4. Minimal fitting RMSE from Figure A6 for the different cell formats and SOCs with the corresponding pulse current types $P_x$ and $\Delta t$, which were used for the parametrization of the estimation function in Equation (4).

<table>
<thead>
<tr>
<th>SOC</th>
<th>Format</th>
<th>RMSE / K</th>
<th>$P_x$</th>
<th>$\Delta t$ / ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>90%</td>
<td>18650</td>
<td>0.223</td>
<td>3</td>
<td>149</td>
</tr>
<tr>
<td></td>
<td>21700</td>
<td>0.378</td>
<td>1</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>26650</td>
<td>0.162</td>
<td>1</td>
<td>145</td>
</tr>
<tr>
<td>50%</td>
<td>18650</td>
<td>0.248</td>
<td>1</td>
<td>149</td>
</tr>
<tr>
<td></td>
<td>21700</td>
<td>0.423</td>
<td>1</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>26650</td>
<td>0.158</td>
<td>1</td>
<td>145</td>
</tr>
<tr>
<td>10%</td>
<td>18650</td>
<td>0.208</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>21700</td>
<td>0.367</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>26650</td>
<td>0.106</td>
<td>1</td>
<td>145</td>
</tr>
</tbody>
</table>

To test the validity of the properties (P1) to (P3), the pulse pattern was repeated for over an hour (360 times) at each temperature, and SOC of the isothermal $R_{DC}$ characterization. The pulses in Figure 1b were used to calculate the $R_{DC}$ according to Equation (1), where $R_{DC, \Delta t}$ is the resistance calculated from the current change $\Delta I$ and the corresponding voltage change $\Delta U$ after the time $\Delta t$ has passed. Only $\Delta t < \tau_{\text{pulse}}$ between 1 ms and 149 ms were evaluated.

$$R_{DC, \Delta t} = \frac{\Delta U}{\Delta I}$$  

Since the pulse pattern contains four different current changes, marked with $P_1$ to $P_4$ in Figure 1b, four different $R_{DC}$ were calculated from the pattern. The final goal of the isothermal $R_{DC}$ characterization was the derivation, parametrization, and analysis of the temperature estimation function $T_R = f(R_{DC})$ for the different pulse current types ($P_1$ to $P_4$) and evaluation times ($\Delta t$), exemplary depicted at the bottom of Figure 1b. The corresponding results are presented and discussed in Section 4.1.

2.3.2. Transient Temperature $R_{DC}$ Characterization

The test procedure for the transient temperature characterization in Figure 1c was realized by simultaneously generating an $\Delta T_{\text{ext}}$ from 10°C to 40°C with the climatic chamber and continuously applying the pulse pattern from Figure 1b to the cells. Before heating the cells with the maximum heating rate to 40°C, the cells rested at least for 6 h at 10°C to ensure that they start from a thermally equilibrated state. The resulting temperature behavior is exemplarily shown in the upper right corner of Figure 1c. The pulses were used to continuously calculate $R_{DC}$ values, which in turn were used to estimate the temperature $T_R$ with the function determined in Section 4.1. The data of $T_p$, $T_c$, and $T_n$ was used during the external temperature change to determine the relation between the estimated temperature $T_R$ and the averaged surface temperature ($T_{\text{surf}}$) for the different cylindrical cell formats. Here, $T_{\text{surf}}$ is the average of $T_p$, $T_c$, and $T_n$. Additionally, the surface temperature served as input for the 2D thermal model [31] for the 18650 and 21700 cells to identify the internal cell temperature distribution ($T_{\text{model}}$) during the external temperature change and investigate the relation between $T_R$ and $T_{\text{Model}}$. The corresponding results are presented and discussed in Section 4.2. The model itself is briefly described in the upcoming section.

3. 2D Thermal Model

A previously validated 2D thermal model was used to relate $T_R$ to the internal temperature distribution for the 18650 and 21700 cells. This model was developed and parameterized by Steinhardt et al. [31] for the same cell types as used in this work. The model is a component-resolved model, which means that components such as the steel case and the current interrupt device in the positive cell pole are resolved separately. Overall, the
axisymmetric model geometry in Figure 1c defines seven domains with no heat source term, since the cells are not operated in this study. The dimensions of the geometry were either measured in [31] with a micrometer screw or taken from computed tomography scans of the cell. All simulations were run in COMSOL Multiphysics 5.4 with an adiabatic boundary in the inner core of the cell and a defined temperature for the rest of the boundaries.

Every material parameter in the model is considered isotropic except for thermal conductivity, which is defined by the in-plane and through-plane directions of the cell’s jelly roll. In the study by [31], the thermal conductivity and the specific heat capacity of the electrode-separator stack were measured at three different SOCs. The measured thermal parameters at the lowest, middle, and highest SOC by [31] were used in this work for the SOC of 10%, 50%, and 90%, respectively. Since the dependence of the thermal model parameters on temperature is less than 0.2% K\(^{-1}\), a dependence on temperature in the model is omitted and all parameters were set to their 300 K value, which also helped to reduce the model complexity. For example, for the 18650 cell at a SOC of 50%, a specific heat capacity for the jelly roll of 1004 J kg\(^{-1}\)K\(^{-1}\) and a through-plane conductivity of 1.29 W m\(^{-1}\)K\(^{-1}\) were taken from [31] and used for the simulation in this work. For all further details, we refer the interested reader to the work of Steinhardt et al. [31].

4. Results & Discussion

4.1. Isothermal \(R_{DC}\) Characterization

In our previous works [27,28], we used a general exponential equation, such as [21,22], to describe the relationship between resistance and temperature. However, in the literature, the relation between resistance for different cell internal processes and temperature is frequently described with a (modified) Arrhenius relation [8,10–12,14–18,20,23]. Since the Arrhenius relation is a more commonly used and physics-based approach, the goal of this chapter is to deduce and parameterize an Arrhenius-based function describing the relation between the \(R_{DC}\) values, derived from the characterization pulses, and the cell temperature in thermal equilibrium. First, the processes that make up the overpotential during the 150 ms pulse need to be identified. Subsequently, a function in the time domain is derived to map the resistance-temperature behavior. The current pulse duration of 150 ms limits the effects, building up the voltage response to the following processes [36,38,39]:

(E.1) Ohmic losses, due to limiting electronic/ionic conductivity of the current collectors, the electrolyte, the active materials of the electrodes, and additives, such as carbon black.

(E.2) Contact losses, attributed to contact resistance between one of the electrodes and the current collector, as well as from particle-to-particle contacts.

(E.3) Interface losses, related to the charge transfer at the electrodes, as well as the contribution of the solid electrolyte interface (SEI).

The contribution of slower processes, such as diffusion, to the voltage response of the characterization pulses, was assumed to be negligibly small within 150 ms and is therefore neglected.

After identifying the processes building up the voltage response and consequently the \(R_{DC}\), a functional description of the relation between the processes and cell temperature is needed. The ohmic and contact losses are dominated by the ionic conductivity of the electrolyte [36]. Schmidt et al. [11] used the general Arrhenius relation in Equation (2) to describe the functional relation between temperature and the electrolyte impedance of a LIB from EIS measurements.

\[
R_{\text{arr}}(T_a) = R_1 \cdot \exp\left(\frac{E_A}{k_B \cdot T_a}\right)
\]  

(2)

To account for the influence of temperature-independent resistances, such as the current collectors and contact resistances, in the impedance spectra Schmidt et al. [11]
expanded the general Arrhenius to Equation (3) by adding the temperature-independent term $R_0$.

$$R_{\text{exp}}(T_a) = R_0 + R_1 \cdot \exp \left( \frac{E_A}{k_B \cdot T_a} \right)$$  \hspace{1cm} (3)

Although the electronic resistance of the current collector increases with temperature, the authors assumed the resistance to be almost constant in the investigated temperature region between $0^\circ C$ to $30^\circ C$ [11]. The remaining variables are the activation energy $E_A$, the Boltzmann constant $k_B$, a pre-exponential factor $R_1$ representing the hypothetical resistance at an infinite temperature, and the absolute temperature $T_a$. Gantenbein et al. [36] confirmed the results of Schmidt et al. [11] for Equation (3) and additionally used Equation (2) to describe the temperature dependence of the resistance related to the charge transfer and SEI process using EIS measurements and analyzing the distribution of relaxation times. Barai et al. [40] showed that different resistance characterization methodologies, such as $R_{\text{DC}}$ and EIS, can be aligned if the time scales match. Therefore, a parametrization of Equations (2) and (3) with $R_{\text{DC}}$ values comparable to Schmidt et al. [11] and Gantenbein et al. [36] should be achievable. Since the $R_{\text{DC}}$ is calculated in the time domain, it is difficult to assign a particular $\Delta t$ to an individual process, such as ionic electrolyte conductivity or charge transfer, in contrast to analysis making use of impedance spectra as in [11,36]. Consequently, at least the sum of Equations (2) and (3) would be required to describe the temperature behavior of the $R_{\text{DC}}$, although a meaningful parametrization is hardly feasible, since, as mentioned above, no clear separation of the processes in the time domain is possible. However, the aim of the study is not to describe the temperature dependence of the individual processes (E.1) to (E.3) separately, but to describe them in total. For this reason, the authors assume that a single temperature-independent term ($R_0$) and one temperature-dependent exponential term ($R_1 \cdot \exp \left( \frac{E_A}{k_B \cdot T_a} \right)$), as in Equation (3), are sufficient to represent the overall behavior of the $R_{\text{DC}}$ over temperature. For the finally needed description of temperature as a function of resistance, the inverse function of Equation (3) is formed, resulting in Equation (4).

$$T_R = f(R_{\text{DC}}) = \frac{E_A}{k_B \cdot \ln(R_{\text{DC}} - R_0) - \ln(R_1)}$$  \hspace{1cm} (4)

The function of Equation (4) was parameterized for the four current changes $P_1$ to $P_4$ of the pulse pattern in Figure 1b for each cell format and $\Delta t$ in the range of 1 ms to 149 ms. Figure 2 serves as a representative fitting result for $\Delta t = 100$ ms to discuss the results of the parametrization. The results of the parameters $E_A$ (see Figure A2), $R_0$ (see Figure A3), and $R_1$ (see Figure A4) for all $\Delta t$ are depicted in Appendix B. Although a physical interpretation of the parameters is not the aim of this work, it is worth noting that the results for the activation energy in Figure A2 are in a reasonable range of 0.1 eV to 0.6 eV for $\Delta t$ between 1 ms and 149 ms. The $E_A$ values for $\Delta t < 5$ ms tend towards common literature values for the activation energy related to the ionic conductivity of the electrolyte with 0.09 eV [39], 0.10 eV [36], and 0.155 eV [41]. With increasing $\Delta t$ the activation energy rises to almost 0.6 eV, covering common literature values related to the interface processes between the anode, including the SEI, and the electrolyte with 0.35 eV to 0.45 eV [42], 0.52 eV [36], 0.55 eV to 0.62 eV [43], and 0.66 eV [44], and also related to the charge transfer at the cathode with 0.68 eV [36] and 0.64 eV to 0.69 eV [43]. The values for the temperature-independent resistance $R_0$ in Figure A3 are close to the initially measured $R_{\Omega}$ in Table 2, which was determined with EIS measurements.

Each subfigure in Figure 2 shows one of the investigated SOCs: 90%, 50%, and 10%. The fitting results for different cell formats are distinguished by color and the current changes by line and marker type, whereby the marker type represents the averaged value from the repeated pulse pattern (360 values) at each temperature point. No trend in $R_{\text{DC}}$ could be observed over the 360 pulses for a specific temperature. Therefore, the break of 5 s between pulses proved to be long enough to prevent the repeating pulses
from significantly interfering with each other (P.2) or heating the cells internally (P.3). As assumed, Equation (4) can reflect the temperature behavior of the $R_{\text{DC}}$ values, despite the fact that the resistance values represent the superposition of several processes. Similar to [19,22], who used the R-Square ($R^2$) as a criterion for assessing the fitting quality for their temperature estimation method, the adjusted R-Square ($R^2_{\text{adj}}$) [45] was used for a quantitative assessment of the fitting results in this work. The $R^2$ and $R^2_{\text{adj}}$ are statistical measures for the goodness of a curve fitting result, whereby values closer to one indicate a better fit quality. In contrast to the $R^2$, the number of fitted variables is taken into account with the $R^2_{\text{adj}}$ to avoid over-fitting. As the number of fitted variables increases, $R^2$ will also increase. However, the fitting quality may not improve in a practical sense. To avoid such over-fitting, the $R^2_{\text{adj}}$ statistic can be utilized. The overall $R^2_{\text{adj}}$ above 0.98 for all $\Delta t$ (see Figure A5), strongly indicates the validity of Equation (4) as the proposed fitting function.

Assessing the fitting results in Figure 2 for any of the three cells over the SOC range, the expected dependency on the SOC can be seen. The dependency becomes apparent by comparing the x-axis values where the fitting function exceeds 45 °C. For example, this value for the 26650 cell is around 32 mΩ at a SOC of 90% in Figure 2a, then drops slightly in Figure 2b at a SOC of 50% to around 31 mΩ and rises in Figure 2c at a SOC of 10% to about 35 mΩ. These SOC-dependent fluctuations can also be observed in the 18650 and 21700 cell and are consistent with previous studies [27,36]. The difference in the curves, parameterized with $P_1$ and $P_3$, compared to the curves, parameterized with $P_2$ and $P_4$, is particularly evident at temperatures below 25 °C and the SOC of 10% in Figure 2c. At a first glance, there is no difference in the fitting results for the different current changes for the SOCs 90% and 50% in Figure 2a,b. However, the close-ups in Figure 2a,b reveal that there is a difference in the curves, albeit a small one. In our previous study [27], we already noticed this difference in $R_{\text{DC}}$ for the 18650 cell for different current changes, which is probably caused by the initial condition of the cells at the start of the pulse. For $P_1$ and $P_3$ the cells start from an almost equilibrated state, where no current is applied. On the other hand, $P_2$ and $P_4$ start from a already polarized state, since current was already flowing for 150 ms, creating a small Li-ion concentration gradient [46]. With the current changes at $P_2$ and $P_4$, the system returns to the equilibrium state and the concentration gradients decrease. This difference in Li-ion concentration at the start of $P_2/4$ compared to $P_1/3$ results in a small overpotential difference and might be the cause for the difference in $R_{\text{DC}}$ [40].

For the determination of the cell temperature behavior during the external temperature change in Section 4.2, a $\Delta t$ and current change type ($P_1$ to $P_4$) must be selected that is used for the parametrization of Equation (4). Since all $\Delta t$ have a very high $R^2_{\text{adj}}$ in Figure A5, the RMSE of the fitting is used as the second criterion for the selection. In Figure A6, the RMSE of the individual fit variants is shown as a complement to the $R^2_{\text{adj}}$ in Figure A5. Table 4 summarizes the minimal RMSE for each SOC and cell format together with the corresponding pulse current type ($P_1$) and $\Delta t$ for the temperature estimation with Equation (4) in Section 4.2, the settings ($P_2$ and $\Delta t$) for the minimal RMSE from Table 4 as well as all other settings within an error margin of 0.05 K in respect to the minimum error were used. This measure intends to minimize the influence of noise and increase the accuracy of the temperature estimation during the external temperature change, which is discussed in the next section.
Figure 2. Exemplary fitting results of Equation (4) for $\Delta t = 100$ ms for different cell formats and current changes $P_1$ to $P_4$ (see pulse pattern in Figure 1b) at the investigated SOCs (a) 90%, (b) 50%, and (c) 10%. The marker type represents the averaged value from the repeated pulse pattern (360 values) at each temperature point. The close-ups in (a,b) visualize the minimal difference between current changes $P_{1/3}$ and $P_{2/4}$.

4.2. Transient Temperature $R_{DC}$ Characterization

The results for the temperature estimation with Equation (4) and the setting according to Table 4 are presented in Figure 3. The figure only showcases the results for a SOC of 50%. The originally calculated values ($T_{R_{org}}$) in Figure 3a–c all tend to increased noise for increased temperatures, whereby the level of noise differs from cell to cell. By considering the corresponding estimation functions in Figure 3d–f, it is apparent that the different slopes of the estimation functions are responsible for the different noise levels. Schmidt et al. [11] also noticed this for their EIS-based temperature estimation method. The exemplary input deviation of $\pm 0.2 \text{ m}\Omega$ for the nominal value of 10 °C causes a deviation in temperature below 0.3 K. In contrast, the same input deviation at 40 °C causes a variation between 1.1 K (Figure 3d) and 2.7 K (Figure 3e). However, the filtered values ($T_{R_{fltr}}$) emphasize that the noise can be significantly reduced by applying a moving average filter.
Figure 3. Exemplary temperature estimation results for the investigated cell formats 18650 (a), 21700 (b), and 26650 (c) at a SOC of 50% evaluated with Equation (4) and the setting according to Table 4. $T_{R,\text{org}}$ shows the originally calculated values and $T_{R,\text{fltr}}$ shows the values filtered with a moving average filter. The different and increased noise can be related to the individual slopes of the estimation functions in (d–f).

Figure 4 relates the sensor temperature data to the filtered $T_R$. The moment when the setpoint for the climatic chamber temperature ($T_{\text{set}}$) changes from 10 °C to 40 °C was set to zero on the x-axis. The variation of the ambient temperature ($T_{\text{amb}}$) for the different cell formats at the different SOCs is negligibly small. However, there is a small difference between cells, probably caused by the positioning of the cells within the climatic chamber. The ambient temperature rises from 10 °C with a constant heating rate of about 100 K h$^{-1}$ to 35 °C in about 0.25 h and converges to the final temperature of 40 °C in about 1.25 h. Since the mean absolute deviation over all cell surface related temperatures ($T_p$, $T_c$, $T_n$) during each experiment is less than 0.073 K, only the average over the three cell surface temperature sensors ($T_{\text{surf}}$) is depicted in Figure 4. The resistance-related temperature $T_R$ always lags behind the average surface temperature $T_{\text{surf}}$ for each cell format and SOC, whereby the difference increases with increasing cell size. This already shows that $T_R$, like the temperatures of the existing EIS-based methods in Table 1, is related to the internal cell temperature and depends on the cell dimensions. For a detailed analysis, the difference between the surface temperature and the $R_{\text{DC}}$ is considered and discussed in comparison to the 2D thermal model in the following section.
Figure 4. Temperature development during the external temperature change from 10 °C to 40 °C for the different cell formats 18650 (a), 21700 (b), and 26650 (c) at the investigated SOC of 10%, 50%, and 90%.

4.3. Internal Temperature: Model versus $T_R$

With the help of the 2D thermal model from Section 3, the internal temperature of the cells, especially the jelly roll, can be broken down in more detail and $T_R$ can be assigned to a corresponding internal temperature. For this purpose, six simulations were run evaluating the core ($T_{\text{core}}$), the center ($T_{\text{ctr}}$), and the average ($T_{\text{avg}}$) temperature of the jelly roll. The spatial location of the temperatures is shown in Figure 5j, with the temperature simulated at half of the cell height and at the core of the jelly roll ($T_{\text{core}}$), the temperature simulated at half of the cell height and at the center of the jelly roll ($T_{\text{ctr}}$), and the simulated average jelly roll temperature ($T_{\text{avg}}$). The averaged surface temperature ($T_{\text{surf}}$) was used as the temperature boundary condition on the entire surface of the cells, also shown in Figure 5j. The evaluation of the temperature difference between $T_{\text{surf}}$ and the jelly roll temperatures ($T_{\text{core}}$, $T_{\text{ctr}}$, $T_{\text{avg}}$) resulted in the corresponding temperature differences ($\Delta T_{\text{core}}$, $\Delta T_{\text{ctr}}$, $\Delta T_{\text{avg}}$) for the 18650 and 21700 cell at the three SOC points shown in Figure 5a–f. Additionally, the corresponding differences ($\Delta T_{R,18650}$, $\Delta T_{R,21700}$) between $T_{\text{surf}}$ and $T_R$ are depicted. For the 26650 cell, only the differences ($\Delta T_{R,26650}$) between $T_{\text{surf}}$ and $T_R$ are depicted in Figure 5g–i, since the model parameters for this cell type were not investigated by Steinhardt et al. [31].
Figure 5. Temperature differences $\Delta T_R,18650$ (a–c), $\Delta T_R,21700$ (d–f), and $\Delta T_R,26650$ (g–i) between the averaged surface temperature ($T_{\text{surf}}$) and the temperature indicated by the $R_{\text{DC}}$ ($T_R$) at each SOC point and for each cell format. Additional temperature differences $\Delta T_{\text{core}}$, $\Delta T_{\text{ctr}}$, and $\Delta T_{\text{avg}}$ in (a–f) for the three simulated temperature locations of the jelly roll in (j) according to the 2D thermal model simulation results for the 18650 and 21700 format. The differences are again related to the averaged surface temperature. $T_{\text{core}}$ and $T_{\text{ctr}}$ are simulated at half of the cell height ($h/2$) and at the center ($x_{\text{ctr}}$) of the jelly roll. $T_{\text{avg}}$ represents the average simulated jelly roll temperature.

Comparing the differences $\Delta T_R$ in Figure 5 over the cell format, it is remarkable that they increase with the cell size and decrease with the SOC. For the 18650 format, in Figure 5a–c the maximal difference for $T_R$, marked with symbols, ranges between 2.70 K and 2.14 K. For the 21700 format in Figure 5d–f, the range lies between 3.85 K and 3.07 K; for the 26650 format in Figure 5g–i, between 5.45 K and 4.74 K. There are deviations between simulation- and resistance-related temperature differences for the individual formats depending on the SOC. For a SOC of 10% in Figure 5a,d, the resistance-related differences $\Delta T_{R,18650}$ and $\Delta T_{R,21700}$ are in good accordance with the simulated differences and range between the average and the center temperature, which is in accordance with [20–22] from Table 1. This result seems realistic for two reasons: First, $T_R$ maps the temperature dependence of the aggregated processes of the cell (see (E.1) to (E.3)), which corresponds to the concept that $T_R$ also maps the aggregated/average temperature of the jelly roll. Second, assuming that the relationship between resistance and temperature (see Figure 2) is almost linear for the temperature differences considered ($\Delta T_R \leq 5.45$ K), the area-related average temperature ($T_{\text{avg}}$) also corresponds to the area-related average value of the resistance. With increasing SOC in Figure 5b,c,e,f $\Delta T_{R,18650}$ and $\Delta T_{R,21700}$ keep decreasing, whereas the simulated temperatures show minor differences between SOCs, although the simulation parameters are adapted to the SOC. For the 18650 format, the maximum simulated difference for $T_{\text{core}}$ decreases only by 0.07 K from 2.98 K at 10% SOC to 2.91 K at 90% SOC, which...
is in accordance with the increasing through-plane thermal conductivity for this cell [31]. The difference \(\Delta T_{R,18650}\), in contrast, decreases by 0.56 K. The simulation results for the maximum difference of \(T_{\text{core}}\) for the 21700 format stay within 0.03 K, whereas \(\Delta T_{R,21700}\) decreases by 0.78 K. The deviations between simulated and \(R_{\text{DC}}\)-based temperature differences are obvious, but stay below 1.04 K and are closest to \(T_{\text{avg}}\). The deviations arise from two possible reasons:

(R.1) Although the simulation parameters are for the same pristine cell type, they were not determined for exactly the same cell and thus might slightly differ between the cells used in [31] to parameterize the 2D thermal model and the ones used in this study. Also, the SOC points in the study by Steinhardt et al. [31] do not exactly match the SOC points investigated in this study. Since the thermal conductivity of a LIB is dependent on the SOC [47], the parameter deviation in thermal conductivity might partly cause the deviation between the simulation and \(\Delta T_{R}\).

(R.2) The 2D thermal model does not consider thermal conductivity changes related to mechanical changes. The jelly roll expands when the cell is charged [48] and the contact area and pressure between the layers in the jelly roll and between the jelly roll and the metal casing of the cell increases. Several studies [49,50] showed that increased compression reduces the thermal contact resistance, leading to improved thermal conductivity and therefore reducing the difference between surface and core temperature.

While no specific reason in the previous list can be pinpointed as the decisive one, in sum they explain the deviations between simulated temperature differences and \(\Delta T_{R}\).

4.4. Internal Temperature: Cell Geometry & State of Charge

All cells reach the maximum difference after approximately 0.25 h at the end of the constant heating phase (see Figure 4). The peaks are highlighted with different markers in Figure 5, representing the different SOC, and are used to discuss the dependence on cell geometry and SOC in Figure 6. The dependence of the maximum difference (\(\Delta T_{\text{max}}\)) on the cell diameter is depicted in Figure 6a and on the SOC in Figure 6b.

![Figure 6](image-url)
The correlation with the cells’ diameter, surface, and volume was investigated using the values for height $h$ and diameter $d$ from Table 2 and the general equations for a cylindrical body. All three geometrical values show a high linear correlation to $\Delta T_{\text{max}}$ at any SOC, indicated by a Pearson correlation coefficient of at least 0.99. In Figure 6a, the relation between $\Delta T_{\text{max}}$ and the cell diameters is depicted, which had the highest correlation. As expected, the difference $\Delta T_{\text{max}}$ increases with rising cell diameter.

The maximum difference steadily decreases with increasing SOC, as depicted in Figure 6b. As already discussed, this is in contrast to the simulation results in Figure 5a–f, but can be explained with model parameter uncertainties (R.1) and missing mechanical dependencies of the model on pressure and thermal contact resistance (R.2).

5. Summary & Conclusions

Knowing the internal temperature of LIBs is essential for performance, aging, and safety aspects. In the literature various studies exist, which determine different internal cell temperatures with EIS-based methods (see Table 1). In contrast to the existing literature methods, we proposed a time-domain approach based on the pulse resistance $R_{\text{DC}}$ in our recent work [27]; however, we did not focus on the cell’s internal location of the temperature determined with the $R_{\text{DC}}$. Therefore, we investigated the relation of the $R_{\text{DC}}$-based temperature $T_R$ and the surface temperature of three different cylindrical LIBs listed in Table 2 and compared the results to a validated 2D thermal model for the 18650 and 21700 format. First, the temperature estimation function (see Equation (4)) was deduced and parameterized under isothermal conditions for the three SOCs: 10%, 50%, and 90%. Subsequently, the estimation functions were used to determine $T_R$ during an external temperature change from 10 °C to 40 °C. The different slopes of the estimation functions resulted in different temperature noise levels, especially at elevated temperatures above 30 °C with up to 2.7 K. The noise was reduced with a moving average filter, which resulted in the necessary measurement accuracy (see Figure 3). Compared to the averaged surface temperature, $T_R$ was found to represent an internal temperature of the cells, whereby the difference to the averaged surface temperature increased with cell dimensions (see Figure 4). In order to establish a more precise relationship between $T_R$ and the internal cell temperature, the surface temperature difference $\Delta T_R$ was compared with the corresponding simulation results of the 2D thermal model (see Figure 5). The simulation results for the average/center temperature of the jelly roll and $\Delta T_R$ match for a SOC of 10%. For increased SOCs the simulation results show minor changes, whereas $\Delta T_R$ steadily decreases, but is still within 1.04 K to the simulation results and closest to $T_{\text{avg}}$. The difference between simulation and $\Delta T_R$ could be traced back to two possible reasons: model parameter uncertainties (R.1) and missing mechanical dependencies of the model on pressure and thermal contact resistance (R.2). Correlating the cell diameter to the temperature difference $\Delta T_R$ showed an almost perfect linear relation with a Pearson correlation coefficient of above 0.99 (see Figure 6a). This result shows that the use of resistance-based temperature estimation is more relevant for larger cell formats, as the difference between surface and internal temperature increases and the method determines the average jelly roll temperature. The development of the temperature difference over the SOC showed a decreasing trend (see Figure 6b). This is probably a consequence of the jelly roll expansion, causing a reduced thermal contact resistance between the jelly roll and metal casing and increasing the thermal conductivity.

In conclusion, the following key results of the study can be identified:

1. The $R_{\text{DC}}$ can be utilized to determine the internal cell temperature for different cell chemistries and cylindrical cell formats.
2. The comparison with the 2D thermal model shows that $T_R$ most likely represents the average jelly roll temperature ($T_{\text{avg}}$). Thus, $T_R$ offers an advantage over conventional temperature sensors, which only determine the surface temperature at one point of the cell.
3. Consequently, methods as in our previous works [27,28], which are based on the $R_{DC}$, can contribute to improving the performance, lifetime, and safety of LIBs by detecting internal temperature discrepancies before conventional temperature sensors.

4. An important point regarding the applicability is the temperature range, for which $R_{DC}$-based methods are applicable. As shown in Figure 3, the accuracy of the method strongly depends on the slope of the estimation function (Equation (4)), which steadily increases with rising temperatures. For this reason, correspondingly precise measurement hardware for the current and voltage monitoring of the BMS is a prerequisite to avoid large temperature estimation errors in the elevated temperature range.

Based on the results of this study, new questions arise that are worth investigating. For example, a detailed study on the relationship between jelly roll expansion and $T_R$ would be interesting, especially the question if $T_R$ follows the nonlinear course of the diameter change of cylindrical LIBs over the SOC, such as measured by [48]. The present study only considered homogeneous surface temperature changes. For safety reasons, an investigation into “hot spots”, induced by locally heating the cells, would also be of interest.
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**Abbreviations**
The following abbreviations are used in this manuscript:

- **BMS** battery management system
- **CC** constant current
- **CMU** cell measurement unit
- **CTS** cell test system
- **CV** constant voltage
- **DVA** differential voltage analysis
- **EIS** electrochemical impedance spectroscopy
- **FEM** finite element model
- **LIB** lithium-ion battery
- **LMO** LiMn$_2$O$_4$
- **NMC** nickel manganese cobalt oxide
- **NTC** negative temperature coefficient
- **OCV** open-circuit voltage
- $R^2$ R-Square
- $R_{adj}^2$ adjusted R-Square
- $R_{DC}$ direct current resistance
- **RMSE** root mean square error
- **SEI** solid electrolyte interface
- **SNR** signal-to-noise ratio
- **SOC** state of charge
- **SOH** state of health
- **SSE** sum of square error
SST  total sum of squares
T_{\text{amb}}  ambient temperature
T_{\text{avg}}  simulated average jelly roll temperature
T_{\text{c}}  temperature at the center of the cell
T_{\text{core}}  temperature simulated at half of the cell height and at the core of the jelly roll
T_{\text{ctr}}  temperature simulated at half of the cell height and at the center of the jelly roll
\Delta T_{\text{ext}}  external change in temperature
T_{\text{n}}  temperature at the negative terminal
T_{\text{p}}  temperature at the positive terminal
T_{\text{R}}  temperature indicated by the \( R_{\text{DC}} \)
\Delta T_{\text{R,18650}}  temperature difference between \( T_{\text{surf}} \) and the \( T_{\text{R}} \) for the 18650 cell
\Delta T_{\text{R,21700}}  temperature difference between \( T_{\text{surf}} \) and the \( T_{\text{R}} \) for the 21700 cell
\Delta T_{\text{R,26650}}  temperature difference between \( T_{\text{surf}} \) and the \( T_{\text{R}} \) for the 26650 cell
\( T_{\text{surf}} \)  averaged surface temperature

Appendix A. Differential Voltage Analysis

Figure A1 shows the DVA of the three investigated cells and the corresponding markers for silicon (Si\(_{x}\)), graphite (Gr\(_{x}\)), and NMC. The DVAs were evaluated from OCVs gained from a discharge with 0.033 C between 4.2 V to 2.5 V with \( Q_0 \) being the discharge capacity. Since the 18650 and 21700 cell have the same chemistry, the markers for silicon, graphite, and NMC in Figure A1a,b are almost identical in SOC and magnitude. The DVA of the 26650 cell in Figure A1c lacks the silicon peaks and only shows the typical graphite peaks, which speaks for a pure graphite anode with no silicon content. The LMO cathode could not be verified by the DVA, but is reported by [34,35].

**Figure A1.** Differential voltage analysis with representative peak markers for silicon (Si\(_{x}\)), graphite (Gr\(_{x}\)), and NMC for the three investigated cell formats: 18650 with NMC | Si/Gr (a), 21700 with NMC | Si/Gr (b), and 26650 with LMO | Gr (c).
Appendix B. Function Parameters

The three fitting parameter $E_A$, $R_0$, and $R_1$ for Equation (4) in the range of 1 ms to 149 ms are depicted in Figure A2, Figure A3, and Figure A4, respectively. Each figure shows the parameters for the three investigated cell formats and the four different pulse current types ($P_1$ to $P_4$), with a subplot for the corresponding SOCs 90%, 50%, and 10%.

Figure A2. Fitting results for Equation (4) for the parameter $E_A$, each investigated cell format, and the four different pulse current types ($P_1$ to $P_4$) at the SOCs 90% (a), 50% (b), and 10% (c).
Figure A3. Fitting results for Equation (4) for the parameter $R_0$, each investigated cell format, and the four different pulse current types ($P_1$ to $P_4$) at the SOCs 90% (a), 50% (b), and 10% (c).
Appendix C. Fitting Quality & Error

This section briefly introduces the calculation of the $R^2_{adj}$ as a statistical measure of the goodness of a curve fitting result and the RMSE as measure of the fitting error. The results were generated using MATLAB’s curve fitting toolbox. The $R^2_{adj}$ can be calculated from Equations (A1)–(A4), where:

- the sum of square error (SSE) in Equation (A1) describes the total deviation of the response values of the fit $\hat{y}_i$ from the measured response values $y_i$,

$$SSE = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$$  \hspace{1cm} (A1)

- the total sum of squares (SST) in Equation (A2) describes the total deviation of the mean $\bar{y}$ from the measured response values $y_i$,

$$SST = \sum_{i=1}^{n} (y_i - \bar{y})^2$$  \hspace{1cm} (A2)
- the general $R^2$ in Equation (A3) determines how successful the fit is in explaining the variation of the data,

$$ R^2 = 1 - \frac{SSE}{SST} \quad \text{(A3)} $$

- and the adjusted R-Square statistic in Equation (A4) considers the number of fitted model variables $m$ in addition to the number of response values $n$.

$$ R_{\text{adj}}^2 = 1 - (1 - R^2) \cdot \frac{n-1}{n-m} = 1 - \frac{SSE}{SST} \cdot \frac{n-1}{n-m} \quad \text{(A4)} $$

A more detailed description on the calculation of $R_{\text{adj}}^2$ can be found in [45]. Figure A5 shows the $R_{\text{adj}}^2$ for $\Delta t$ in the range of 1 ms to 149 ms for the investigated cell formats and the four different pulse current types ($P_1$ to $P_4$), with each subplot showing one of the investigated SOCs of 10%, 50%, and 90%. The $R_{\text{adj}}^2$ values close to 1 indicate an almost optimal fitting quality for the parameters of Equation (4).

Figure A5. $R_{\text{adj}}^2$ results for fitting Equation (4) for each investigated cell format and the four different pulse current types ($P_1$ to $P_4$) at the SOCs 90% (a), 50% (b), and 10% (c).
The RMSE is calculated using Equation (A1) according to Equation (A5):

\[
\text{RMSE} = \sqrt{\frac{\text{SSE}}{n-m}}
\]  

(A5)

The RMSE in Figure A6a,b steadily decreases with increasing \( \Delta t \) leveling below 0.5 K, whereby the error for \( P_1 \) and \( P_3 \) is minimally smaller than for \( P_2 \) and \( P_4 \). This is partially true for a SOC of 10% in Figure A6c as well. In contrast to Figure A6a,b, the RMSE increases again for \( \Delta t \) greater than 25 ms except for the parametrization with \( P_1 \) and \( P_3 \) for the 26650 cell. Again, the error for \( P_1 \) and \( P_3 \) is in general smaller than for \( P_2 \) and \( P_4 \).

Figure A6. RMSE results for fitting Equation (4) for each investigated cell format and the four different pulse current types (\( P_1 \) to \( P_4 \)) at the SOCs 90\% (a), 50\% (b), and 10\% (c).
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