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Abstract: Battery capacity is an important metric for evaluating and predicting the health status of
lithium-ion batteries. In order to determine the answer, the battery’s capacity must be, with some
difficulty, directly measured online with existing methods. This paper proposes a multi-dimensional
health indicator (HI) battery state of health (SOH) prediction method involving the analysis of the
battery equivalent circuit model and constant current discharge characteristic curve. The values of
polarization resistance, polarization capacitance, and initial discharge resistance are identified as the
health indicators reflective of the battery’s state of health. Moreover, the retention strategy genetic
algorithm (e-GA) selects the optimal voltage drop segment, and the corresponding equal voltage
drop discharge time is also used as a health indicator. Based on the above health indicator selection
strategy, a battery SOH prediction model based on particle swarm optimization (PSO) and LSTM
neural network is constructed, and its accuracy is validated. The experimental results demonstrate
that the suggested strategy is accurate and generalizable. Compared with the prediction model with
single health indicator input, the accuracy is increased by 0.79%.

Keywords: lithium-ion batteries; health indicator; state of health; long short-term memory

1. Introduction

Under the burden of the energy crisis, the hunt for safe, clean, and efficient energy
conversion and storage technologies has risen to the forefront of the scientific research com-
munity. As a storage and conversion carrier of electrical energy [1], lithium-ion batteries are
extensively employed in electronic devices and systems because of their advantages of high
safety, many-cycle lifespan, low pollution, and low self-discharge rate. However, during the
cycling process, the battery’s internal structure will change with the accumulation of battery
uses, increasing the battery’s internal resistance [2] and the capacity decay degradation.
Aging lithium-ion batteries can cause a decline in the functionality of electronic devices
and bring safety hazards. Battery health status is an important indicator that reflects the
degree of battery deterioration and aging and that may be used as a reference indicator for
the replacement and recycling of deteriorated batteries so that the system can continue to
work properly and avoid incidents [3].

Current lithium-ion battery health state prediction research has made significant
strides, and several novel methodologies and techniques have been developed that can
effectively improve the accuracy of lithium-ion battery health state prediction. Battery
health state prediction methods are divided into two major categories [4], namely, model-
based prediction methods [5–7] and data-driven prediction methods [8–10]. Data-driven
prediction methods for lithium-ion battery SOH are the most widely used prediction
methods at home and abroad; the data-driven methods include Support Vector Machine
(SVM) [11,12], Gaussian Process Regression (GPR) [13–15], Relevance Vector Machine
(RVM) [16–18], and neural network methods [19–21], etc. The data-driven prediction
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methods based on the complicated chemical processes occurring within the battery do not
need to be considered and are more generic.

The degradation of lithium-ion batteries is often expressed by a drop in battery capacity
as the number of charge/discharge cycles increases, and the remaining battery capacity
can serve as an indicator of the battery’s health. However, battery capacity data is typically
impossible to collect directly online; hence, indirect health indicators are derived to predict
the battery’s remaining capacity and reflect the battery’s health status. Wei et al. [22] selected
battery capacity as the variable indicating the battery’s health status and used a support
vector regression-based method to estimate the battery’s SOH. However, battery capacity is
difficult to measure directly, and the metric lacks real-time capability. Hu et al. [23] selected
the sample entropy of discharge, voltage sample entropy, as the health indicator and
Huang et al. [24] selected equal voltage rise interval as the health indicator, but extracting
the health indicator only from a single scale does not reflect the different battery health
states well and is insufficient to predict complex capacity changes.

The data-driven prediction method does not need to consider complex electrochemical
characteristics but instead pulls health parameters that indicate the deterioration trend from
raw data, learns through intelligent algorithms, and predicts SOH. Li et al. [25] extracted
characteristic parameters from the capacity increment curve and established a model
for estimate and prediction using the Gaussian process regression technique. However,
the hyperparameter adjustment of the GPR algorithm is more complicated and involves
many matrix inversion operations. The algorithm’s complexity is quite high and its size
is huge; there is a limit to the quantity of training samples, and modeling is challenging.
Zhang et al. [26] proposed using the accelerated particle swarm optimization algorithm to
extract six new features from the cyclic charge and discharge cycle and develop an adaptive
multi-core correlator SOH prediction model. However, due to the high sparsity of RVM,
the prediction method based on RVM is often not stable enough; limited by its structure,
the model is only good in short-term prediction. Tian et al. [27] proposed a method for
extracting the temperature difference curve in the constant charging process as a health
factor and using the SVM to establish a SOH model, but the SVM algorithm has limitations,
in that it is difficult to select a kernel function, and it is difficult to handle when the data
scale is too large.

With the rapid advancement of machine learning and deep learning, neural networks
are increasingly employed to predict battery SOH. Guo et al. [28] proposed a deep-learning-
based lithium-ion battery capacity estimation method using recurrent neural network
(RNN) to learn to predict the discharge voltage sequence of the battery. However, RNN
suffers from intractable long-term reliance and restricted data input. Yin et al. [29] proposed
a technique for a combined online estimate of battery SOC and SOH based on long- and
short-term memory neural networks, the construction of LSTM neural network models, and
the incorporation of stage SOH averages into the calculation of SOC to accomplish joint esti-
mation. However, the LSTM prediction parameters are too many, and empirical parameter
selection makes it difficult to properly leverage the LSTM’s prediction capabilities.

In the existing field of battery health state prediction, the selection strategy of health
factors greatly impacts the prediction model’s accuracy. In the current research, however,
there are issues such as single health factor indications and long-term dependence on the
algorithm. The battery’s intricate internal construction makes it difficult to measure SOH
directly. Therefore, this paper proposes a method for analyzing constant current discharge
characteristics to extract multi-dimensional health indicators, including the extraction of
health factors through the equivalent model of lithium-ion batteries and constant current
discharge curves and the application of the e-GA algorithm to optimize the voltage drop
segment of the TAB. Finally, four health factors are obtained as model input, and the
hyperparameters of the LSTM model are optimized to predict the health status of the
lithium-ion battery.
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2. PSO Algorithm and LSTM Neural Network
2.1. LSTM Neural Network [30]

The decline of Li-ion batteries is a long-term continuous process, the state of the battery
is correlated with between each charge/discharge cycle, and the relationship between the
changes in the time series during the decline of battery should be fully considered when
data-driven methods are used. Some existing methods only rely on the measurement data
under the current cycle of the battery to evaluate the state of battery, without considering
the change of battery state. Differently, LSTM recurrent neural network is a kind of neural
network that takes the sequence data as input and recurs in the evolution direction of the
sequence. Also, the model can be used to make prediction for long sequence data, which
solves the problem that RNN is prone to gradient explosion or disappearance.

The key for LSTM neural network to solve the long-term dependence problem is to
add a complex “gate” structure to the normal RNN neural network to filter the redundant
information and decide to perform an update or discard operation for each data. The
sigmoid function is used as the activation function, and the output data in the sigmoid
ranges between “1” and “0” (1 means complete retention and 0 means complete discard).
The basic structure of LSTM is shown in Figure 1. A typical LSTM neuron consists of a
forgetting gate ft, input gate it, and output gate ot.
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Figure 1. LSTM structure diagram.

The forgetting gate determines how much of the cell state from the previous moment is
retained to the current moment cell state, and this information is processed by the sigmoid
function. The forgetting gate is calculated as follows:

ft = σ(W f [ht−1, xt] + b f ) (1)

The input gate is capable of selecting the key information to be stored in the inter-
nal state. The key information consists of two parts, and the first part determines the
information to be updated.

it = σ(Wi.[ht−1, xt] + bi) (2)

The second part adds the new information generated by the current input to the cell
status and then updates the cell status.

∼
Ct = tanh(Wc.[ht−1, xt] + bc) (3)

Ct = ft ∗ Ct−1 + it ∗
∼
Ct (4)

The output gate calculates the current moment’s information output and retains the
next hidden information.

ot = σ(Wo.[ht−1, xt] + bo) (5)

ht = ot ∗ tanh(ct) (6)
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where xt is the input at moment t; ht−1 is the output of the hidden layer at moment t− 1;
C̃t is the amount of information brought by the new input; W f , Wi, Wc, and Wo are the
weight matrices of ft, it, C̃t, and ot, respectively; and b f , bi, bc, and b f are bo their bias terms,
respectively.

2.2. Particle Swarm Optimization Algorithm [31]

The particle swarm optimization algorithm is a typical swarm intelligence optimization
algorithm. Similar to most swarm intelligence optimization algorithms, this algorithm
initializes a group of solutions (particles) randomly and then updates them iteratively. This
makes the whole population develop in the direction of better adaptive value, so as to find
the optimal solution to the problem in a limited number of iterative steps.

PSO initializes its state as a group of randomly generated particles, and then the
position of the particles is iteratively changed to find the optimal solution. The math-
ematical model of the particle swarm is as follows: Let the search space of the par-
ticle swarm be D-dimensional, and the number of particles is n. A population X =
(x1, x2, . . . , xm) is constituted, and any one Xid = (xi1, xi2, . . . , xiD) is selected in this
population; at this time, the velocity vector is Vi = {vi1, vi2, . . . viD) ; the individual
optimal position is Pid,pbest = (pi1, pi2, . . . piD); and the population optimal position is

Pd,gbest =
(

p1,gbest, p2,gbest, . . . pD,gbest

)
. The velocity and position change of each particle

are shown as follows.

vij(k + 1) = w.vij(k) + c1r1[pij(k)− xij(k)]− c2r2[pgj(k)− xij(k)] (7)

xij(k + 1) = xij(k) + vij(k+1) (8)

where c1 and c2 are learning factors as well as positive constants; w is the inertia weight; k
is the number of iterations; and pij and pgj are the current particle population local optimal
position and global optimal position, respectively.

Since the decline of the lithium battery’s lifetime is a continuous process as well as
a time series data, the LSTM model produces excellent results in time series prediction.
However, the hyperparameters in the LSTM algorithm have a significant impact on the
accuracy of load prediction. Therefore, PSO is used to optimize the hyperparameters
of LSTM.

3. SOH Prediction Feature Health Factor Extraction

The internal chemical reaction of lithium battery aging and aging will be accompanied
by the changes in capacitance and resistance, while the changes in resistance and capac-
itance are often not quantifiable. Therefore, in practice, the battery capacity is reflected
by direct or indirect health indicators. The health indicator can be the battery capacity,
resistance, and other inherent parameters of the battery. Alternatively, it can be the time
variation of the iso-voltage difference, the capacity increment curve, and the time when the
battery temperature reaches its peak. In this paper, the selected health indicator is used as
the input of the battery prediction model to build the battery SOH prediction model.

3.1. First-Order RC Equivalent Model for Lithium Batteries

The lithium battery equivalent circuit consists of an ideal voltage source, a resistor
and n RC loops. The first-order and second-order RC equivalent circuit models are more
accurate and reliable than other models. When the HPPC experimental environment is not
needed, the first-order RC equivalent circuit is advantageous in speed and in the outcome
of identification. The MAE and RMSE of terminal voltage and open circuit voltage as
estimated by different models are shown in Table 1 [32].
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Table 1. The correlation between different health indicators and capacity.

First-Order RC Model Second-Order RC Model

MAEV 0.00034 0.00033
RMSEV 0.00059 0.00057

MAEOCV 0.02176 0.02728
RMSEOCV 0.04258 0.07310

The first-order RC equivalent circuit model of a lithium battery is shown in
Figure 2 [33]. This model consists of a resistor, an ideal voltage source, and an RC loop.
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According to the equivalent model shown in Figure 2, the equivalent equation of
the circuit can be obtained according to the Kirchhoff voltage and current law and other
relevant knowledge:

Vd = Vocv − IR0 −V1 (9)
•
V1 = − 1

R1C1
V1 +

1
C1

I (10)

where R0 is the battery ohmic internal resistance, R1 is the battery polarization internal
resistance, C1 is the battery polarization capacitance, Vd is the battery terminal voltage, Vocv
is the battery open circuit voltage, V1 is the battery polarization voltage, and I is the battery
charge and discharge current.

By analyzing the change of terminal voltage in the three stages of discharge, it can be
established that the discharge of lithium battery is the zero-step response stage when the
terminal voltage Vd changes over time, as shown in Equation (11).

Vd = Vocv − IR0 − IR1(1− e−
t

R1C1 ) (11)

The static stage after the discharge is the zero-input response stage. At this time,
the formula of terminal voltage calculation is shown in Formula (12) and Formula (13),
from which it can be seen that it will gradually decay to 0 after a period of time as the
polarization reaction diminishes [34].

Vd = Vocv −V1(0)e
− t

R1C1 (12)

V1(0) = IR1 (13)

3.2. Selection of Health Indicators

Based on the equivalent circuit model of the lithium battery, the external characteris-
tics of the lithium battery, as indicated by the discharge curve of the terminal voltage, are
analyzed and fitted. The polarization reaction of the lithium battery is closely related to
the SOH of the battery, and the polarization resistance and capacitance of the battery will
change with the cycle. The increase in the number of times shows a regular change. The
initial discharge internal resistance, polarization internal resistance, and polarization capac-
itance of the battery are taken as important indicators to map the SOH of the lithium battery,



Batteries 2023, 9, 80 6 of 20

so as to predict the actual capacity of the battery according to its partial discharge charac-
teristics. Therefore, the initial discharge internal resistance, polarization internal resistance,
and polarization capacitance of the battery are regarded as the health indicators of the
battery’s capacity. Also, the initial discharge internal resistance value TAB as an important
manifestation of battery degradation is also regarded as one of the health indicators.

3.2.1. Using Parameter Identification to Extract R1 and C1

According to the constant current discharge characteristics of the battery, the primary
discharge process is divided into three parts: before discharge (before point a), during
discharge (from point b to point c) and after discharge (after point d). It can be seen that
after the completion of discharge, there will be a period of voltage rise when the battery
is left standing for a short period of time. The reason for this phenomenon is that the
battery’s discharge is accompanied by a polarization reaction. The polarization reaction
is manifested as a voltage change of the battery. In case of high-current discharging, the
voltage drop will be large. When the discharging stops, the battery polarization stops,
and the battery’s voltage will rise significantly. According to Equations (12) and (13), the

rebound curve after discharge at point d is a function curve expressed as IR1(1− e−
1

R1C1 )
in Figure 3, which provides a basis for the next round of parameter identification. In this
paper, the curve parameter identification and the least squares method are used.
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Figure 3. Variation curve of terminal voltage discharge process.

The B0005 battery data of a NASA lithium battery is selected as the research object.
This is the most used public dataset in the current research in this field. A constant
temperature box is used to eliminate the influence of external temperature. However, there
are only a few battery samples in this data set, each battery sample corresponds to a single
battery, and the sample points of each battery sample are relatively small. Also, the battery
capacity degradation curve will show a phenomenon of short-term capacity regeneration.
Among them, the B0005 battery data provided by NASA has a total of 168 cycles. In order to
identify health factors through the discharge recovery phase, the terminal voltage recovery
curve during 168 discharges is sorted out as shown in Figure 4. The starting point in the
figure is point c in Figure 3. Since the terminal voltage values have time intervals, the actual
voltage curve shows a certain distortion. Therefore, curve fitting is performed to infer the
position of point d in the theoretical curve, which is the work of the subsequent preparation
for identification.

In order to find the position of point d, the polyfit function in MATLAB is used to
fit the remaining points in each cycle recovery voltage curve except the first point based
on the fifth degree polynomial fitting through the least square method, where the polyfit
function is the minimum used in MATLAB. The function of quadratic method parameter
estimation for curve fitting can be called by command statement, and the output is the
coefficient line. The fitting results are shown in Figure 5. For each cycle, point d is taken
as the origin of the coordinate axis, and the recovery curve of the polarization reaction is
drawn, as shown in Figure 6.
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Figure 6. Rising voltage curve of each cyclic polarization reaction.

According to Equations (12) and (13) after the end of the discharge polarization
reaction formula, it can be deduced that the polarization reaction formula in Figure 4 is
as follows:

V1 = IR1(1− e−
t

R1C1 ) (14)
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where the values of the parameters are unknown. The process of identifying curve parame-
ters by using the least squares method is shown in Figure 7. Specifically, Figure 7a shows
the identification result of the entire cycle, the blue points represent the actual voltage
values, and the red curve represents the identification curve of the polarization formula,
while Figure 7b present the identification results of several cycles.
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Finally, the polarization internal resistance and polarization capacitance are identified
as shown in Figure 8. It can be seen from the figure that the polarization resistance and
capacitance change regularly with the increase in the number of cycles [35], and R1 and C1
are feasible as the health factors of the battery to map the battery SOH.
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Figure 8. Polarization identification results. (a) Polarization resistance vs. cycle number; (b) Polariza-
tion capacitance vs. cycle number.

3.2.2. Modified Discharge Curve Extraction R01

The initial stage of discharge is the ohmic polarization stage, the voltage drop is caused
by the internal resistance of each part of the battery connection, and the value of voltage
drop follows Ohm’s law. Since the terminal voltage curve is not displayed in real time, the
position of point b in Figure 9 on the actual voltage curve can be estimated by calculation.
Also, the value of R1 and C1 can be obtained, while Equation (11) can be used to estimate
the position of point b. Then, the value of corresponding discharge initial internal resistance
R01 can be obtained through the ratio of the voltage difference and the discharge current
between point a and point b as shown in Figure 9. Figure 10 shows the curve of discharge
initial resistance changing with cycle.
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3.2.3. Extracting TAB under Constant Current Working Condition

Under the context of constant current, the discharge capacity CAB is obtained by
multiplying the equal voltage drop discharge time series TAB by the discharge current,
and the comparison curve between CAB and actual capacity of B0005 lithium battery is
obtained by selecting a fixed voltage drop range of 3.8–3.5 V. As can be seen clearly from
Figure 11, the connection with the actual capacity of the battery is very close. The feasibility
of equal pressure drop discharge time as an indirect health indicator is verified. Among
them, the actual capacity of the battery is measured by the ampere-hour method from the
current curve of the battery in the process of discharging from the fully charged state to the
cut-off voltage.

According to Equation (11), the effect of the polarization reaction on the end voltage
will gradually decline or even disappear rapidly as the discharge process proceeds. There-
fore, the end voltage can be taken as a simple internal resistance model equation, as shown
in Equation (15) for most of the time in the discharge process [36].

Vd = Vocv − IR0 − IR1(1− e−
t

R1C1 ) ≈ Vocv − IR0 − IR1 (15)
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3.3. Optimization of Health Indicator Based on e-GA

Although equal pressure drop discharge time is widely used as a health indicator for
battery health state prediction, the TAB obtained by selecting different discharge voltage
drop fragments varies, and the accuracy of prediction results produced by using them
often varies significantly. To select a suitable health indicator, three discharge voltage
drop segments (3.8–3.5 V, 3.5–3.2 V, and 3.0–2.7 V) are selected for comparison by exam-
ining the correlation between the iso-voltage drop and the actual capacity for different
intervals. In the existing studies, there is a gray correlation analysis conducted to analyze
the relationship between the extracted equal voltage drop discharge time and the actual
discharge capacity [37], but the algorithm is computationally intensive. Therefore, the
Pearson product distance correlation coefficient is used to verify the correlation between the
different iso-voltage drop discharge time and the actual capacity. The calculation equation
is shown as Equation (16).

r =

n
∑

i=1
(xi − x̂)(yi − ŷ)√

n
∑

i=1
(xi − x̂)

2
√

n
∑

i=1
(yi − ŷ)

2
(16)

where x and y are the comparison sequences with the sequence length n, and r is the
Pearson correlation coefficient between the two sequences. The sequences generated by the
R01, R1, C1, and TAB with the number of cycles are x, and the battery capacity sequence is
y. When r > 0, the x and y sequences show positive correlation. When r < 0, the x and y
sequences show negative correlation. The correlation relationship between the four health
indicators and the actual capacity is obtained as follows.

As shown in Table 2, the correlations of the health indicators R01, R1, and C1 are
moderate or weak, but the correlation coefficient of TAB is related to the selection of the
pressure drop interval. Therefore, the commonly used voltage interval for battery discharge
is delineated, and the span of the voltage drop interval is constrained. The genetic algorithm
based on the elite selection model is used to optimize the voltage drop segment. With
the Pearson correlation as the fitness function of the e-GA algorithm, the pressure drop
segment with the best correlation of TAB is selected.
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Table 2. The correlation between different health indicators and capacity.

Sequence Correlation Coefficient

R01 0.4101
R1 0.2561
C1 −0.3071

TAB (3.8–3.5 V) 0.9962
TAB (3.5–3.2 V) −0.6221
TAB (3.0–2.7 V) −0.9833

The elite retention strategy is adopted to optimize GA. The individual with the highest
level of fitness in the current generation is retained as an elite individual, and the remaining
individuals are subjected to genetic operations such as random selection, crossover, and
mutation. The steps of the algorithm include population initialization, fitness function
setting, selection, crossover and mutation, and elite retention strategies. The voltage
drop interval selected by the model ranges between 0.1 V and 0.2 V. Considering that the
commonly used SOC range is from 80% to 30%, the search range for the optimal voltage
drop interval of the B0005 battery VA is 3.85–3.10 V, e-GA. The algorithm has a step size of
0.01 V and 0.05 V. The model parameters are set as follows: the number of individuals in
the initial population n = 20, the number of evolution k = 100, the crossover rate Pc = 0.4,
and Pm = 0.1.

The flowchart of model algorithm is as follows:
Step 1: Population initialization, which is to randomly generate the initial population

P(t) of n individuals through binary coding of the selected pressure drop sequence.
Step 2: Fitness function, where the Pearson product-distance correlation coefficient is

used to calculate individual fitness.
Step 3: Selection operator, which is used to obtain the individual fitness according to

the fitness function, with n individuals randomly selected from the population (each indi-
vidual has the same probability of being selected) for the population individual gambler.

Step 4: Crossover operator, with single-point crossover used and population individ-
uals randomly paired. After successful pairing, a crossover bit is randomly selected by
single-point crossover according to the crossover probability, the binary code exchange of
the crossover bit is performed, and two new individuals will be obtained. Then, the new
individual is tested. If the test is successful, the mutation operator is entered; otherwise,
the cross position is re-selected until the test is successful.

Step 5: Mutation operator, where the individual is a binary coded string and the basic
mutation method is used to mutate the individual. According to the mutation rate Pm, the
compiled bit is randomly selected, the binary character corresponding to the bit is reversed,
and the fitness of the compiled individual is verified. If the verification is successful, then
we proceed to get a new generation of individuals; otherwise, they will be re-selected and
compiled until the verification is successful.

Step 6: Elite retention strategy, where the optimal individual with the optimal fitness
value searched in the evolution of the population is saved as an elite individual. Also, the
individual with the lowest fitness is replaced in the next generation, so as to avoid the loss
and destruction of the best genes in the current population.

Step 7: It is determined whether the termination condition is satisfied. If the evolu-
tionary count is reached, the pressure drop fragment with the optimal fitness is outputted;
otherwise, the evolutionary count is increased by one before returning to step 2.

The optimized adaptation curve is obtained using the e-GA model, as shown in
Figure 12. A total of 168 cycles of the B0005 cell correlation optimal correlation correspond to
the interval of equal pressure drop ranging from 3.65 V to 3.45 V, and the optimal individual
adaptation is 0.9989, which improves the correlation coefficient by 0.0027 compared to the
interval of 3.8 V–3.5 V. Also, the measurement time is reduced by about 200 s according to
the comparative test.
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4. PSO-LSTM Network Model

Although the LSTM network can be used to solve the long-term dependence problem
that RNN cannot handle, the introduction of the gate structure increases the number of
hyperparameters. If the selection of hyperparameters is unreasonable, the accuracy of
prediction will be insufficient. Therefore, PSO is used to optimize the hyperparameters
of the LSTM network and to build a PSO-LSTM lithium-ion capacity prediction model.
Considering the training time of the neural network and the need for the PSO algorithm to
repeatedly obtain the error of the verification set as the fitness value, the LSTM network with
a single-layer structure is selected. Thus, there are three hyperparameters to be configured:
learning rate ε, training times k and hidden layer neuron number L1. The structure of the
PSO-LSTM algorithm model is shown in Figure 13. The three hyperparameters of LSTM
are used as the parameters to be optimized for PSO, and the fitness function is the mean
absolute percentage error (MAPE) outputted by the model, as shown in Equation (17):

F(X) = min(MAPE) (17)

where MAPE is calculated as shown in (18).

MAPE =
1
n

n

∑
i=1

|ŷn − yn|
yn

(18)

where yn is the actual value of the remaining capacity, ŷn is the predicted value of the
remaining capacity, and n denotes the number of predicted load points.

The combined model algorithm process is as follows:
Step 1: Data processing, where the battery degradation data is obtained from the NASA

Li-ion battery data set, with the B0005 battery data divided into training set, validation set,
and test set at a ratio of 6:1:3. Specifically, the first 100 cycles comprise the training set data,
cycles 101 to 118 comprise the validation set, and cycles 119 to 168 comprise the test set.
The health indicators (R1, C1, R01, TAB), as described in the previous section, are extracted
and normalized.

Step 2: Optimization of the LSTM hyperparameters through PSO.
(1) With the learning rate, the number of training times, and the number of neurons in

the hidden layer in the LSTM model as the optimization objects, their search ranges are
determined. Based on the actual training volume and experience, the learning rate range of
the solvable space is selected as [0,0.2], the range for the number of neurons in the hidden
layer is [1,50], and the range of training time is [100,500]

(2) The PSO parameters are initialized, with the particle dimension set as 20, the
population set as 100, the minimum value of particle velocity Vmin = [0.001,1,10], the
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maximum value Vmax = [0.05,10,50], the number of iterations M = 100, the learning factor is
c1 = c2 = 1.2, and the inertia weight is w = 0.8, taking into account the variation of neural
network hyperparameters, randomly generated search point velocity and position in the
search range and position, where the randomly generated particle position is a multiple
of Vmin.

(3) The fitness value of PSO is calculated. The fitness value of each particle is calculated,
the LSTM model is constructed with the corresponding parameters of each particle, the
LSTM model is built using the training set, the verification set data are predicted, and the
error of the verification set prediction result is calculated as the fitness value of each particle.
The fitness formula is shown in Equation (17), and the particle individual extremum pbest
and global extremum gbest are updated.

(4) Position and speed are updated. The search speed and position of hyperparameters
are updated according to Equations (7) and (8). In order to prevent the particles from
exceeding the search range and jumping out of the solution space at the time of search, it is
replaced with the boundary value if the speed exceeds the boundary.

(5) It is judged whether the algorithm meets the criterion of termination. If this
criterion is met, the population history optimal solution is ended and outputted; otherwise,
we return to step 3.

Step 3: Model training, with the global optimal parameters searched in step 2 con-
figured into the LSTM network model. Besides, four health indicators obtained from the
first 118 cycles are used as input for model training, so as to obtain the PSO-LSTM battery
capacity prediction model.

Step 4: Model testing, with the standardized data of the health indicator of the 50 cycles
inputted into the prediction model after the test set to obtain the capacity prediction results.
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5. Example Results and Analysis
5.1. Experimental Data and Pre-Processing

The experiments conducted in this paper will use the lithium-ion battery data set
published by NASA PCoE, and select the B0005 and B0018 battery data describing constant
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current charge and discharge cycles at room temperature. The experimental equipment
of NASA PCoE mainly includes commercial 18,650 lithium-ion batteries, programmable
four-channel DC electronic load, programmable four-channel DC power supply, voltmeter,
ammeter, thermocouple sensor kit, custom EIS equipment, thermostat, PXI chassis-based
data collection and test console, and MATLAB-based test control. The positive electrode
material of the 18,650 lithium-ion battery is potassium cobaltate, the negative electrode
material is graphite, and the main material of the electrolyte is potassium hexafluorophos-
phate. The preparation method of the electrode is as follows: the active material phosphoric
acid lithium iron, conductive agent, and binder are uniformly mixed in a certain proportion
to make a slurry which is evenly coated on the current-collector, and the electrode sheet is
obtained after drying, rolling, and shearing. Table 3 shows an overview of properties of the
electrodes and separator built into 18,650 cells [38].

Table 3. Overview of properties of the electrodes and separator built into 18,650 cells.

Anode Cathode

Active material graphite LiXNi0.33Co0.33O2
Electrode thicknesses (double side coat) 126 µm 125 µm

Current collector foil thicknesses 10 µm (Cu) 20 µm (Al)
Areal capacity 5.00 m Ah/cm2 4.12 m Ah/cm2

N/P 1.21
Separator thickness 16 µm

The battery cycle experiment of NASA PCoE is detailed as follows:
(1) Charge the battery with a constant current of 1.5 A until the voltage of the battery

rises to 4.2 V, then switch to constant voltage charging, and end the charging phase when
the current drops to 20 mA.

(2) Put the battery aside, conduct EIS impedance measurement during the period,
and measure the internal resistance parameters of the battery with an electrochemical
impedance tester at a frequency of 0.1 HZ~5 Hz.

(3) Discharge the battery with a current of 2 A, and end the discharge stage after the
battery discharge cut-off voltage is reached. The discharge cut-off voltage of B0005 is 2.7 V,
the electrical cut-off voltage of B1008 is 2.5 V, and the discharge cut-off voltage is 2.5 V.

(4) Put the battery on hold, and perform the EIS impedance measurement at the same
time.

The above steps are repeated until the actual capacity of the battery drops to 70% of
the rated capacity, from 2 Ah to below 1.4 Ah. In the experiment, B5 obtained a total of
168 sets of experimental data, and B1008 obtained 132 sets of data.

Since the two batteries belong to the same model and are charged and discharged at a
constant current, the SOH prediction model trained by the B0005 battery data is applied
to the B0018 battery with different cut-off voltages, thereby verifying the accuracy and
generalization of the model.

According to the discharge data of 132 cycles of B0018, the proposed HI selection
strategy and method, the voltage curves of the post-discharge stage and the initial discharge
stage, as well as curve fitting and parameter identification, the four health factor curves
shown in Figure 14 are obtained. Figure 14a shows a CAB of 3.65–3.45 V. The discharge
range is selected using e-GA for optimization, and the discharge amount obtained by multi-
plying TAB and the discharge current is CAB. Figure 14b shows the results of initial internal
resistance identification. By correcting the discharge curve, the position of the end point of
the ohmic polarization phase is obtained. Then, the corresponding discharge initial internal
resistance value R01 can be obtained through the ratio of the voltage difference between
the start and end points of the ohmic polarization phase and the discharge current. Fig-
ure 14c,d shows the polarization resistance and polarization capacitance. The time-domain
expression of the discharge process is obtained through the analysis of the equivalent
circuit, and the curve fitting is carried out in combination with the discharge curve of the
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external characteristics of the lithium battery, that is, the terminal voltage. Also, parameter
identification is performed to obtain polarization resistance and polarization capacitance.
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Based on the discharge data of 132 cycles of B0018, the proposed HI selection strategy
and method, the voltage curves of the post-discharge stage and the initial discharge stage,
as well as curve fitting and parameter identification, four health indicator curves as shown
in Figure 14 are obtained.

It is also necessary to normalize the four health indicators extracted through the above
process, and the normalization equation is expressed as follows:

x′ =
x− xmin

xmax − xmin
(19)

where x′ is the normalized value, x is the data value, xmin is the minimum value of the data,
and xmax is the maximum value of the data.

5.2. Experimental Results and Analysis
5.2.1. Model Evaluation Indicators

To evaluate the accuracy of the Li-ion battery SOH prediction model based on the
extraction of multidimensional health indicators, the mean absolute percentage error and
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mean-square error (MSE) are used to assess the prediction effect of the model, and the
MAPE and MSE are calculated, as shown in Equations (18) and (20).

MSE =
1
n

n

∑
i=1

(ŷn − yn)
2

(20)

where n indicates the length of the test sample, yn denotes the true value and ŷn denotes the
predicted value. MAPE and MSE have smaller values, indicating that the model performs
better in prediction.

5.2.2. Analysis of Results

Since the LSTM used in this paper is an improved neural network, the BP neural
network model is introduced for comparison. The basic idea of the BP algorithm is as
follows. The learning process consists of two steps: the forward propagation of the signal
and the reverse propagation of the error. The error output is calculated in the direction
from input to output, and the weight and threshold are adjusted from the output-to-input
direction. The PSO-BP model optimizes the BP neural network for the PSO algorithm, and
selects the optimal hyperparameters. However, based on the modification to the weight
principle based on the error gradient descent, the result inevitably suffers problems such as
local minima, slow convergence speed, and shocks. Consequently, there are certain defects
in the prediction of the remaining capacity of the battery. As an effective method of time
series analysis, LSTM produces a better effect in the prediction of remaining capacity.

The cyclic charge/discharge data of two types of batteries are extracted from the
NASA dataset, while single health indicator (TAB), multiple health indicators (R1, C1, R01,
TAB) and optimized multiple health indicators (R1, C1, R01, TAB) are selected as model
inputs. Then, two algorithm models, PSO-BP and PSO-LSTM, are built for comparison.

Among them, the unoptimized TAB voltage drop range is 3.8–3.5 V, and the optimized
TAB voltage drop range is 3.65–3.45 V. The amount of charge and discharge data of NASA
lithium batteries is small. The B0005 lithium battery contains 168 charging cycles. The first
100 cycles are used as the training set, and the last 68 cycles are used as the test set. While
B0018 contains only 132 charging cycles, with the first 80 cycles used as the training set and
the last 52 cycles used as the test set. The SOH prediction results of the 18,650 Li-ion battery
for B0005 and B0018 are shown in Figures 15–17.
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Figure 15. Prediction results of three HI strategies in the PSO-BP network. (a) Single health indicator;
(b) Multiple health indicator; (c) Optimized multi-health indicator.
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Figure 16. Prediction results of three HI strategies in the PSO-LSTM network. (a) Single health
indicator; (b) Multiple health indicator; (c) Optimized multi-health indicator.
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Figure 17. SOH prediction results of the B0018 battery.

According to Figures 15–17, the prediction results obtained from the multidimensional
health index combined with the PSO-LSTM algorithm model as proposed in this paper are
more accurate than the other five groups of comparative experiments, and the prediction
results almost match the actual results. Among them, the black solid line indicates the actual
capacity of the battery, and the blue dashed line indicates the prediction result of the model,
together with the number of cycles. Also, the single health indicator prediction shows a
trend of degradation with the increase of training times. Tables 4 and 5 show that, overall,
the prediction effect of the LSTM network is better than that of the BP network, while in
the same network, the optimized multi-HI strategy has the best prediction effect. Also,
the multi-HI strategy with fixed pressure drop fragment TAB and the single-HI strategy
perform slightly worse in prediction. The prediction model achieves a 99.76% accuracy in
B0005 with high precision, and the model achieves a 98.65% accuracy in B0018 with good
generalization ability.

The method as studied in this paper compares other health factors combined with
data-driven SOH prediction methods. The comparison of prediction models is shown
in Table 6. According to the comparison of prediction result errors of multi-dimensional
health factors combined with PSO-LSTM algorithm in Table 4, the estimated error based
on GWO-LSTM algorithm is 1.86%, the estimated error based on EKF-GPR algorithm is
0.26%, and the error based on GA-SVR algorithm is 0.71%. The prediction error based on
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Elman algorithm is 0.89%, and the error based on CNN-LSTM algorithm is 0.33%. It can be
concluded that the multidimensional health factor combined with PSO-LSTM method has
higher accuracy and better effect.

Table 4. Hyperparameter configuration results and error table.

Algorithm HI Selection Strategy Number of
Trainings

Number of
Neurons

Learning
Rate

MSE
(e-05)

MAPE
(%)

PSO–BP
Single health indicator 390 49 0.04 44.5980 1.558756

Multiple health indicator 200 34 0.08 43.6870 1.535629
Optimized multi-health indicator 170 18 0.14 20.8990 0.993734

PSO-LSTM
Single health indicator 320 12 0.18 25.8590 1.024413

Multiple health indicator 300 20 0.20 8.57237 0.636016
Optimized multi-health indicator 470 50 0.17 1.47469 0.231071

Table 5. SOH prediction error analysis of the B0018 battery.

Battery Serial Number MSE (e-05) MAPE (%)

B0018 67.846 1.35178

Table 6. Prediction effect of SOH model established by other models.

Network Models Built in the Literature HI Selection Strategy MAPE (%)

GWO-LSTM [39] Battery capacity for the previous cycle 1.86
EKF-GPR [40] Fragment charging time 0.26
GA-SVR [41] Average discharge voltage and average temperature 0.71
Elman [42] TAB (3.7–3.5 V) 0.89

CNN-LSTM [43] TAB (3.8–3.5 V) 0.33

6. Conclusions

To address the problems like the insufficient fitting of a single health indicator and the
difficulty in online measurement of a battery’s internal resistance, this paper proposes a
method to extract multidimensional health indexes based on constant current discharge
characteristics. Firstly, polarization resistance and capacitance are extracted based on
the least squares method for discharge curve parameter identification. Secondly, initial
discharge resistance is extracted by correcting the discharge curve, and then the equal
voltage drop time series is taken as an indirect health indicator by e-GA. Finally, the e-
GA is used as the indirect health indicator to optimize the time series, and a combined
PSO-LSTM neural network SOH prediction model is established based on the extracted
health indicators.

The experimental results show that the optimized multidimensional health indicator
represents an improvement of 0.79% compared with the single health indicator in the
prediction of the SOH prediction model, as established for the PSO-LSTM neural network.
In addition, for the B0005 lithium-ion battery, the accuracy of the PSO-LSTM model as
established based on the extraction of multidimensional health indexes for constant current
conditions reaches 99.76%, and the mean square error is 0.0000147, which verifies that the
model has high accuracy and is more accurate for the B0018 battery.
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