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Abstract: Capacity decline is the focus of traditional battery health estimation as it is a significant external manifestation of battery aging. However, it is difficult to depict the internal aging information in depth. To achieve the goal of deeper online diagnosis and accurate prediction of battery aging, this paper proposes a data-driven battery aging mechanism analysis and degradation pathway prediction approach. Firstly, a non-destructive aging mechanism analysis method based on the open-circuit voltage model is proposed, where the internal aging modes are quantified through the marine predator algorithm. Secondly, through the design of multi-factor and multi-level orthogonal aging experiments, the dominant aging modes and critical aging factors affecting the battery capacity decay at different life phases are determined using statistical analysis methods. Thirdly, a data-driven multi-factor coupled battery aging mechanism prediction model is developed. Specifically, the Transformer network is designed to establish nonlinear relationships between factors and aging modes, and the regression-based data enhancement is performed to enhance the model generalization capability. To enhance the adaptability to variations in aging conditions, the model outputs are set to the increments of the aging modes. Finally, the experimental results verify that the proposed approach can achieve satisfactory performances under different aging conditions.
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1. Introduction

Nowadays, the world is facing increasing fossil energy shortage and environmental pollution problems. New energy electric vehicles and smart grid technologies are gaining more and more attention [1]. Advanced energy storage technology provides a strong impetus for their development. Compared with other energy storage methods, lithium-ion batteries show strong advantages in high energy density, low self-discharge rate, long cycle life, and mobility [2]. However, lithium-ion batteries inevitably suffer performance degradation during use, which in turn affects the safety and reliability of energy storage systems [3]. Therefore, it is essential to monitor the state of health (SOH) of lithium-ion batteries and to predict their future aging pathway [4].

However because the lithium-ion battery is a complex electrochemical system, accurate health prediction is not an easy task [5]. Currently, there are many scholars who have conducted a lot of research in this area. Health prediction methods can be divided into two main categories: model-based methods and data-driven methods. The model-based methods rely on a mathematical model to portray the aging behavior of the battery. A common method is to build a high-precision battery model and then use adaptive algorithms, such as Kalman filters (KFs) [6] and particle filters (PFs) [7], to update the model parameters associated with aging. Equivalent circuit models (ECMs) are widely used due to their simple structure and low computational complexity. In Ref. [8], a particle swarm optimization (PSO) algorithm was developed to estimate both capacity and power fade in a cloud-based battery management system (BMS), where capacity and ohmic resistance in
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the ECM are used as health indices. In Ref. [9], a health diagnosis method for the battery pack based on an empirical model improved ECM was proposed. A parameter lookup table is established, and virtual measurement of the capacity of the cells and battery pack can be achieved based on partial discharge curves. The ECM-based methods essentially consider the battery model parameters as the SOH. However, the clear physical meaning of these parameters still needs to be discussed [10]. In contrast to the ECMs, the physical meaning of the parameters of the electrochemical model (EM) is well defined. However, the structure of EMs is complex, and the number of model parameters is large, some of which are coupled with each other. The accurate acquisition of parameters remains challenging. In Ref. [11], critical mechanism parameters that dominate electrical performance and capture aging modes were determined through correlation and sensitivity analysis. Then, a non-invasive quantification and health prediction method for aging mechanisms was proposed by combining an EM with the model migration approach. In Ref. [12], an open circuit voltage (OCV) matching model was developed based on a single particle model (SPM) to quantify the aging modes. In addition, the prediction of health and remaining useful life (RUL) was achieved by building semi-empirical models of three aging modes using the PF. There are also some studies that predict aging trajectories by directly building empirical aging models [13]. In Ref. [14], a semi-empirical model based on Coulomb efficiency was developed to capture the battery capacity degradation. In addition, a PF was designed to achieve online updating of model parameters and online health prediction. In Ref. [15], a multi-factor coupled capacity decay model at a low temperature was developed by considering the charging rate, charging temperature, and charging cutoff voltage factors based on the results of orthogonal experiments. This empirical model was successfully applied to the low temperature charging strategy.

With the development of artificial intelligence technology, data-driven methods are becoming increasingly popular [16]. These methods directly predict degradation trends from historical monitoring voltage, current, and temperature data [17]. In Ref. [18], a PSO-nonlinear autoregressive with exogenous input neural network (PSO-NARXNN) approach for health prediction was proposed. Eight features are extracted from partial voltage, capacity, and temperature profiles as network inputs. In Ref. [19], cyclic aging and calendar aging were analyzed under a variety of aging factors. Incremental capacity analysis (ICA) was used to reveal the multi-stage aging mechanism of the battery. Using the incremental capacity data as input, an long short-term memory (LSTM) recurrent neural network (RNN) model was then developed to achieve accurate prediction of capacity decay. This study focused on the effect of multiple external factors on the capacity degradation of lithium-ion batteries. However, the analysis of the essence of capacity decay, the battery aging mechanism, has been neglected. The external manifestations of battery aging are capacity and power degradation. However, the deeper cause is the presence of three aging modes associated with the positive and negative electrodes, namely loss of positive active materials (LAMp), loss of negative active materials (LAMn), and loss of lithium inventory (LLI) [12]. The LAMp and LAMn aging modes are mainly caused by electrode particle cracking, binder decomposition, and loss of electrical contact, etc. These aging modes produce dead lithium at the positive and negative electrodes of the cell that cannot be embedded and disengaged, and increase the cell impedance [20]. The LLI aging mode is mainly due to the growth of SEI film, lithium precipitation, electrolyte decomposition, etc. This aging mode depletes the amount of lithium ions that can migrate during battery charging and discharging, resulting in a decrease in available battery capacity [21]. These three degradation modes provide more in-depth information about the battery health and reveal the mechanism of battery aging. In Ref. [22], a lithium-ion battery degradation diagnosis framework was proposed based on digital twin technology, which allows online monitoring of battery degradation at the electrode level. A multi-step cuckoo search algorithm considering parameter sensitivity differences was developed for aging parameter estimation and aging modes identification. The proposed method could obtain great precision in the presence of sensor noise. In Ref. [23], an offline OCV-based battery aging diagnosis method was proposed. This method
fed partial charging curve data directly to a convolutional neural network (CNN), which allowed a fast aging diagnosis at the electrode level.

In summary, there are three possible issues that need to be addressed to achieve the quantification of the aging trajectory of lithium-ion batteries under complex operating conditions. (1) How to achieve a fast and in-depth diagnosis of aging mechanisms based on available measurement signals in the context of big data? (2) What are the dominant aging modes and critical aging factors for battery capacity decay during the whole life cycle? (3) How to achieve online diagnosis and prediction of internal aging mechanisms under complex aging conditions? In order to solve the above problems, a data-driven aging mechanism analysis and degradation pathway prediction method is proposed in this paper. The major contributions are as follows:

1. The internal aging mechanism under the external behavior of lithium battery capacity decay is quantified by establishing an OCV reconstruction model. The marine predators algorithm (MPA) is proposed for the identification of the aging mode related parameters;
2. The effects of external factors on the internal and external aging behavior of the battery are examined based on orthogonal experiments. The effects of different external factors on capacity decay and internal aging modes at different aging phases throughout the life cycle are quantified by means of the analysis of range (ANOR) and analysis of variance (ANOVA). The dominance of internal aging modes under different operating conditions is investigated using correlation analysis methods;
3. A Transformer-based prediction approach is proposed to model the pathway of battery capacity decay and aging modes change under multiple factors. A data enhancement technique based on a multiple regressor integration approach is proposed to empower the model.

The remainder of this paper is outlined as follows: The experimental setup and battery data acquisition are given in Section 2. The battery aging mechanism analysis method is described in Section 3. Section 4 gives the aging factor analysis method. The degradation pathway prediction model is developed in Section 5. Experimental results and evaluation are reported in Section 6. Finally, conclusions are summarized in Section 7.

2. Experiment

In this work, the analysis of the battery aging mechanism and the prediction of the aging path are investigated by taking LiFePO4/Graphite batteries as an example. The detailed specifications are listed in Table 1. In order to obtain sufficient supporting data for analysis, it is necessary to conduct a large number of battery experiments. These experiments include: (1) reference performance tests, (2) half battery tests, and (3) multi-factor aging experiments. The reference performance tests are used to obtain the maximum discharge capacity and OCV characteristics of the full cell at the current aging stage. The half battery tests are designed to investigate the open circuit potential (OCP) characteristics of the positive and negative electrodes, and thus the aging mechanism of the cell. The multi-factor aging experiments are dedicated to exploring the effects of different external factors on the aging rate of batteries. For each cell, reference performance tests are performed after hundreds of aging cycles. The half battery tests require destructive disassembly of the battery. After disassembly, the battery cannot be reassembled for the full cell experiments.

As the battery ages, the electrode active materials remain stable and the OCP characteristics of the battery electrodes remain almost unchanged [22,24]. However, their quantity and the amount of reacting lithium will change, which has a significant effect on their matching (scaling and translation) [12]. These matching changes lead to variations in the full battery OCV curves and reflect the aging mechanism [11]. In this paper, only a brand new battery is needed for the half battery tests.
Table 1. Specifications of the batteries.

<table>
<thead>
<tr>
<th>Item</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>A123 ANR26650M1B</td>
</tr>
<tr>
<td>Anode material</td>
<td>Graphite</td>
</tr>
<tr>
<td>Cathode material</td>
<td>LiFePO₄ (LFP)</td>
</tr>
<tr>
<td>Nominal capacity</td>
<td>2.5 Ah</td>
</tr>
<tr>
<td>Nominal voltage</td>
<td>3.3 V</td>
</tr>
<tr>
<td>Charge cutoff voltage</td>
<td>3.6 V</td>
</tr>
<tr>
<td>Discharge cutoff voltage</td>
<td>2.0 V</td>
</tr>
<tr>
<td>Operating temperature</td>
<td>−30 °C to 55 °C</td>
</tr>
<tr>
<td>Recommended standard charge current</td>
<td>2.5 A</td>
</tr>
<tr>
<td>Recommended fast charge current</td>
<td>10 A</td>
</tr>
<tr>
<td>Maximum continuous discharge current</td>
<td>50 A</td>
</tr>
</tbody>
</table>

2.1. Test Bench

To perform the above experiments, the experimental test bench has been established, as shown in Figure 1, which consists of a battery test system (NEWARE CT-4008T-5V12A), a programmable thermostat (NEWARE MHWX-200), an electrochemical workstation (Admiral Squidstat Plus), test batteries (A123 ANR26650M1B), and host computers. The battery test system is used to program current or power profiles that are loaded onto the test cells to simulate real-world operating conditions with the voltage limit of 0–5 V and a current limit of ±12 A. The thermostat is used to simulate the battery temperature management system and maintain the ambient temperature of the battery. The battery test system uploads the measured experimental data, including current, voltage, power, etc., to the host computer via TCP/IP communication. In addition, in order to investigate the electrode characteristics, the cells were disassembled and made into positive (LFP) and negative (graphite) half cells, respectively. The OCP curves of their positive and negative electrodes are measured using an electrochemical workstation.

Figure 1. Experimental setup.
2.2. Reference Performance Tests

The reference performance tests include the capacity test and the OCV test, both of which are conducted at an ambient temperature of 25 °C. The capacity test is performed using constant current and constant voltage (CCCV, 2.5 A/3.6 V/0.125 A) charging and constant current discharging (2.5 A/2.0 V) modes. Repeat charging and discharging at least 3 times until the variation of discharging capacity is less than 3%. The OCV is defined as the terminal voltage of the battery when there is no load, and the battery is in complete equilibrium. The OCV test is to obtain the relationship between OCV and SOC, and to build an OCV-SOC lookup table. Considering the rapid change of OCV at low and high SOC, 13 SOC points are selected: 0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.98, 1. First, fully charge the battery according to the standard charging mode (CCCV, 2.5 A/3.6 V/0.125 A). The voltage after 2 h of resting is the OCV when the battery SOC is 1. Then, the battery is discharged to the specified SOC point with constant current (2.5 A) and left for 2 h. The voltage at this time is the OCV at the current SOC. Finally, the OCV-SOC curve can be obtained by interpolation. It should be noted that the battery needs to be placed in a 25 °C thermostat for at least 2 h to ensure that the battery temperature is the same as the ambient temperature before conducting the reference performance tests.

2.3. Half Battery Tests

In order to perform half battery tests, it is necessary to make half batteries of the target battery. The preparation process is shown in Figure 1. Drain a brand new battery and disassemble it. Then, use the disassembled positive and negative materials to make half batteries. The reference electrode of the half battery is the lithium electrode. After the half batteries are fabricated, they are placed in a 25 °C thermostat, and OCP tests are performed with an electrochemical workstation. The OCP is defined as the terminal voltage of the half battery when there is no load and the half battery is in complete equilibrium. Before OCP tests, the half batteries are activated through three constant current charge/discharge (10 mA) cycles. The charge and discharge cutoff voltages of the LiFePO$_4$ half battery are 4.2 V and 2.5 V, respectively. The charge and discharge cutoff voltages of the graphite half battery are 1.2 V and 0.005 V, respectively. Eventually, the approximate OCP curves for the positive and negative electrodes can be obtained by discharging fully charged half batteries with a small current. Some studies have set the discharge current to extremely low rates such as 1/50 C [25] or 1/100 C [26,27]. The extremely small discharge current can greatly reduce the voltage drop across the half-cell impedance, so that the measurement curves can approximate the OCP curves of the electrodes. Further considering the hysteresis effect of LiFePO$_4$ and the time cost of the experiment, the following OCP test procedures are set up. The LiFePO$_4$ half battery is discharged at a constant current of 0.5 mA (about 1/120 C rate), and the graphite half battery is discharged at a constant current of 6.7 mA (about 1/60 C rate). It is assumed that, for a particular electrode material, the OCP at a given temperature depends only on the electrode SOC. The results of OCP tests with LiFePO$_4$ and graphite half-cells are shown in Figure 2. The relationships between OCP and SOC of positive electrode (PE) and negative electrode (NE) are fitted using empirical equations such as Equation (1) [28] and Equation (2) [29]. The parameters are identified through the nonlinear least squares method, as listed in Table 2. The fitting errors of PE OCP are 0.003 V (root mean square error, RMSE) and 1.988% (mean absolute percentage error, MAPE), respectively. The fitting errors of NE OCP are 0.010 V (RMSE) and 0.205% (MAPE), respectively. It can be seen that the fitting results highly overlap with the measured values, indicating that the above empirical equations are reliable and credible:

\[ U^+(s^+) = p_1 + p_2 \exp[p_3(1 - s^+)^p_4] + p_5 \exp[p_6(1 - s^+)^p_7] + p_8 \exp[p_9(1 - s^+)^p_{10}] \]  

\[ U^-(s^-) = a_0 + \sum_{n=1}^{7} a_n \cos(n\omega s^-) + b_n \sin(n\omega s^-) \]
where $U^+$ and $U^-$ are the OCPs of positive and negative electrodes, respectively. $s^+$ and $s^-$ denote the degrees of lithiation of the positive and negative electrodes (SOC of electrodes), respectively. $p$, $a$, $b$, and $\omega$ are the parameters of the empirical equations.

| Table 2. The parameters of PE and NE OCP functions. |
|---|---|---|---|---|---|---|---|---|---|
| $U^+(s^+)$ | $p_1$ | 3.408 | $p_2$ | 6.008 | $p_3$ | −0.829 | $p_4$ | −12.528 | $p_5$ | 1.276 |
| | | | | | | | | | | $p_6$ | $1.731 \times 10^{-6}$ |
| | | | | | | | | | | $p_7$ | 20.878 |
| | | | | | | | | | | $p_8$ | 6.010 |
| | | | | | | | | | | $p_9$ | $-1.714 \times 10^{-6}$ |
| | | | | | | | | | | $p_{10}$ | 20.887 |
| $U^-(s^-)$ | $a_0$ | $-17,841.093$ | $a_1$ | 17,484,766 | $a_2$ | 26,815.202 | $a_3$ | 9334.350 | $a_4$ | −21,015.019 |
| | $b_1$ | 26,815,202 | $b_2$ | 9334,350 | $b_3$ | $-12,857.426$ | $b_4$ | 1966.251 | $b_5$ | 3677.137 |
| | $b_6$ | 84.793 | $b_7$ | 24,098 | $b_8$ | 2.088 | $b_9$ | $24.039$ | $b_{10}$ | $-1665.302$ |
| | | | | | | | | | | $b_{11}$ | $-338.823$ |
| | | | | | | | | | | $b_{12}$ | 4239.019 |
| | | | | | | | | | | $b_{13}$ | 517.723 |
| | | | | | | | | | | $b_{14}$ | $-1665.302$ |
| | | | | | | | | | | $b_{15}$ | 4239.019 |
| | | | | | | | | | | $a_{16}$ | $-338.823$ |
| | | | | | | | | | | $a_{17}$ | 4239.019 |
| | | | | | | | | | | $a_{18}$ | 517.723 |
| | | | | | | | | | | $a_{19}$ | $-1665.302$ |

Figure 2. The results of OCP tests with LiFePO$_4$ and graphite half-cells: (a) LiFePO$_4$ half-cell; (b) graphite half-cell.

2.4. Design of Aging Experiments

The aging of batteries is influenced by a variety of external factors. There is a very complex relationship between these external factors and the aging mechanism of the battery. The question is which factors are more important and whether the degree of impact changes as the battery ages. However, it is very costly to perform all possible combinations of experiments in order to understand these relationships and then establish the aging path of the battery under complex stresses. The design of experiments is a technique or procedure that allows the statistical analysis of the obtained experimental results through planned experiments. This technique works by designing a small number of experiments in which several experimental conditions are systematically and systematically changed to obtain sufficient experimental data. Based on these data, mathematical models can be developed to understand the effect of the experimental conditions on the results. Two battery aging experiments are designed in this paper, including: the multi-factor multi-level orthogonal experiments and the one-factor-at-a-time (OFAT) experiments. The orthogonal experiments are used to explore the degree of influence of multiple factors on battery aging and the dominant aging modes during the aging process. The OFAT experiments are used to analyze the effect of each factor on battery aging individually.

2.4.1. Orthogonal Experiments

Orthogonal experiments are based on orthogonal analysis to select a very small but representative set of experiments to study the effects of multiple factors on experimental results simultaneously with much less time and experimental cost. Here, the aging factors considered include: ambient temperature, charge cutoff voltage, charge current, discharge current, and discharge cutoff voltage. It is essential to design reasonable stress levels for all factors. To ensure the safety of the aging test, the stress levels should be within the safe operating range specified in the battery data sheet, as shown in Table 1. In addition, the stress levels should be designed to cover most of the actual battery operating conditions...
and be as uniformly distributed as possible. Then, three uniform stress levels are designed for each factor, as shown in Table 3. It is assumed that the battery has a good temperature management system and will not be at extremely harsh temperatures, so three temperature levels are set: 25 °C, 45 °C, and 5 °C. The charging current uses the standard and fast charging currents recommended in the datasheet as the upper and lower limits, and then three stress levels were set uniformly: 10 A, 6.25 A, and 2.5 A. The battery can be continuously discharged up to 50 A. However, if discharged continuously with 50 A current, the battery will be empty in 3 min, which is not quite in line with the actual use. Here, the stress level of the discharge current is set to the same as the charge current. In addition, to investigate the effect of different voltage operation intervals on battery aging, three different levels of charge cutoff voltage (3.6 V, 3.5 V and 3.4 V) and discharge cutoff voltage (2 V, 2.5 V and 3 V) are set respectively. Therefore, a five-factor three-level orthogonal experiment is designed. However, there is no standard orthogonal table with exact correspondence. Then, the alternative nearly orthogonal design [30] is constructed using the public allpairs tool. The orthogonal experimental scheme is formulated as shown in Table 4.

### Table 3. Aging factors and levels.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Abbreviation</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient temperature (°C)</td>
<td>$F_1$</td>
<td>25</td>
<td>45</td>
<td>5</td>
</tr>
<tr>
<td>Charge cutoff voltage (V)</td>
<td>$F_2$</td>
<td>3.6</td>
<td>3.5</td>
<td>3.4</td>
</tr>
<tr>
<td>Charge current (A)</td>
<td>$F_3$</td>
<td>10</td>
<td>6.25</td>
<td>2.5</td>
</tr>
<tr>
<td>Discharge current (A)</td>
<td>$F_4$</td>
<td>10</td>
<td>6.25</td>
<td>2.5</td>
</tr>
<tr>
<td>Discharge cutoff voltage (V)</td>
<td>$F_5$</td>
<td>2</td>
<td>2.5</td>
<td>3</td>
</tr>
</tbody>
</table>

### Table 4. Orthogonal experimental scheme.

<table>
<thead>
<tr>
<th>Cell Index</th>
<th>$F_1$ (°C)</th>
<th>$F_2$ (V)</th>
<th>$F_3$ (A)</th>
<th>$F_4$ (A)</th>
<th>$F_5$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25</td>
<td>3.6</td>
<td>10</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>3.5</td>
<td>6.25</td>
<td>6.25</td>
<td>2.5</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>3.4</td>
<td>2.5</td>
<td>2.5</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>3.6</td>
<td>10</td>
<td>6.25</td>
<td>2.5</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>3.5</td>
<td>6.25</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>3.6</td>
<td>2.5</td>
<td>6.25</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>3.4</td>
<td>6.25</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>3.6</td>
<td>6.25</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>3.4</td>
<td>2.5</td>
<td>10</td>
<td>2.5</td>
</tr>
<tr>
<td>10</td>
<td>45</td>
<td>3.4</td>
<td>10</td>
<td>6.25</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>45</td>
<td>3.6</td>
<td>6.25</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>45</td>
<td>3.5</td>
<td>2.5</td>
<td>10</td>
<td>2.5</td>
</tr>
<tr>
<td>13</td>
<td>45</td>
<td>3.6</td>
<td>2.5</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>3.5</td>
<td>10</td>
<td>2.5</td>
<td>3</td>
</tr>
</tbody>
</table>

2.4.2. OFAT Experiments

The OFAT experimental scheme is formulated as shown in Table 5. Cell 1 is considered the reference cell. The effects of changes in each factor on battery aging are then analyzed separately by varying the level of just one of the five influencing factors. The battery current is usually dynamic during the actual use. Here, the discharge current profile of cell 19 is set to the Highway Fuel Economy Test (HWFET) operating condition. For comparison, the average current of HWFET operation is set to 2.5 A. In addition, cell 18, which varies the level of two factors ($F_2$ and $F_5$) in the cell aging condition, is added for subsequent validation of the generalizability of the aging model.
Table 5. OFAT experimental scheme.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Cell Index</th>
<th>$F_1$ (°C)</th>
<th>$F_2$ (V)</th>
<th>$F_3$ (A)</th>
<th>$F_4$ (A)</th>
<th>$F_5$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>1</td>
<td>25</td>
<td>3.6</td>
<td>10</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>$F_1$</td>
<td>20</td>
<td>45</td>
<td>3.6</td>
<td>10</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>5</td>
<td>3.6</td>
<td>10</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>$F_2$</td>
<td>23</td>
<td>25</td>
<td>3.5</td>
<td>10</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>25</td>
<td>3.4</td>
<td>10</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>$F_3$</td>
<td>15</td>
<td>25</td>
<td>3.6</td>
<td>6.25</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>25</td>
<td>3.6</td>
<td>2.5</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>$F_4$</td>
<td>26</td>
<td>25</td>
<td>3.6</td>
<td>10</td>
<td>6.25</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>25</td>
<td>3.6</td>
<td>10</td>
<td>2.5</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>25</td>
<td>3.6</td>
<td>10</td>
<td>HWFET</td>
<td>2</td>
</tr>
<tr>
<td>$F_5$</td>
<td>21</td>
<td>45</td>
<td>3.6</td>
<td>10</td>
<td>10</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>25</td>
<td>3.6</td>
<td>10</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>$F_2$ and $F_5$</td>
<td>18</td>
<td>25</td>
<td>3.5</td>
<td>10</td>
<td>10</td>
<td>3</td>
</tr>
</tbody>
</table>

3. Battery Aging Mechanism Analysis

The external manifestations of battery aging are capacity and power degradation. However, the deeper reason lies in the existence of three aging modes associated with the positive and negative electrodes of the battery, namely LAM$_p$, LAM$_n$, and LLI. A nondestructive aging mode analysis method is proposed, and the full life-cycle aging mode is quantified using a global optimization method.

3.1. Aging Mode Analysis

The OCV of the full cell ($U_{OCV}$) is defined as the difference between the OCP of the positive and negative electrodes, which can be calculated as follows:

$$U_{OCV} = U^+(s^+) - U^-(s^-)$$  \hspace{1cm} (3)

where the electrodes SOC ($s^\pm$) can be calculated as follows:

$$\begin{align*}
    s^+(t) &= s^+(t_0) + \int_{t_0}^{t} I(\tau) / Q^+ d\tau \\
    s^-(t) &= s^-(t_0) - \int_{t_0}^{t} I(\tau) / Q^- d\tau
\end{align*}$$  \hspace{1cm} (4)

where $I$ denotes the load current, which is positive when the cell discharges. $Q^+$ and $Q^-$ are the maximum capacities of the positive and negative electrode active materials, respectively.

The above calculation method is very similar to the definition of SOC for a full cell as shown below:

$$s(t) = s(t_0) - \int_{t_0}^{t} I(\tau) / Q d\tau$$  \hspace{1cm} (5)

where $s$ and $Q$ are the SOC and maximum available capacity of the full cell. Hence, $s^+$ and $s^-$ can also be considered as the PE SOC and NE SOC. Then, the relationship between electrode SOC and full cell SOC can be established as follows:

$$\begin{align*}
    s^+ &= s_0^+ - s Q / Q^+ \\
    s^- &= s_0^- + s Q / Q^-
\end{align*}$$  \hspace{1cm} (6)

where $s_0^\pm$ denotes the electrode SOC when the cell SOC is zero.

Through the above analysis, the principle of cell OCV reconstruction is shown in Figure 3. $s_0^\pm$ denotes the electrode SOC when the cell SOC is equal to 1. Unlike the SOC of the full cell, the electrode SOC ($s^\pm$) does not vary strictly within 0 to 1, during the full charge and discharge of the cell. The positive and negative electrodes have different electrode SOC
ranges, both of which vary as the cell ages and reflect the electrode aging modes. The PE capacity, NE capacity, and lithium inventory are illustrated in Figure 3.

Figure 3. The principle of cell OCV reconstruction.

Then, the above aging modes can be quantified as follows [22]:

\[
LAM^+ = 1 - \frac{Q^+}{Q^+_\text{init}} \tag{7}
\]

\[
LAM^- = 1 - \frac{Q^-}{Q^-_{\text{init}}} \tag{8}
\]

\[
LLI = 1 - \frac{Q^-s^-_0 + Q^+s^+_0}{Q^-_{\text{init}}s^-_{0,\text{init}} + Q^+_{\text{init}}s^+_{0,\text{init}}} \tag{9}
\]

where \(LAM^+, LAM^-,\) and \(LLI\) are corresponding to the three aging modes, respectively. The subscript ‘\(\text{init}\)’ denotes the corresponding value of parameters when the battery is fresh.

3.2. Quantification of Electrode Aging Modes

We expect to quantify battery electrode aging patterns through routine non-invasive characterization tests, including capacity and OCV tests. The key lies in the identification of these electrode aging mechanism parameters, including \(Q^+\), \(Q^-\), \(s^+_0\), and \(s^-_0\). To achieve this, bring Equation (6) into Equation (3), and the following model can be derived:

\[
U_{\text{OCV}}(s) = U^+(s^+_0 - sQ/Q^+) - U^-(s^-_0 + sQ/Q^-) \tag{10}
\]

where \(Q\) can be obtained during the cell capacity test. \(U^+(\cdot)\) and \(U^-(\cdot)\) can be acquired through half-cell OCP tests. During the battery OCV test, \(U_{\text{OCV}}\) can be recorded directly from the sensor, and \(s\) can be calculated through capacity test results and working current measurement values.

The parameter identification can be described as the following optimization problem:

\[
\arg \min_{\theta} \sum_s \left[ U^+(s, \theta) - U^-(s, \theta) - U_{\text{OCV}}(s) \right]^2 \tag{11}
\]

where \(OCV_s\) is the measured cell OCV. \(\theta\) is the set of parameters to be identified.

Then, based on the OCV test data of the battery, the MPA [31] is used for the identification of the electrode aging mechanism parameters. Considering exploration and exploitation capabilities, MPA mimics the hunting behavior of marine predators with three opti-
mization phases. The phases are equally divided according to the total number of iterations, representing the transition from development to exploration. The main process is as follows:

(1) Update the best loss and Elite matrix, and record the Prey matrix. (2) Perform three phases of optimization. (3) Update the best loss and Elite matrix, and record the Prey matrix. (4) Apply the FAD effect and update the Prey matrix. The pseudocode of MPA for parameter identification is shown in Algorithm 1. \( x_{lb} \) and \( x_{ub} \) are lower and upper bounds of the parameters, respectively. \( i \) and \( n \) are the index and number of search agents, respectively. Loss\(_{best} \) records the optimal loss value. Loss = \[ \text{Loss}_{i=1, \ldots, n} \] and Loss\(_d\) = \[ \text{Loss}_{i=1, \ldots, n} \] are the current and the latest loss values, respectively. \( P = [P_i]_{i=1, \ldots, n} \) denotes the Prey matrix. \( E = [E_i]_{i=1, \ldots, n} \) is the Elite matrix, which is constructed by the optimal search agent in \( P \). \( k \) and \( k_{max} \) are the current and maximum iteration, respectively. \( L(\cdot) \) is the loss function. \( r \) is a random vector uniformly distributed in the interval [0, 1]. \( r_b \) and \( r_l \) are random vectors that obey the standard normal distribution and the Lévy distribution, respectively. The notation \( \otimes \) indicates the entry-wise multiplication. \( \kappa = (1 - k/k_{max})(2k/k_{max}) \) denotes the step size adjustment parameter. \( r_{0|1} \) follows a 0–1 distribution with probability (1-FADS). \( r \) is a random vector uniformly distributed in the interval [0, 1]. \( r_1 \) and \( r_2 \) are random integers in the range 1 to n.

**Algorithm 1 The pseudocode of MPA for parameter identification.**

**Initialization:** \( x_{lb}, x_{ub}, \text{Loss}_{best} \to \infty, P_i = P_i^0 \sim U[x_{lb}, x_{ub}], \text{Loss}_i = \text{Loss}_i^0 \to \infty, E_i = 0, i = 1, \ldots, n. \)

1. for \( k = 1 \) to \( k_{max} \) do
2.   for \( i = 1 \) to \( n \) do
3.     Loss\(_i = L(P_i)\)
4.     if Loss\(_i < \text{Loss}_{best}\) then
5.       Loss\(_{best} = \text{Loss}_i\)
6.       \( E = [P_r, \ldots, P_i] \)
7.     end if
8.     if Loss\(_i < \text{Loss}_i^0\) then
9.       Loss\(_i^0 = \text{Loss}_i\)
10. \( P_i = P_i^0 \)
11. end if
12. end for
13. for \( i = 1 \) to \( n \) do
14.   if \( k \leq 1/3k_{max} \) then
15.     \( P_i = P_i + 0.5r \otimes (r_l \otimes (E_i - r_b \otimes P_i)) \)
16.   else if \( k \leq 2/3k_{max} \) then
17.     \( P_i = \begin{cases} P_i + 0.5r \otimes (r_l \otimes (E_i - r_b \otimes P_i)), & i < n/2 \\ E_i + 0.5\kappa r_l \otimes (r_b \otimes E_i - P_i), & i \geq n/2 \end{cases} \)
18.   else
19.     \( P_i = E_i + 0.5\kappa r_l \otimes (r_l \otimes E_i - P_i) \)
20. end if
21. end for
22. Perform steps 2 to 12 again.
23. for \( i = 1 \) to \( n \) do
24.   \( P_i = \begin{cases} P_i + \kappa [x_{lb} + r \otimes (x_{ub} - x_{lb})] \otimes r_{0|1}, r \leq 0.2 \\ P_i + [0.2(1 - r) + r] (P_{h1} - P_{h2}), r > 0.2 \end{cases} \)
25. end for
26. end for

Taking fresh cell 1 as an example. The OCV-SOC lookup table is listed in Table 6. Figure 4 shows the results of the reconfiguration of the cell OCV. For better presentation, the measured discrete OCV points (Measured OCV) are interpolated into curves (Inter OCV) with the piecewise cubic hermite interpolating polynomial (PCHIP) method. The fitted
OCV curve is the result of the reconstruction based on the identified parameters. The RMSE and MAPE of the fitted OCV and measured OCV are 0.016 V and 0.374%, respectively.

Table 6. The OCV-SOC lookup table (fresh cell 1).

<table>
<thead>
<tr>
<th>SOC (%)</th>
<th>OCV (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>3.4629</td>
</tr>
<tr>
<td>98</td>
<td>3.3438</td>
</tr>
<tr>
<td>90</td>
<td>3.3330</td>
</tr>
<tr>
<td>80</td>
<td>3.3305</td>
</tr>
<tr>
<td>70</td>
<td>3.3020</td>
</tr>
<tr>
<td>60</td>
<td>3.2930</td>
</tr>
<tr>
<td>50</td>
<td>3.2899</td>
</tr>
<tr>
<td>40</td>
<td>3.2880</td>
</tr>
<tr>
<td>30</td>
<td>3.2645</td>
</tr>
<tr>
<td>20</td>
<td>3.2325</td>
</tr>
<tr>
<td>10</td>
<td>3.2034</td>
</tr>
<tr>
<td>5</td>
<td>3.1060</td>
</tr>
<tr>
<td>0</td>
<td>2.7954</td>
</tr>
</tbody>
</table>

Figure 4. The result of cell OCV reconstruction (fresh cell 1): (a) OCV curves; (b) OCV error curve.

4. Aging Factor Analysis

After the above analysis, the capacity decay and aging pattern change law of the battery in the whole life cycle can be obtained. The battery aging paths under different aging conditions can be obtained based on orthogonal experiments, as shown in Figure 5. The size of the sphere indicates the degree of capacity loss. The larger the sphere, the greater the capacity loss. The aging path of all cells under different aging conditions starts close to the origin and ends far from the origin. However, the aging modes have different paths and different path endpoints (end of life) where the capacity decays by 20%. The aging modes of the battery collectively determine capacity decay. The dominance of aging modes affecting battery capacity decay differs under various aging conditions during the whole life cycle. Exploring the effects of aging factors on battery modes can provide more insight into the influence mechanism of aging factors on battery capacity degradation. Therefore, in addition to analyzing the influence of aging factors on battery capacity decay, the effects of each factor on battery aging patterns are further analyzed in this paper.

Figure 5. Battery aging pathways under different aging conditions: (a) scatter plots of measured values under different aging cycles; (b) three-dimensional fitting plots of aging paths.
4.1. Aging Assessment Metrics

First, the indicators to assess battery aging need to be clearly defined. Based on the discussion above, the evaluation indicators (EIs) include capacity degradation (Qloss), LAMp, LAMn, and LLI. Generally, the Ah throughput (equivalent cycles) of a battery over its full life cycle is of great concern. To further analyze the variation of the factors influence degree on battery aging in different aging stages, the life span is divided into pre, mid, and post phases. Then, the ratio of equivalent cycle numbers and the change of EI until a certain phase is considered as the average metric to capture the overall battery aging rate. In addition, the ratio of equivalent cycle numbers and the change of EI within each phase is used as the phase metric to indicate the battery aging rate during different life phases. The specific assessment metrics are defined as follows:

\[
m_{\text{pre},1}^d = \frac{n_{\text{eq}}^{\text{pre}}}{E_{\text{pre}}^d} m_{\text{pre},1}^d = \frac{n_{\text{eq}}^{\text{mid}}}{E_{\text{mid}}^d} m_{\text{d,1}} = \frac{n_{\text{eq}}^{\text{post}}}{E_{\text{post}}^d} m_{\text{post},1}^d \tag{12}
\]

\[
m_{\text{pre},2}^d = \frac{\Delta n_{\text{eq}}^{\text{pre}}}{\Delta E_{\text{eq}}^d} m_{\text{pre},2}^d = \frac{\Delta n_{\text{eq}}^{\text{mid}}}{\Delta E_{\text{eq}}^d} m_{\text{mid},2}^d = \frac{\Delta n_{\text{eq}}^{\text{post}}}{\Delta E_{\text{eq}}^d} m_{\text{post},2}^d \tag{13}
\]

where \( m_{\text{pre},1}^d, m_{\text{mid},1}^d, \) and \( m_{\text{post},1}^d \) are the average metrics in pre, mid, and post phases, respectively. \( m_{\text{pre},2}^d, m_{\text{mid},2}^d, \) and \( m_{\text{post},2}^d \) are the phase metrics in pre, mid, and post phases, respectively. \( d \) denotes the index of EI. \( E_{\text{pre}}, E_{\text{mid}}, E_{\text{post}} \) are the EI values until pre, mid, and post phases, respectively. \( \Delta E_{\text{eq}}^d, \Delta E_{\text{eq}}^d, \Delta E_{\text{eq}}^d \) are the changes of EIs within pre, mid, and post phases, respectively. \( n_{\text{eq}}, n_{\text{eq}}, n_{\text{eq}} \) are the cumulative number of equivalent cycles until pre, mid, and post phases, respectively. Generally, the larger these metrics are, the slower the battery ages.

4.2. Analysis of Range

The ANOR method [32] is taken to determine the importance of factors by the range of influence of each factor on the battery aging rate. If \( j \) and \( i \) denote the indices of factors and levels, respectively, the effect of factor \( j \) with level \( i \) on the battery aging rate can be calculated as follows:

\[
k_{ij} = K_{ij} / n_{ij} \tag{14}
\]

where \( K_{ij} \) is the sum of the experimental responses when factor \( j \) is at level \( i \). \( n_{ij} \) denotes the times of experiments when factor \( j \) is at level \( i \). Then, the influence degree of a factor \( j \) on battery aging rate can be expressed as the effect range of factor \( j \) at different levels, that is:

\[
R_j = \max_{i=1,2,3} (k_{ij}) - \min_{i=1,2,3} (k_{ij}) \tag{15}
\]

A larger \( R_j \) indicates a greater influence of factor \( j \) on battery aging rate.

4.3. Analysis of Variance

Although ANOR can compare the magnitude of the effect of each factor on the battery aging rate, it cannot indicate which factors are critical or determine whether the effect is significant. In addition, the influence of experimental error is ignored in ANOR. To compensate for these deficiencies, the ANOVA method [33] is used. This method decomposes the fluctuations in the experimental responses into those caused by changes in factor levels and those caused by experimental error. Since there are several stress factors affecting battery aging, the multi-way ANOVA is performed here.
The sum of the squares of deviations of the total responses and factors are defined as follows:

$$S_{\text{total}} = \sum_{c=1}^{C} \left( y_c - \frac{G}{C} \right)^2 = \sum_{c=1}^{C} y_c^2 - \frac{G^2}{C}$$

(16)

$$S_j = \sum_{i=1}^{J} n_{ij} \left( \frac{K_{ij}}{n_{ij}} - \frac{G}{C} \right)^2 = \sum_{i=1}^{J} \frac{K_{ij}^2}{n_{ij}} - \frac{G^2}{C}$$

(17)

where $C = \sum_{j=1}^{J} n_{ij}$ is the total number of experiments. $y_c$ denotes the experimental response. $G = \sum_{c=1}^{C} y_c = \sum_{i=1}^{J} K_{ij}$ is the sum of responses. $J$ and $I$ are the number of factors and levels, respectively. According to the design of experiments, $C$, $J$, and $I$ are 14, 5, and 3, respectively. Then, the sum of squared deviations of the experimental error can be calculated as follows:

$$S_{\text{error}} = S_{\text{total}} - \sum_{j=1}^{J} S_j$$

(18)

The degree of freedom (DOF) for each factor and error is calculated as follows:

$$f_j = I - 1, \forall j = 1, \cdots, 5$$

(19)

$$f_{\text{error}} = f_{\text{total}} - \sum_{j=1}^{J} f_j$$

(20)

where $f_{\text{total}} = C - 1$ is the DOF for the total experiment. Then, the mean squares of the deviations of factors and experimental error are defined as follows:

$$MS_j = \frac{S_j}{f_j}, MS_{\text{error}} = \frac{S_{\text{error}}}{f_{\text{error}}}$$

(21)

The F value of the Fisher test for each factor can be obtained through $F_j = MS_j / MS_{\text{error}}$. Then, the $P$-value ($P_j$) can be derived through the calculation of the upper tail of the F cumulative distribution function, which implies that there is a probability of $P_j$ that the change in the experimental responses at different levels of factor $j$ is due to experimental error. In other words, there is a $1 - P_j$ probability that factor $j$ can be considered to have a significant effect on the experimental response (aging rate).

5. Degradation Pathway Prediction Model

The above analysis is based on the available experimental results. The critical external factors affecting the battery capacity decay, and internal aging modes can be obtained, which can guide battery health management. However, it is not yet possible to achieve fine-grained battery control because the battery degradation pathway under unknown operating conditions is not available. To solve this problem, it is necessary to develop degradation path prediction models. The structure of the degradation pathway prediction model is shown in Figure 6.
5.1. Regression-Based Data Enhancement

A large amount of effective battery aging data helps in the development of the model. The data needed to quantify the aging pattern comes from reference performance tests. However, the reference performance test is conducted every few hundred charge/discharge cycles, and the amount of data are not sufficient for model training. In addition, these data often contain large amounts of noise, which is not conducive to model development. Therefore, a regression-based data enhancement method is proposed here. The degradation patterns of batteries under different aging conditions are diverse, so it is not appropriate to use a single regression method for data enhancement for different aging condition data. With the idea of ensemble learning, a multiple regressor integration approach is employed. This approach integrates three methods: support vector regression (SVR), neural network (NN), and Gaussian process regression (GPR), and then takes a weighted average of each regression result as the final data augmentation result. In addition, the parameters of the individual regressor are optimized in order to further optimize its performance. The parameters and methods of optimization are shown in Table 7. The optimizer for hyper-parameters uses Bayesian optimization and random research. The number of iterations is set to 30. Commonly used hyperparameter tuning methods include grid search, random search, and Bayesian optimization, etc. Grid search is simple but consumes a large amount of computational resources when there are many hyperparameters. Random search, which samples randomly over a range of parameters, is generally more efficient than grid search, but also tends to miss the global optimum. Bayesian optimization is based on Gaussian process and Bayesian theory, and is more efficient and robust than grid search and random search. In this study, Bayesian optimization is mainly used, while random search is used as an auxiliary tool in case the Bayesian optimization results are unsatisfactory. In practice, Bayesian optimization usually gives better results than random search. The kernel function of Bayesian optimization is the automatic relevance determination (ARD) Matern 5/2 kernel [34]:

\[
k(x_i, x_j) = \sigma_f^2 \left(1 + \sqrt{5r^2 + \frac{5}{3}r^2}\right) \exp\left(-\sqrt{5r^2}\right), r^2 = \sum_{d=1}^{D} \frac{(x_{id} - x_{jd})^2}{\sigma_d^2}
\]

where \(x_i\) and \(x_j\) are \(D\)-by-1 vectors. \(x_{id}\) and \(x_{jd}\) are \(d\)th elements of \(x_i\) and \(x_j\), respectively. \(\sigma_f\) is the signal standard deviation. \(\sigma_d\) is the separate length scale for each predictor \(d\). The acquisition function of Bayesian optimization is the expected improvement per second considering overexploiting:
\[
f_{Aq}(x) = \frac{E[\max(0, \mu(x^*) - f(x))] - \mu(x)}{\mu_{time}(x)}
\]

where \( x \) denotes the hyperparameter location, and \( f \) is the objective function. \( x^* \) is the location of the lowest posterior mean of the objective function \( \mu(x^*) \). \( \mu_{time}(x) \) is the posterior mean of the evaluation time. If the standard deviation of the posterior objective function is less than 0.5, it is considered to be trapped in a local optimum. In this case, the kernel of the acquisition function is modified to improve the variance of the observations \[35\]. In order to reduce overfitting and obtain reliable and stable regression results, five-fold cross validation is used.

**Table 7.** The parameters of the multiple regressor integration approach.

<table>
<thead>
<tr>
<th>Regressor</th>
<th>SVM</th>
<th>NN</th>
<th>GPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperparameters to be optimized</td>
<td>Kernel function, box constraint, kernel scale, epsilon, standardize data</td>
<td>Number of fully connected layers, first layer size, second layer size, third layer size, activation, regularization strength, standardize data</td>
<td>Basis function, kernel function, kernel scale, sigma, standardize data</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Bayesian optimization, random research (Iterations = 30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Validation scheme</td>
<td>Five-fold Cross validation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Take the relationship between SOH and equivalent cycle of cell 1 as an example. The hyperparameters and results for multiple regression integration are listed in Table 8. The RMSE is used as the regressor performance evaluation metric. Three weight strategies are compared, including 0-1, average and inverse strategies. The 0-1 strategy is to set the weight of the regressor with the lowest RMSE to 1 and the weights of the other regressors to 0. The average strategy is to set all regressor weights to be the same. The inverse strategy assigns weights in proportion to the inverse of the RMSE of individual regressors. The comparative results of multiple regression methods are shown in Figure 7. We can find that the simple 0-1 strategy gives the most desirable performance. Therefore, the 0-1 strategy is adopted in this study.

**Table 8.** Hyperparameters and results for multiple regression integration (take the relationship between SOH and equivalent cycle of cell 1 as an example).

<table>
<thead>
<tr>
<th>Regressor</th>
<th>SVM</th>
<th>NN</th>
<th>GPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimized hyperparameters</td>
<td>Kernel function: Cubic; Box constraint: 24.3694; Kernel scale: 1; Epsilon: 1.003; Standardize data: Yes.</td>
<td>Fully connected layer number: 1; First layer size: 8; Second layer size: 0; Third layer size: 0; Activation: Sigmoid; Regularization strength: 0.0023946; Standardize data: Yes.</td>
<td>Basis function: Zero; Kernel function: Isotropic Squared Exponential; Kernel scale: 13.5982; Sigma: 0.0076682; Standardize data: Yes.</td>
</tr>
<tr>
<td>Individual regressor RMSE (%)</td>
<td>1.4855</td>
<td>1.7180</td>
<td>0.1306</td>
</tr>
<tr>
<td>Weight strategy</td>
<td>0–1</td>
<td>Average</td>
<td>Inverse</td>
</tr>
<tr>
<td>Ensemble model RMSE (%)</td>
<td>0.1306</td>
<td>1.0335</td>
<td>0.2559</td>
</tr>
</tbody>
</table>
Figure 7. Comparative results of multiple regression methods (take the relationship between SOH and equivalent cycle of cell 1 as an example): (a) SOH curves; (b) SOH error curves.

5.2. Transformer-Based Prediction Model

5.2.1. Model Inputs and Outputs

For the model to have excellent performance under different aging conditions, it is necessary to extract enough information from the aging conditions as input to the model. The inputs to the model include three types of data: boundaries, covariates, and independent variables. The constraints consist of five aging factors that limit the operating conditions of the battery. The covariates reflect the statistical characteristics of the voltage and current during the operation of the battery, which can be obtained from historical operating data. The detailed covariates are shown in Figure 6. The independent variables are time-series data, including the number of equivalent cycles and capacity decay.

The battery aging pathway is the curve of the aging modes as the capacity decays under a certain aging condition. Therefore, the outputs of the battery aging pathway prediction model include the EIs of battery aging (Qloss, LAMp, LAMn, LLI). In addition, to further investigate the effect of different aging factors on the rate of change of EIs, the change of Qloss of two adjacent cycles (dQloss) was also taken as an output. The LAMp, LAMn, and LLI of the next cycle can be predicted by taking dQloss+Qloss as input. These values are then subtracted from the values of the aging modes of the current cycle, and the change in the aging modes (dLAMp, dLAMn, dLLI) of the two adjacent cycles can be obtained. The prediction of the trend of EIs under different aging conditions is significant for future real-time health management. In the process of prediction using the model, if the real capacity decay value is not obtained, the predicted value of capacity decay is generated by the capacity decay prediction model, and then it is used as input for the prediction of aging modes and capacity decay changes. If the current capacity decay value is obtained by measurement, it is used as a measurement calibration to replace the value predicted by the model.

5.2.2. Model Structure

The proposed Transformer model incorporates LSTM, attention mechanism, and gating mechanism. The structure of the hidden layers of the Transformer model is described in detail here. The hidden layers contain three layers: filter layer, encoder–decoder layer, and attention layer.

As can be seen from the previous analysis, there are many inputs to the model. However, since the relationship between the inputs and outputs is unknown in advance, the validity of the inputs cannot be guaranteed and some of them may be harmful to model development. Here, a filtering layer is designed based on the gating mechanism to filter the valid inputs. The gated residual network (GRN) [36] is used to perform the gating mechanism. The filtered constraints and covariates are further used as aging information to generate optional inputs for GRNs:

\[
c_i = \text{GRN}_c(\tilde{x}_c), i \in \{f, c, h, e\}
\]  

(24)
where \( \tilde{x}_c \) is the filtered constraints and covariates. \( c_i \) is the optional input, \( c_f \) is the optional input when filtering the independent variables. \( c_e \) and \( c_h \) are initial cell and hidden states for LSTM units in the encoder–decoder layer. \( c_t \) is the optional input of the attention layer. Then, the filter layer output is calculated as follows:

\[
\tilde{x}_t = \sum_{i=1}^{n} w_i^t \cdot \text{GRN}(x_t), w_i^t \in w_t
\]

where \( x_t \) is the independent variable input. \( w_t \) is the filtering weight that is calculated through the softmax operation:

\[
w_t = \text{Softmax} \left\{ \text{GRN}(x_t, c_f) \right\}
\]

In the temporal prediction task, an encoder–decoder layer is designed in order to establish the relationship between historical information and future trends. This layer is based on LSTM units. For the sake of simplicity, the numbers of both encoders and decoders are set to 1. \( c_c \) and \( c_h \) are input to this layer as the initial cell and hidden states of the LSTM unit.

After the filtering and encoder–decoder layers comes the attention layer. Long-term and short-term dependencies are learned using a multi-headed attention mechanism. The attention is defined as follows:

\[
\text{Attn}(Q, K, V) = \text{Softmax}(QK^T M / \sqrt{d}) V
\]

where \( Q, K, \) and \( V \) are value, query, and key, respectively. \( d \) is the dimension. \( M \) is the mask matrix. Through sharing values in each head, multi-head attention is designed as follows:

\[
\text{MultiHead}(Q, K, V) = \frac{1}{h} \sum_{i=1}^{h} \text{Attn}(QW^Q_i, KW^K_i, VW^V)W_H
\]

where \( i \) and \( h \) are the index and number of heads. \( W^Q_i, W^K_i, \) and \( W_V \) are weights of value, query, and key for head \( i \). \( W_H \) is the linear mapping matrix.

### 6. Results and Analysis

#### 6.1. Ofat Experimental Analysis

Based on the OFAT experimental results, the effects of the variation of each factor on battery aging are analyzed, as shown in Figure 8. Variations of the profile of capacity decay with the equivalent cycle at different levels of a particular factor are presented in Figure 8a,e,i,m,q. Variations of the profile of aging modes (LAMp, LAMn, LLI) with capacity decay at different levels of a particular factor are presented in Figure 8b,f,j,n,r, Figure 8c,g,k,o,s, and Figure 8d,h,l,p,t, respectively. Taking the aging conditions of cell 1 as a reference, we can see the optimal and worst aging factor levels for capacity decay or for the three aging modes. For example, temperature conditions set to 25 °C will make the battery capacity decay more slowly than 5 °C or 45 °C. At 25 °C, LAMp and LAMn are greater at the battery end of life (capacity loss is equal to 20%) compared to those at 5 °C and 45 °C. This is because the cell has a higher number of equivalent cycles at 25 °C. This means that, under this condition, the positive and negative electrodes are used more efficiently. The variation of LLI at the end of life is not significant at different temperatures. The effects of other factors can be analyzed similarly. It is a guideline for how to change the aging factor level to obtain the battery life extension.
Figure 8. The effects of the variation of each factor on battery aging: (a–d) Temperature \( F_1 \), (e–h) Charge cutoff voltage \( F_2 \), (i–l) Charge current \( F_3 \), (m–p) Discharge current \( F_4 \), (q–t) Discharge cutoff voltage \( F_5 \); (a,e,i,m,q) Impact on Qloss, (b,f,j,n,r) Impact on LAMp, (c,g,k,o,s) Impact on LAMn, (d,h,l,p,t) Impact on LLI.

6.2. Results of the Analysis of Range

The ANOR results of battery degradation can be obtained as shown in Figure 9. Each heat map represents the degree of influence of five factors \( F_1–F_5 \) on a particular EI at three aging phases (pre, mid, and post phases), where EI includes Qloss, LAMp, LAMn, and LLI, and the metric of influence includes average metrics and phase metrics. For the
convenience of the analysis, the results of ANOR values for the same aging metrics at the same phase for the five factors (each row) are divided equally into three levels and indicated by stars (large: ***, medium: **, and small: *). Overall, the degree of influence of the factors on the capacity decay and aging modes of the battery varies in different aging phases. The effects of factors on Qloss and LLI are strongly consistent across different phases of the full life cycle. This may be due to the apparent linear relationship between Qloss and LLI. Throughout the life cycle, Temperature ($F_1$) has little effect on LAMp and LAMn, and the effects on Qloss and LLI are greater in the pre phase of aging and smaller in the post phase of aging. Charge cutoff voltage ($F_2$) has a large effect on Qloss, LAMp, and LLI, but a small effect on LAMn. The effect of charge current ($F_3$) on Qloss and LLI is small, but the effect on LAMn is relatively large, and the effect on LAMp is larger in the mid and post aging phases. The impact of discharge current ($F_4$) on Qloss and LLI is large over the full life cycle, but the impact on LAMp is not significant. The effect on LAMn is small in the pre phase and larger in the post phase. The effect of discharge cutoff voltage ($F_5$) on LAMn is always significant, and the effect on LLI and capacity decay is also great, but decreases with life, as is the effect on LAMp. Throughout the life cycle, the factors that have a large impact on Qloss are $F_2$, $F_4$, and $F_5$. The LAMp is strongly influenced by the factors $F_2$ and $F_3$. The LAMn is greatly affected by the factors $F_3$, $F_4$, and $F_5$. The LLI is mainly influenced by factors $F_2$ and $F_4$.

Figure 9. The ANOR results of battery degradation: (a–h) average metrics, (i–p) phase metrics; (a,e,i,m) EI is Qloss, (b,f,j,n) EI is LAMp, (c,g,k,o) EI is LAMn, (d,h,l,p) EI is LAMp; (a,d,i–l) the influence degree of the factor $j$ on battery aging rate ($R_j$), (e–h,m–p) the effect of factor $j$ with level $i$ on battery aging rate ($k_{ij}$). The ANOR values are divided equally into three levels and indicated by stars (large: ***, medium: **, and small: *).
In addition, the factor effects at different levels on the battery aging rate \((k_{ij})\) are also presented in Figure 9. The lighter the color of the curve, the more posterior the aging. The larger the value of the curve, the slower the battery aging rate at that level of the factor. We can find that there is a certain rule for the effect of different levels of factors on capacity decay and aging modes in different aging phases. Then, we can derive the best and worst combinations of factor levels that affect the battery aging rate (EIs), as shown in Table 9. In general, the milder the aging conditions, the slower the rate of battery aging. The harsher the aging conditions, the faster the rate of battery aging. However, there is a slight discrepancy in the ANOR results of the orthogonal experiments. The exceptions are bolded in the table. The accelerating effect of low temperature \((5 \, ^{\circ}C)\) on LAMn aging is more obvious than that of high temperature \((45 \, ^{\circ}C)\). However, low temperature \((5 \, ^{\circ}C)\) has a greater accelerating effect on Qloss, LAMp, and LLI than high temperature \((45 \, ^{\circ}C)\). For the worst combination of factor levels of LAMp and LAMn, the discharge current is 6.25 A, not 10 A. In addition, the worst voltage operating interval for LAMn is 2.5–3.5 V, not 2.0–3.6 V. The reason for this is the voltage operating range and current magnitude will determine the Ah throughput and operating time of a charge/discharge cycle. The narrower the voltage range and the lower the current, the lower the Ah throughput per unit time and the longer the operation time will be. This will exacerbate the effects of calendar aging on accelerated cycle aging.

### Table 9. The best and worst combinations of factor levels that affect the battery aging rate.

<table>
<thead>
<tr>
<th>EI</th>
<th>Best/Worst</th>
<th>(F_1) (°C)</th>
<th>(F_2) (V)</th>
<th>(F_3) (A)</th>
<th>(F_4) (A)</th>
<th>(F_5) (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qloss</td>
<td>Best</td>
<td>25</td>
<td>3.4</td>
<td>2.5</td>
<td>2.5</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>45</td>
<td>3.6</td>
<td>10</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>LAMp</td>
<td>Best</td>
<td>25</td>
<td>3.4</td>
<td>2.5</td>
<td>2.5</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>45</td>
<td>3.6</td>
<td>10</td>
<td>6.25</td>
<td>2</td>
</tr>
<tr>
<td>LAMn</td>
<td>Best</td>
<td>25</td>
<td>3.4</td>
<td>2.5</td>
<td>2.5</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>5</td>
<td>3.5</td>
<td>10</td>
<td>6.25</td>
<td>2.5</td>
</tr>
<tr>
<td>LLI</td>
<td>Best</td>
<td>25</td>
<td>3.4</td>
<td>2.5</td>
<td>2.5</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Worst</td>
<td>45</td>
<td>3.6</td>
<td>10</td>
<td>10</td>
<td>2</td>
</tr>
</tbody>
</table>

### 6.3. Results of the Analysis of Variance

The ANOVA results of battery degradation are shown in Figure 10. Each heat map represents the 100 \(\times (1 - P_j)\) values of five factors \((F_1 - F_5)\) on a particular EI at three aging phases. The metric of influence includes average metrics and phase metrics. To improve the reliability of the ANOVA results, if the \(MS_j\) of the factor \(j\) is less than the \(MS_{error}\), this factor \(j\) is considered negligible and incorporated into the experimental error. Then, the ANOVA is performed again. The corresponding heat map is filled with gray. For analysis convenience, the results of ANOVA significance analysis are divided into different levels (negligible: -- -- --, insignificant (<70): *, relatively significant (70–90): **, significant (>90): ***). In general, the significance of each factor on the battery capacity decay and aging modes varies at different aging phases. Temperature \((F_1)\) has the most significant effect on LLI, followed by Qloss and LAMp, and the least significant effect on LAMn. Charge cutoff voltage \((F_2)\) has a significant effect on Qloss, LAMp, and LLI, but an insignificant or negligible effect on LAMn. Charge current \((F_3)\) has a certain degree of effect on LAMp and LAMn, but the effect on Qloss and LLI is insignificant or negligible. The effects of discharge current \((F_4)\) on Qloss, LAMp, LAMn, and LLI are not very significant. Different from \(F_4\), the effects of discharge cutoff voltage \((F_5)\) on both capacity decay and aging modes are quite significant, but the significance decreases as the battery ages. During the whole life cycle, the factors that have a large impact on Qloss are \(F_2\) and \(F_3\). The LAMp is greatly influenced by the factors \(F_2\) and \(F_3\). The LAMn is strongly affected by the factor \(F_5\). The LLI is mainly impacted by factors \(F_2\), \(F_3\), and \(F_5\). We can find that the results of ANOR and ANOVA are generally consistent, except for a slight difference. The reason is that the former is analyzed from the perspective of range, and the latter is analyzed from the point of view of variance.
6.4. Analysis of Dominant Aging Modes

The critical factors affecting battery aging are analyzed above by ANOR and ANOVA in terms of range and variance, respectively. On this basis, the dominant aging modes for capacity attenuation at different aging phases can be derived. By calculating the Pearson correlation of the ANOR/ANOVA result matrix of each aging mode with that of capacity decay, the dominant aging mode can be deduced. The results are presented in the form of a radar plot, as shown in Figure 11. The value of the correlation coefficient R_{Pearson} is linearly transformed to the value between 0 and 1 as an evaluation indicator of dominance that is (R_{Pearson} + 1)/2. The axes represent the different aging phases. We can find that the LLI has the largest area in all three subplots and is close to 1 on each axis. This means that both ANOR and ANOVA analyses lead to the consistent conclusion that LLI is the dominant aging mode for battery capacity decay at different aging phases. From the results of the ANOVA analysis, it can be obtained that LAMp is also dominant in the aging phases of 100–93.3%, 100–86.7%, and 100–80%. Meanwhile, we can see the presence of non-dominant aging modes in certain aging stages, such as LAMn in the 100–93.3% aging phase.
6.5. Prediction Model Performance Validation

The data of 14 cells from the orthogonal experiments are used as the training set (cell 1–cell 14) to train the degradation pathway prediction model. The data of cells with different aging conditions from these 14 cells are selected as the test set (cell 15–cell 19) to verify the aging condition generalization of the established prediction model. The performance of prediction models for capacity decay (Qloss) and its rate of change (dQloss) is shown in Figure 12. We can see that the capacity decay curves and capacity decay change rate curves of batteries under different aging conditions are very diverse. Some cells show an approximately linear change in capacity decay with increasing equivalent cycles during the whole life cycle, such as cell 4 and cell 7. Some cells show approximately linear changes in capacity decay with equivalent cycles in the early phase but a significant acceleration in decay rate in the later phase, such as cell 8 and cell 15. However, the model achieves excellent prediction accuracy regardless of the pattern of variation. The error of the model predicted capacity decay and its rate of change on the test set can be guaranteed to be within ±0.7% and ±0.0007%, respectively.

The performance of prediction models for three aging modes (LAMp, LAMn, and LLI) is shown in Figure 13. We can find that the variation patterns of Qloss with equivalent cycles for all cells are very similar to those of LLI. The change patterns of the three aging modes in the whole life cycle under various aging conditions are different. The prediction errors of LAMp, LAMn, and LLI of the model on the test set can be maintained within −200–400 C, −200–150 C, and −50–100 C, respectively. The numerical results of model prediction errors are listed in Table 10. Root mean square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), and R-square value are statistically calculated. This indicates that the established aging trajectory prediction model has excellent prediction performance.
Figure 12. Performance of prediction models for capacity decay (Qloss) and its rate of change (dQloss): (a) Training outputs for Qloss; (b) Test outputs for Qloss; (c) Training errors for Qloss; (d) Test errors for Qloss; (e) Training outputs for dQloss; (f) Test outputs for dQloss; (g) Training errors for dQloss; (h) Test errors for dQloss.

Table 10. Numerical results of model prediction errors.

<table>
<thead>
<tr>
<th></th>
<th>dQloss (%)</th>
<th>Qloss (%)</th>
<th>LAMp (C)</th>
<th>LAMn (C)</th>
<th>LLI (C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Train</td>
<td>Test</td>
<td>Train</td>
<td>Test</td>
<td>Train</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.00062</td>
<td>0.00175</td>
<td>0.40171</td>
<td>0.32564</td>
<td>95.73735</td>
</tr>
<tr>
<td></td>
<td>0.00027</td>
<td>0.00079</td>
<td>0.29976</td>
<td>0.27100</td>
<td>62.28076</td>
</tr>
<tr>
<td>MAE</td>
<td>0.07702</td>
<td>0.05867</td>
<td>0.67116</td>
<td>2.20164</td>
<td>0.58373</td>
</tr>
<tr>
<td></td>
<td>0.99063</td>
<td>0.98660</td>
<td>0.99530</td>
<td>0.99655</td>
<td>0.99513</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.99940</td>
<td>0.99668</td>
<td>0.9990</td>
<td>0.9994</td>
<td>0.9990</td>
</tr>
<tr>
<td>R-square</td>
<td>0.99063</td>
<td>0.98660</td>
<td>0.99530</td>
<td>0.99655</td>
<td>0.99513</td>
</tr>
</tbody>
</table>
Figure 13. Performance of prediction models for three aging modes: (a–d) LAMp prediction results, (e–h) LAMn prediction results, (i–l) LLI prediction results; (a,e,i) Training outputs for aging modes, (b,f,j) Training errors for aging modes, (c,g,k) Test outputs for aging modes, (d,h,l) Test errors for aging modes.
7. Conclusions

In this paper, a data-driven method is proposed to analyze the internal aging mechanism and predict the degradation path of lithium-ion batteries. The OCV reconfiguration model is established to achieve a non-destructive quantitative study of the aging mechanism, and the MPA is developed for the identification of aging mechanism parameters. The multi-factor and multi-level orthogonal aging experiments of the batteries are carefully designed and performed to investigate the critical aging factors and dominant aging modes at different aging phases under different aging conditions. On this basis, the effects of different factors on battery aging are quantified using ANOR and ANOVA methods, and the dominant aging modes of capacity decay are determined using correlation analysis methods. In addition, a Transformer-based capacity decay and aging modes pathway prediction model is proposed, and a data enhancement technique based on a multiple regression integration method is designed to empower the Transformer model. The experimental results show that the proposed method can obtain excellent prediction accuracy under unknown aging conditions with R-squared values greater than 0.98.

We find that the influence degree of factors (temperature, charge cutoff voltage, charge current, discharge current, discharge cutoff voltage) on battery aging (Qloss, LAMp, LAMn, and LLI) varies in different aging phases. The best and worst combinations of different aging factor levels are analyzed, which guides how factors can be changed to extend battery life. The battery capacity decay is essentially determined by a combination of LAMp, LAMn, and LLI aging modes. However, the LLI is always the dominant aging mode throughout the whole life cycle, whether evaluated in terms of average or phase capacity decay. The LAMp is also dominant if average capacity decay is used as an evaluation metric. The Transformer model provides accurate predictions of battery capacity decay and aging modes under different factors, providing the basis for in-depth battery health management in the future.
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