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Abstract: Lithium-ion batteries have become the primary electrical energy storage device in commer-
cial and industrial applications due to their high energy/power density, high reliability, and long
service life. It is essential to estimate the state of health (SOH) of batteries to ensure safety, optimize
better energy efficiency and enhance the battery life-cycle management. This paper presents a com-
prehensive review of SOH estimation methods, including experimental approaches, model-based
methods, and machine learning algorithms. A critical and in-depth analysis of the advantages and
limitations of each method is presented. The various techniques are systematically classified and
compared for the purpose of facilitating understanding and further research. Furthermore, the paper
emphasizes the prospect of using a knowledge graph-based framework for battery data manage-
ment, multi-model fusion, and cooperative edge-cloud platform for intelligent battery management
systems (BMS).

Keywords: SOH; artificial intelligence; multi-model fusion; end-cloud collaboration; CHAIN

1. Introduction

In an effort to combat the harmful effects of climate change and transition to a more
sustainable future, achieving carbon neutrality has gained widespread acceptance across
the globe [1–4]. One key strategy is to integrate clean and renewable energy sources into
the power grid. Due to their intermittent nature, energy storage devices are critical to
bridging the gap between energy production and consumption [5,6]. Lithium-ion batteries
are recognized as a preferred option for energy storage due to their high energy/power
density, high energy efficiency, long operational lifespan, and safety features. They have
been extensively used in the transportation industry as a power source.

Battery aging is one of the primary challenges hindering the widespread adoption of
electric vehicles [7]. Batteries degrade with time and usage, which reduces the system’s
performance, service life, and safety. The main aging mechanism has been reviewed in
Refs. [8,9] The state of health (SOH) of a battery, which reflects its ability to store and deliver
energy relative to its initial state, is a key indicator of aging. The accurate estimation of
the SOH of the battery system is an essential aspect of the BMS in electric vehicles since it
provides knowledge on the battery performance, allows battery fault diagnosis, and helps
to achieve an accurate estimation of the battery state of charge (SOC). Additionally, the
long-term prediction of performance degradation and remaining useful life (RUL) is highly
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desirable to guide the management, maintenance, and recycling of the battery throughout
its full lifecycle [10,11].

However, the accurate estimation of SOH remains a challenging task given the com-
plexity of the internal chemical reactions and the difficulty in obtaining accurate parameter
analysis. The assessment of battery aging is primarily based on the analysis of capacity
degradation and impedance increase. The primary mechanisms of battery degradation can
be categorized into two modes: reduction of lithium inventory caused by side reactions (the
formation of solid electrolyte interface (SEI) [12,13], lithium plating [14,15], etc.), and loss
of active material in the electrodes (graphite exfoliation, electrode cracking, etc.). Through
the use of advanced characterization techniques in various types of batteries (e.g., scanning
electron microscope, Atomic Force Microscope, X-ray computed tomography, etc.) [16]
more comprehensive understanding of the aging process in various types of batteries has
been developed [17]. However, accurately characterizing the internal information can
be a challenging task; the underlying aging mechanisms need to be inferred through the
analysis of external signals (e.g., terminal voltage and current, surface temperature, etc.)
collected by the battery management system (BMS).

Considerable efforts are devoted to estimating the SOH to keep track of battery
performance. Different methods are deployed for reaching an accurate SOH estimation.
These techniques mainly fall into three groups: experimental analysis methods, model-
based methods, and data-driven methods.

The assessment of battery SOH involves identifying health indicators (HIs) and track-
ing their changes as the battery ages. Various electrochemical analysis techniques (e.g.,
ICA, EIS) [18,19] have been used in previous studies on SOH estimation and battery aging
modes identification. Usually, health indicators (HIs) are first extracted from the raw test
data, which are then used for the estimation of SOH. The second group of SOH estima-
tion methods relies on numerical models and adaptive filtering, which have shown high
accuracy in real-time estimation of the battery’s capacity, resistance, and other character-
istics. A balance between computational complexity and accuracy is usually required in
model-based techniques, especially for onboard BMS implementation. The third group
of SOH estimation methods, i.e., machine learning algorithms, which benefit from big
data analytics, cloud computing, and other innovative technologies such as IoT and AI,
have become increasingly popular in this field due to their high potential to significantly
enhance the accuracy of SOH estimation and enable optimal management of the entire
battery life cycle.

A comprehensive review of SOH estimation methods is presented in this paper, in-
cluding experiment-based methods, model-based methods, and data-driven methods. The
features, advantages, and disadvantages of each method are analyzed. Graph technology,
as a prevalent analytical approach, possesses inherent capabilities in representing intricate
relationships and managing unstructured data effectively. In the realm of battery research,
researchers have accomplished many integrating works by utilizing graph techniques,
such as encompassing circuit optimization, energy management optimization, and fault
diagnosis. Nevertheless, the literature is scant in terms of comprehensive evaluations
concerning the utilization of graph techniques in this domain. To address this research
gap, this study delves into the potential integration of knowledge graphs and graph neural
networks in state estimation for battery SOH evaluation. Lastly, the potential of leveraging
model fusion technology for real-time vehicle SOH prediction is deliberated, with a focus
on employing end-cloud fusion battery management technology as the implementation
framework [20,21].

2. Experimental Analysis Methods for SOH Estimation

The laboratory test is key to the investigation of the battery’s aging characteristics and
the estimation of SOH. Some experimental analysis methods are challenging to implement
on BMS due to the disparity between laboratory environments and real-life conditions.
However, experimental methods are the foundation for model-based and data-based
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techniques for SOH prediction. Moreover, they are critical in decision-making for lithium-
ion battery recycling and second-life reuse [22].

The experimental techniques for battery SOH estimation are divided into direct pa-
rameter measurement and indirect parameter estimation techniques based on whether the
measured parameter is an electrical signal or not (Figure 1). By processing and analyzing
parameters that provide aging information and comparing them with standard values,
it becomes possible to quantify the degradation state of the battery, thereby enabling the
estimation of battery SOH (Figure 1).
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2.1. Direct Experimental Methods

There are three direct indexes to characterize battery aging behavior, including changes
in capacity, internal resistance, and impedance [23,24]. These parameters are directly
measurable if the test requirements are met.

2.1.1. Capacity Test Technique

The main characteristic of battery aging is the reduction of capacity [23]. The definition
of SOH is

SOH =
QM

Qrated
× 100% (1)

where Qrated is the nominal capacity of the new battery and QM =
∫ T

0 i(t)dt is the maximum
available capacity of the aged battery.

Ampere-hour (Ah) counting or current integral is a common technique for battery
capacity measurement with aging, while the maximum initial capacity provided by battery
manufacturers is usually taken as the nominal capacity.

A widely used static capacity test procedure for measuring the battery’s capacity with
aging is specified as follows:
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1. Step 1: CC-CV charging at C/3 and 4.2 V;
2. Step 2: CC discharge till 2.5 V at 0.1 C.

The maximum capacity of the battery at this state of the aging process is calculated
by integrating the current over the charge/discharge time. For its strictness in following
the definition of SOH, the method is usually accepted as an actual value to verify the
accuracy of other SOH estimation measurements. However, the method relies on the
maximum initial capacity, which is provided by battery manufacturers, and the accuracy is
usually indiscernible [25]. A related study shows the method has been used as an approach
to re-calibration of the maximum capacity of an operating battery [26]. This method is
easy to implement, but there are a few disadvantages. First, the sampling accuracy and
sampling interval will directly affect the accuracy, and the current measurement bias error
will accumulate with time [27]. Second, this method is time-consuming as a complete
charge-discharge circle is required. This additional cycle is usually inconvenient and may
cause extra damage to the battery. In addition, the capacity testing technique does not
allow for the expression of transient characteristics. Therefore, some researchers have also
employed the calculation of SOH by integrating current over a period of time and dividing
it by the difference in SOC multiplied by the rated capacity of the battery [28].

2.1.2. Ohmic Resistance

Another major characteristic of battery aging is the increase in internal resistance.
Ohmic resistance reflects the conductivity of electron and lithium-ion transfer inside the
battery. Batteries experience an increase in the fraction of the voltage and heat generation
rate during the aging process. Therefore, the DC resistance test and Joule effect valuation
are two suggested methods for ohmic resistance measuring [29].

Hybrid Pulse Power Characterization (HPPC) is the commonly accepted test for ohmic
resistance analysis [30]. The testing calculates the battery’s voltage change after applying a
high current for a short period of time,

R =
∆Ut

∆I
(2)

where ∆Ut is the pulse voltage and ∆I is the applied current.
Because the instantaneous current is applied to the battery, the calculated R does not

include the polarization effect, and ohmic resistance is the major reason for the potential
drop across the battery [31]. Generally, the HPPC test needs to be conducted in a laboratory
environment to ensure high accuracy of current and voltage measurements, and the appli-
cations in industry conditions require careful consideration. Zhou et al. proposed a new
method for LiFePO4 battery SOH estimation by combining incremental capacity analysis
(ICA) and ohmic resistance, using support vector regression and recursive least-squares
method [32]. Chiang et al. utilized the Lyapunov stability criteria to develop an adaptation
algorithm that extracts OCV and internal resistance without limitations of the input signal
of battery systems [33]. The Joule effect is an alternative method for evaluating internal
resistance. Heat is generated when current flows through a battery, leading to changes in
battery temperature. A calorimeter can be used to estimate temperature changes. Liu et al.
found that internal resistances measured by the HPPC method have a closer relationship
with the heat generation behavior compared to the impedance [34].

The correlation between ohmic resistance and SOH is influenced by SOC and temper-
ature. The measurement of resistance is subject to change based on the time scale of the
evaluation method. Therefore, it is essential to design a multi-time scale estimator with a
decoupling mechanism to mitigate the interference between SOC and SOH and improve
the accuracy of resistance estimation.
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2.1.3. Electrochemical Impedance Spectroscopy

Electrochemical Impedance Spectroscopy (EIS) is a high-precision impedance mea-
surement technique [35–37]. The fundamental behind EIS is the identification of different
reaction rates in the electrochemical process through their corresponding frequency charac-
teristics when alternating signals are applied [38]. In order to facilitate rapid impedance
measurement, the signals applied to the batteries typically comprise a rich set of har-
monic components, including multi-frequency hybrid waves, pseudo-random sequences,
and random noise [39–41]. Next, Fourier transform analysis is usually performed for
the decomposition of the measured AC signal into its individual frequency component.
Wavelet transform is a suitable alternative method for AC impedance analysis [39,42,43].
The wavelet transform provides a better time-frequency resolution and is well-suited for
analyzing non-stationary signals (especially step signals).

The battery’s EIS test usually covers a wide frequency span; therefore, in addition to
ohmic resistance, parameters such as double-layer capacitance, charge transfer resistance,
and SEI resistance can also be measured. In the low-frequency region, the EIS spectrum
is dominated by mass transfer, which is expressed as capacitive resistance; while in the
mid-frequency region, it is dominated by charge transfer, expressed as capacitive resistance.
Various types of equivalent circuit models ECMs have been developed to simulate the
battery’s EIS equivalent circuit model. Compared with integer-order ECMs, fractional-
order models (FOM) can better describe the battery’s diffusion behavior [44,45]. Moreover,
the fitted parameters can represent some aging mechanisms, which cover loss of active
material (LAM), loss of Lithium Ions (LLI), and conductivity drops (Cond. loss) [46–48].

The correspondence between the Nyquist plot of the battery’s EIS test data and a
typical Randall equivalent circuit is shown in Figure 2, along with aging mechanisms.
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Apart from the frequency domain method, the time domain analysis of EIS data is
also suitable for decomposing kinetic processes inside the cells [49,50]. The distribution of
relaxation times (DRT) analysis method is introduced to distinguish the main time constants
of electrochemical processes [51–53], offering an intuitive description of the complicated
properties using multiple RC (Resistor Capacitor) networks [54]. In comparison to the
conventional circuit fitting approach, the DRT method facilitates the direct resolution of the
impedance spectrum and enables the differentiation of kinetic characteristics based on time
constants, thus mitigating the subjective nature of manual circuit fitting that can result in
analytical inaccuracies. Additionally, this method is algorithmically driven; it reduces the
reliance on electrochemical knowledge and detailed designing of ECMs, thereby enhancing
the rigor and objectivity of the analysis. However, DRT decomposition is a typical ill-posed
problem, and the uniqueness of the solution could not be ensured. The solution of the DRT
is mainly derived from Tikhonov regression, also known as ridge regression [52,55,56].

EIS measurement requires a long test time and a relatively stable environment. In
order to reduce the cost of EIS applications and improve the accuracy of SOH estimation,
there is a need to design integrated electrochemical analysis systems [57]. Raijmakers
et al. completed impedance measurements at the pack level using a commercial BMS
and analyzed the battery crosstalk interferences [58]. Howey et al. presented a fast and
cost-effective method for online battery impedance measurement using onboard power
electronics as the excitation source [59]. Wang et al. designed and verified an impedance
measuring system combined with a high-power dual active bridge (DAB) converter and
distributed sampling units, which realized a low-cost onboard battery impedance mea-
suring system [60]. Even so, its application in online settings faces numerous challenges.
The difficulties in power device design and electromagnetic interference shielding are
only secondary factors contributing to the challenges of online EIS applications. More
significantly, due to noise interference and inadequate standing time, the response signal of
batteries fails to accurately reflect impedance information.

After obtaining the EIS measurement, HI features can be extracted for SOH estima-
tion [61,62]. Jiang et al. compared different EIS features, including broadband EIS, model
parameters, and fixed-frequency impedance features, for SOH estimation using Gaussian
process regression [63]. The results indicate that the fixed-frequency impedance feature
offers the best performance metrics, and the mid-frequency region is suitable for SOH
regression. Fu et al. investigated the validity of various frequency regions and implemented
a real-time, fast acquisition of EIS utilizing the Fast Fourier Transform (FFT) technique [64].
The SOH evaluation model was then developed by an extreme learning machine (ELM)
with a regularization mechanism and the data from the capacity test was used for model
training. Zhang et al. utilized the DRT method and low-frequency impedance fitting
to extract the parameters, Pearson correlation analysis to filter the parameters, and the
Gaussian process regression method to establish the staged SOH estimation model [65]. In
addition, the adaptability of the model to different SOC ranges was also considered.

2.1.4. Incremental Capacity Analysis (ICA) and Differential Voltage Analysis (DVA)

Incremental capacity analysis (ICA) and differential voltage analysis (DVA) are es-
tablished techniques to qualitatively identify the major degradation modes [18,66]. Both
techniques are based on the identification of the drifting features of the battery’s open-circuit
voltage (OCV) with aging [67,68]. Due to the non-stationary nature of the open-circuit
voltage (OCV) data, the identification of various reaction processes within the cell is a
challenging task, making the adoption of differential methods a necessary step. The same
concept also applies to the differential thermal voltammetry (DTV) technique [69]. By
transforming the voltage plateau of the OCV-SOC curve into clearly identifiable peaks
and valleys in the first-order differential curve, ICA and DVA curves can detect a gradual
change in battery behavior while aging [70,71].
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The concept of ICA was first proposed for the study of the electrochemical reactivity
of manganese dioxide. This technique was then expanded to identify the battery aging
mechanism under different conditions [72–74].

IC curve is calculated as ∆Q/∆V within a fixed time or voltage interval [75]. The
integral of the IC curves suggests the capacity of the battery in the corresponding voltage
interval. The IC peaks reflect the different phase transition stages of positive and negative
materials [76]. For instance, during the charging process, the cathode comprised of nickel
cobalt aluminum (NCA) material experiences three phase transitions (H1-M-H2-H3), while
the anode material undergoes four phase transitions [77]. The result of these two-phase
transitions is reflected in the four peaks of the IC curve. The contribution of the cathode
and anode of the battery to the characteristics of the IC curve can be described by the peak
indexation method developed in [68].

Dubarry et al. developed a battery degradation diagnosis method to capture the aging
mode of LLI, LAM, and resistance increase at different aging stages. In addition, the ICA
technique could diagnose capacity loss due to undercharge (UD) and under discharge
(UC) [18,78]. The influence of the LLI, RI, and LAM on the IC curves of an LFP cell is shown
in Figure 3 [79].
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Figure 3. Influence of (a) loss of lithium inventory (LLI), (b) resistance increase (RI), (c) loss of active
material (LAMNE), AMNE) and (d) loss of active material at cathode (LAMPE) [79]. (e) The DV
plot of inhomogeneously aged pouch batteries (e) and homogeneously aged ones (f). Blue color
represents low check-up numbers. The influence of LLI, LAM, and lithium homogeneity on the
curves is illustrated [80]. Copyright 2014, Elsevier. Copyright 2023, Elsevier.

The high charge/discharge rate and the different phase transition properties of the
electrode materials both have a strong impact on the number of identifiable peaks. The
number of identifiable peaks/valleys of the ICA curve depends not only on the phase
transition properties of the electrode materials but also on the [81,82]. Considering the
shifting of the peaks, some phase transition stages are resisted for the increase of battery
resistance, resulting in the peaks shifting toward a higher potential [67]. The decrease in
the amplitude of the peak indicates a reduction in capacity, which is usually caused by
LAM and LLI.

The DV curve is ∆V/∆Q against capacity (Figure 3e,f), which is the inverse of the IC
curves (∆Q/∆V). In IC curves, the peaks represent phase transitions, whereas the peaks in
DV curves are due to phase equilibria.
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Since
dV
dQ

=

(
dV
dQ

)
cathode

−
(

dV
dQ

)
anode

(3)

The peaks and valleys of the DV curve can be attributed to each electrode. By measur-
ing the distance between the peaks, capacity loss can be obtained [83].

A higher peak on the DV curve implies higher lithium loss in localized areas of the
electrode, which might be caused by SEI growth or material-induced uneven current density
distribution [84,85]. It is speculated the shortening of the distance between the two peaks
is caused by the degradation of the carbon electrode [86]. As the battery ages, all peaks on
the DV curves shift toward a lower depth of discharge (DOD), and the amplitude of peaks
may increase due to the homogeneity of lithium distribution increasing [66,87]. Boom et al.
performed calendar aging tests on 18,650 batteries and separated electrode information
using DVA [88]. The study indicates that the major cause of capacity degradation is the
side reaction at the anode side. In their later work [89], the LiNi1–x–yMnyCoxO2 (NMC)
electrode was tested using the same method, and the results suggest that the side reactions
which consume recyclable lithium occur mainly at the negative electrode. Liu et al. used
DVA and impedance measurements to verify that the major degradation mechanism of
LiFePO4 cells is LAM rather than impedance increase [90].

ICA and DVA are recognized as reliable SOH estimation techniques since the shape
parameters of the curves, such as width, area, height, and number of peaks, are closely
related to the aging mechanism. However, the differential methods are strongly affected
by noise, and it is difficult to obtain an accurate and smooth curve with a direct numer-
ical derivative. Therefore, data pre-processing is essential. The common pre-processing
methods include smoothing splines, peak fitting functions, voltage window filter, Gaussian
filter, Butterworth filter, Kalman filter, and moving average filter [91–94]. The filter-based
algorithm is easy to implement, but there is the possibility of causing a loss of information.
Support vector regression uses a maximum classification interval and is able to tolerate a
certain degree of outliers, but it is computationally costly. The peak fitting function method
can track each peak of the IC and DV curves independently but cannot accurately capture
the part between the peaks and is less accurate for the assumption of symmetry [95]. The
spline curve-based method is easy to differentiate and has high fidelity, but it is greatly
affected by measurement errors and noises.

SOH prediction is achieved in two steps: extracting features from IC/DV curves and
using mathematical methods to establish the correlation between the parameters of each
feature and SOH. Weng et al. developed an SOH monitoring framework, which provided
a quantitative correlation between IC peak and battery capacity decay [96]. Within this
framework, support vector regression is applied to fit the capacity-voltage curve with
partial charging data, and IC peak identification is then reduced to an SV-based parameter
identification problem. The ICA technique is used to establish the correspondence between
features of IC curves and capacity degradation and to provide a robust signature for SOH
monitoring. Wang et al. designed a radial basis function neural network (RBFNN) to predict
IC peak value utilizing numerous indirect data such as mileage, average charge current,
charge initial SOC, and average discharge temperature [94]. The ICA method was used to
find reliable characteristics on the curve. The advantage of ICA for SOH estimation over
the DVA method is its ability to represent capacity degradation and impedance incremental
together. Extracting features from DV curves is not as intuitive as that of the ICA curve for
cell capacity degradation. Berecibar et al. explained the correlation between capacity decay
and DV characteristic peak [71]. The battery capacity degradation is assessed based on the
drift of a characteristic peak on the DV curve. Wang et al. used an improved center least
squares method to smooth the DV curves and then select the characteristic peaks that drift
significantly with battery aging for SOH estimation [97]. In addition, the problem that the
maximum peak value cannot be detected because of inconsistency was discussed.
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2.2. Advanced Sensors Experiment

Indirect parameter measurement methods for SOH estimation rely on the measure-
ment of the battery’s material and structural parameters during charge/discharge. Battery
parameters such as temperature and stress change during charging and discharging, and
these parameters can reflect the status of the solid–liquid and solid–solid interfaces and
the electrochemical reaction kinetics inside the battery, which in turn helps to predict the
battery SOH and lifespan. These methods can also monitor the battery’s safety indicators
and aid the second-life battery reuse to improve the economic value.

2.2.1. Ultrasonic Technique

Ultrasonic inspection technology is an effective tool for detecting various small defects
in materials. This is an intuitive, non-contact, non-destructive battery aging characterization
technique [98,99]. The principle is based on the sensitivity of the propagation of ultrasonic
waves in the liquid-filled porous media to electrode tortuosity, porosity, thickness, density,
elastic modulus, fluid density, and ion concentration [100,101]. It should be noted that
not all ultrasound signals within the full frequency range exhibit a strong correlation with
the state of a battery. For instance, the slow wave component was found to have a strong
correlation with SOC. Recently, ultrasonic time of flight (TOF) has emerged as a relatively
new method for interrogating battery behavior [102–104].

The growth of a solid electrolyte interface (SEI) is a major factor in the consumption
of intercalation lithium during battery aging. In addition, the battery aging process is
accompanied by an increase in internal temperature, pressure, and cell volume and even
the expansion of manufacturing defects. These manifestations result in material-related
parameter changes such as density and modulus variations [105]. To investigate these
regimes, the ultrasonic signals during the charging and discharging cycles are monitored
and analyzed in the time or frequency domain, which provides indicators of battery aging,
safety, and small defects [100,101]. Many researchers have utilized acoustic signals to probe
Li-ion batteries. Hsieh et al. conducted a comprehensive study using commercial batteries
such as 18,650 Li-ion and alkaline LR6 (AA) batteries to verify the correlation of changes
in sound speed with the state of charge and aging [106]. Davies et al. demonstrated that
acoustic analysis of the through-thickness bulk wave could be used to estimate SOC [107].
An SOH regression model was also developed using TOF and voltage data in that study.
In an attempt to reduce the intervention of the sensor on cells, a novel approach based
on acousto-ultrasonic guided waves has been proposed [108]. Ladpli et al. developed
a technique based on built-in ultrasound-guided waves to monitor lithium-ion batteries’
state [109]. An important nonlinear property between the TOF signal and the maximum
remaining capacity is used to develop an a priori model for an onboard SOH determination
technique. In a follow-up work [110], Matching Pursuit with the Gabor dictionary was
applied to decompose the guided wave. The SOC/SOH prediction model was generated
by Generalized Additive Models (GAMs) with the regression splines technique.

The ultrasonic signals are sensitive to the internal material parameters of the battery,
which are linked with SOC. Thus, the application of using ultrasonic signals to monitor
battery SOH should be performed in a fully charged state in order to characterize the
degradation of maximum capacity [100,105,111].

2.2.2. Fiber Bragg Grating Technique

Optical fiber sensors (OFS) are fiber-passive devices that feature multiplexing and
multipoint measurement with excellent temporal and spatial resolution. OFS are non-
electrical and immune to electromagnetic interference [112,113]. Among OFS, fiber Bragg
grating is superior in monitoring the surface temperature and strain of a cell [114,115].
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Fiber Bragg Grating (FBG) sensors use the reflection of the optical signal and the
expansion and contraction of the fiber to measure temperature and strain. The selected
wavelength of the reflected signal is defined as

λB = 2neffΛ (4)

where neff is the effective core index of refraction and Λ is the Bragg grating period [116].
In Ref. [117], the single film fiber SMF-FBG technique was used to measure the tem-

perature and stress of a cell simultaneously with high accuracy. At the same time, an FBG
sensor written in a microstructured optical fiber (MOF-FBG) was proposed to detect and
decouple temperature and stress signals. The optical sensor could monitor the thermal
events occurring inside the cell and their associated heat generation. It could also track
parasitic side reactions of SEI formation, which enabled cell lifespan assessment. Wu et al.
developed an in-situ FBG temperature sensor array film (FBGAF) to detect the uneven
battery internal temperature field and the evolution pattern [118]. In practical implementa-
tions, to decouple stress and temperature, two optical FBG sensors were arranged at one
sampling position. One FBG sensor was firmly attached to the cell so that the wavelength
shifting of the reflected signal was caused by both strain and temperature. The second
optical sensor, as a reference, was put in specialized tubes detached from the cell. Therefore,
the wavelength shifting of the received signal of the second sensor was majorly influenced
by temperature. Thus, error from strain could be compensated using the wavelength
offset of the reference sensor subtracted from the total wavelength offset. Nascimento et al.
evaluated the efficacy of thermocouples (TCs) and FBG sensors in detecting variations in
temperature. The findings demonstrated that the FBG sensors detected higher temperature
variations and presented a 1.2 times higher response rate than the TCs [119]. In the follow-
up work, a hybrid sensing network consisting of fiber Bragg gratings and Fabry–Perot
cavities was proposed [120]. As a non-invasive measuring method scheme, it has a low
impact on cell behavior.

Optical grating technology can also be applied for battery state prediction [121–123].
Ganguli et al. developed large-format pouch cells with embedded fiber-optic sensors and
verified their seal integrity and capacity retention. Based on the previous work, Ganguli
et al. discussed the details of the method for separating the strain and temperature signals
of the interlayer and used extended Kalman filtering (EKF) and dynamic time warping for
battery SOC and SOH estimation [124,125]. Li et al. used the automatic extraction (AE)
method to extract features from the measurements of FBG sensors and then used Gaussian
process regression combined with a convolutional neural network to develop a multivariate
regression model to predict battery capacity and quantify the prediction uncertainty [126].
The framework utilizes the automatic extraction (AE) method to extract features from the
measurements assisted with FBG sensors.

The implementation cost of fiber grating sensors is still high now, hindering its wide
implementation in BMS. Further, the correlation between battery reliability and built-in
sensors has not been accurately evaluated [127].

2.3. Other Experimental Method

Several other indirect assessment techniques have also been developed, such as the
parity relation technique and mechanical stress method for SOH estimation [128,129]. These
experimental methods can either directly estimate SOH or provide data for other SOH
estimation methods.

3. Model-Based Methods for SOH Estimation

The changing parameters of the battery model with aging are tracked for battery SOH
estimation. Usually, the real-time measurement data of the BMS is used to update the
model parameters. Since the model usually integrates physical knowledge of the battery’s
dynamics, model-based SOH estimation methods are more interpretable than data-driven
methods and can achieve higher accuracy using fewer samples.
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Based on the different theories of model construction and principles of state prediction
algorithms, they can be divided into three categories: empirical models [130], equivalent
circuit models [131,132], and electrochemical models based on physical chemistry [133,134].

3.1. Empirical Models

Empirical models for predicting the performance of electrochemical cells do not require
detailed knowledge of the cell’s design or material properties. Instead, they rely on fitting
functions such as polynomial or exponential functions to approximate the cell’s behavior
based on known data (Figure 4a,b).
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While these models can be useful for making predictions, they are ultimately only
approximate representations of the cell’s true behavior [140]. Han et al. derived a power
law battery aging model based on the Arrhenius equation, which includes temperature as a
parameter and is a function of the number of cycles [141]. Zhang et al. developed a battery
RUL prediction framework based on an exponential empirical model and particle filter.
The nonlinear least squares technique was used to exponentially quantify the capacity
degradation data of Lithium-ion batteries [135]. The outcome of this analysis showed that
the exponential model was suited to fit the capacity degradation data. The parameters of
the empirical resistance model depend on the SOH. Ecker et al. developed an empirical
resistance model to describe the battery’s aging process and to predict its lifespan [142,143].
Empirical models have relatively few parameters and are easy to implement for onboard
SOH monitoring, but they tend to have poor generalization performance outside the scope
of the test data used for model training.

Empirical models, being open-loop models, tend to exhibit significant cumulative
errors. Their primary objective is to quantify battery degradation information while
minimizing computational demands. As a result, empirical models often exhibit limited
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stability and exhibit insensitivity toward environmental conditions. Thus, the incorporation
of observer models becomes imperative to rectify the estimated values or parameters
derived from the empirical model [144].

3.2. Equivalent Circuit Models

An equivalent circuit in which the dynamic behavior of a lithium-ion battery is de-
scribed by the combination of electrical components, including resistors, inductors, capaci-
tors, and power supplies, is an electrical black box model that constructs a circuit based
on the relationship between input and output signals of the system (Figure 4c). The equiv-
alent circuit model allows engineers to perform simulations, study the system behavior,
and optimize its performance without having to build a physical battery prototype. The
extrapolation facilitates measurements for SOH. The equivalent circuit model is easy to
apply in practice because of the minimal physical and chemical knowledge requirement
and low computing load.

There are different types of equivalent circuit models, including the RINT model,
Davinan model, PNGV model, and multi-stage RC model [45]. The model parameters
can be identified online or offline using recursive least squares (RLS), genetic algorithms
(GA), particle swarm algorithms (MPSO), etc. The ECM model parameter identification
process relies on data provided by direct or indirect experiments such as EIS. The ECM
offers several advantages, including its ability to provide physical interpretations, compu-
tational efficiency, and parameter adjustability. It can capture changes in battery health
by modifying its parameters accordingly. By integrating adaptive algorithms such as the
Kalman filter, dual sliding film observer, and dual Kalman filter, the ECM can enhance its
capability to model nonlinear systems. Consequently, the model becomes more adaptable
and accurate. These techniques enable closed-loop estimation of equivalent circuit com-
ponents parameters, wherein deviations between predicted and actual values are used to
refine the estimation results. Adaptive models have attracted a lot of attention in battery
parameters and state estimation due to their robustness.

3.3. Electrochemical Models

The electrochemical modeling approach is supported by robust theoretical foundations
and well-suited to determining the internal electrochemical reaction process and reaction
intensity during battery aging. This approach can capture the dynamics of the lithium-ion
movement inside the battery (Figure 4e) and the varying parameters of the active materials
in the anode and cathode at various SOH levels. The majority of electrochemical models for
lithium-ion batteries are based on the work of John Newman and his colleagues [145,146].
The pseudo-two-dimensional model established by them uses a set of partial differential
equations to describe the electrochemical reactions inside the battery. The P2D model com-
bines porous electrode theory and concentrated solution theory to provide a fundamental
theoretical framework for the physical and electrochemical processes occurring within
lithium-ion batteries [147]. The P2D model can considerably explain the internal electro-
chemical kinetics and mass transport processes of the battery and investigate the capacity
decay of the battery by accurately simulating the internal electrochemical processes of the
battery (Figure 4f) [148]. Except for extracting the impedance and recyclable Li-ion concen-
tration, the electrochemical model is able to provide many features for SOH estimation.
Liu et al. developed a simplified P2D model through Parabolic Profile (PP) approximation
method and volume integration [139]. Subsequently, the simplified model is converted
into a state-space form. The solid phase average lithium-ion concentration at the electrode
was estimated in real-time by particle filter (PF) algorithm using partial charge/discharge
data, which was then used for estimation of SOH and SOC. Li et al. developed an SP-based
degradation model incorporating the effect of SEI formation and crack propagation caused
by volume expansion [149]. The model shows the high accuracy of SOC/SOH prediction
at a high charge/discharge rate. The solid-state diffusion coefficient and diffusion time
have been identified and verified in the literature as excellent indicators of SOH, which
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increase monotonically with cell aging [150,151]. Prasad et al. developed a simplified
electrochemical model, which relates the coefficients of physical parameters of the cell to
the Padé approximated transfer function [152]. The cell’s resistance and the diffusion time
of the Li-ion were estimated using the current and voltage data at a 5C charge or discharge
cycle. The varying parameters are then used for SOH prediction.

Compared to ECM and machine learning models, electrochemical models offer dis-
tinct advantages. They exhibit enhanced accuracy in capturing the battery’s charging and
discharging behavior by accounting for intricate microscopic dynamics. This precision is
particularly crucial for precise battery state estimation in intricate scenarios. Additionally,
electrochemical models possess the capability to concurrently simulate multiple micro-
scopic phenomena occurring within the battery cell. These phenomena encompass electrode
particle fragmentation, lithium-ion precipitation and embedding, and SEI thickening. Such
micro-level events significantly impact battery longevity, capacity degradation, and safety.
By simulating and analyzing these phenomena, a deeper understanding of the battery’s
performance decay mechanisms can be attained, enabling the characterization of aging
behavior. Katrašnik et al. incorporated various processes in their electrochemical model,
including SEI formation, SEI decomposition, Lithium reaction with electrolyte at anode
interface, lithium plating, Cathode active material degradation, electrolyte decomposition,
heat generation resulting from Li+ transport, and heat generation stemming from side reac-
tions [153]. These equations establish a coherent connection between the crystal structure
of the cathode, electrode topology, heat generation, and degradation phenomena. As a
result, the model was able to calculate the SOH and make predictions regarding thermal
runaway events at the same time.

Despite the rich functionality of the electrochemical model, it exhibits certain lim-
itations and drawbacks in various aspects, particularly when confronted with charge-
discharge scenarios that go beyond its established physical or mathematical assumptions.
For instance, in scenarios involving local deactivation and uneven particle distribution, the
uniformity assumption of the electrochemical model fails to hold, while scenarios such as
high-rate charge/discharge and elevated temperature operations alter the kinetics of inter-
face reactions. Moreover, the electrochemical model encompasses a significant number of
parameters whose impact on the results varies considerably. These parameters can undergo
changes under different operational conditions, necessitating the conduction of parameter
identification procedures prior to the application of the electrochemical model. Li et al.
developed a framework for the identification of physical parameters of electrochemical
models based on the cuckoo search algorithm [154]. By means of sensitivity analysis and
multi-step parameter identification, 20 electrochemical model parameters were identified
using only current-voltage data as input.

Given the abundant parameters and noticeable environmental variations in electro-
chemical models, it becomes imperative to employ online parameter updating methodolo-
gies [155–158]. The utilization of electrochemical model-based approaches, in conjunction
with adaptive filters, enables the online updating of parameters and estimation of battery
SOH. However, this technique employed for battery SOH estimation encounters two main
challenges. Firstly, the direct measurement of SOH is not feasible, necessitating the indirect
calculation through the assessment of capacity or resistance decay. Secondly, the accuracy
and stability of the general model estimation are compromised when dealing with non-
linear dynamic systems. To address these challenges, this technique commonly employs
proportional integral observers, multi-time scale observers, adaptive partial differential
equation observers, and extended Kalman filters to identify electrochemical model param-
eters, such as battery capacity and Li-ion concentration. Then, an electrochemical model
or other equations is used to establish their correlation with SOH. Zhou et al. utilized
an EKF model to estimate the count of recyclable lithium ions at specific time instances
based on the current and voltage profiles during battery charging and discharging. By
comparing these estimates at various time points throughout the battery’s lifespan, they
obtained insights into the degradation trend of the battery. In this study, the count of
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recyclable lithium ions was regarded as a parameter of the battery, which is inherently a
nonlinear system. The electrochemical model was employed to simulate the actual system
behavior in this research [159]. Zou et al. developed nonlinear observers that incorporate
fast and slow gains for the estimation of state variables related to fast and slow dynamics,
specifically the Li-ion concentration in solid particles, Li-ion concentration in the electrolyte,
and volume-averaged concentration flux [156]. The electrochemical model was employed
as a simulation platform to validate the proposed theory.

The major challenges with the P2D model are the serious difficulty of model parametriza-
tion and the high computational load for onboard implementation. Various reduced-order
methods (such as Padé approximation [160]) have been employed to approximate the
solution of the solid-liquid phase diffusion equation in order to simplify the resolution of
the partial differential equation within electrochemical models. Other simplifying methods,
such as the single particle model (SPM), simplify the electrochemical model by making
specific assumptions, including the assumption of a uniform potential distribution, sim-
plification of ion diffusion within the electrode, and neglect of liquid phase dynamics. In
the SPM, the anode and cathode are each modeled as a single particle by neglecting the
spatial dependence of the current density within the electrode [161–163]. Furthermore, the
SPM simplifies the electrochemical model by making specific assumptions, including the
assumption of a uniform potential distribution, simplification of ion diffusion within the
electrode, and neglect of liquid phase dynamics. As a result, the SPM model focuses on
solving two partial differential equations for the positive and negative electrodes sepa-
rately, along with associated algebraic equations. This simplification significantly reduces
the complexity.

Although different aging mechanisms, such as SEI growth and electrode material
cracking, can be integrated into the electrochemical models, the implementation in vehicles
is quite challenging due to high model complexity. Therefore, it is not conducive to online
real-time SOH estimation and prediction. In the context of applying electrochemical models,
the evaluation criteria for model performance often revolve around fitting output voltages
or other indicators. However, relying solely on such criteria may result in the parameter
values of simplified models deviating from their actual physical counterparts, thus losing
their physical significance. Hence, it is crucial to analyze the sources of errors inherent
in simplified models and explore the development of real-time electrochemical models
suitable for online applications. This research direction holds substantial importance for
future endeavors.

Although different aging mechanisms, such as SEI growth and electrode material
cracking, can be integrated into the electrochemical models, the implementation in vehicles
is quite challenging due to high model complexity. Therefore, it is not conducive to online
real-time SOH estimation and prediction.

4. Machine Learning Methods for SOH Estimation

Machine learning algorithms can construct and analyze models directly from data on
battery aging. Machine learning-based approaches for battery health assessment do not
require in-depth knowledge of electrochemical principles or degradation mechanisms. This
results in better dynamic accuracy, universality, and robustness compared to model-based
methods. Using machine learning for SOH prediction involves four steps: data processing,
feature extraction, parameter training, and model validation. Machine learning algorithms
can be divided into three categories: probabilistic algorithms, non-probabilistic algorithms,
and semi-probabilistic algorithms. The schematic diagram of the model as well as the
classification framework can be referred to as Figure 5.
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4.1. Probabilistic-Based Algorithms

A probabilistic model uses probability distributions to characterize the potential values
of variables and is a tool used to describe and quantify uncertainty. Lithium-ion battery
aging involves many uncertain parameters. The aging process of Lithium-ion batteries in-
volves many uncertain parameters, which can be incorporated into a probabilistic modeling
framework [164].

Bayes Rule is a classical probabilistic analysis method, using the prior probability of
distribution to calculate posterior probability. This allows Bayesian models to leverage
prior knowledge and information more effectively, enabling more accurate modeling and
inference of data. The naïve Bayes model, Monte Carlo method, Bayesian network, and
Gaussian process regression (GPR) are widely used machine learning methods based on
the Bayes rule. The Bayesian approach exhibits distinctive advantages in the contexts of
few-shot learning and leveraging prior knowledge. By incorporating prior probabilities,
Bayesian methods can alleviate the issue of data sparsity and effectively perform parameter
estimation and prediction tasks when confronted with limited data.

A naïve Bayes (NB) model is a probabilistic machine learning model based on the
Bayes theorem. The model is “naïve” because it assumes all the features in the data are
independent of each other, which is not always true in real-world scenarios. However,
naïve Bayes models are often effective in practice and are widely used in a variety of
applications. This phenomenon can be attributed to the fact that the naïve Bayes model
is capable of providing valuable probability estimations by learning the statistical rela-
tionships between classes and features, despite the violation of conditional independence
assumptions. Furthermore, in the context of high-dimensional problems, the naïve Bayes
model exhibits enhanced efficiency in parameter estimation, owing to its reliance on the
assumption of conditional independence. Consequently, it facilitates more efficient training
and inference processes. Selina S.Y. Ng et al. proposed a naïve Bayes model for estimat-
ing the battery’s RUL using constant discharge data [165]. Unlike other studies that use
capacity as the response variable, in this research, the cycle of a battery was directly used
for non-parametric regression. The results are analyzed in detail in comparison with the
SVM model. At average RMSE, NB is 16.1 cycles (0.17%), with a standard deviation of
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10.7 cycles (0.15%), better than those of the SVM models, which had an average RMSE of
26.5 cycles (0.27%) and standard deviation of 13.2 cycles (0.20%). This suggests that SVMs
are more susceptible to changes in operational parameters.

The Gaussian process regression (GPR) method is a non-parametric regression method
that uses the Gaussian process to describe the relationship between the input and output
variables. The Gaussian process is a probabilistic process that utilizes the covariance
function to describe the correlation between continuous random variables. One key feature
of GPR is that it can provide a posterior distribution of the output prediction, which is very
useful to quantify the prediction uncertainty in case the output variables are uncertain due
to noisy measurements etc. GPR has been widely adopted to predict a battery’s SOH due
to its non-parametric and probabilistic nature [166–169]. However, the limitations of GPR
include high computational expense, sensitivity to the choice of the covariance function,
and potentially poor scalability to large datasets.

Yang et al. proposed a new method for estimating the SOH of a battery using charging
curves [170]. First, the charging and discharging data at various cycle numbers were
obtained during cell cycling experiments. Second, four key points were extracted from the
charging and discharging curves. The median filtering algorithm was used to eliminate
noise. Third, a grey system theory was developed to measure the relational grade between
these points. Finally, the four features were used as a training dataset to develop a Gaussian
process (GP) model for SOH estimation. Liu et al. conducted research on SOH prediction
and prognostics for lithium-ion batteries using GPR and a combination Gaussian process
functional regression (GPFR) [171]. They aimed to address uncertainty in evaluation and
prediction by employing GPR with mean and variance values as representations of SOH
uncertainty. Due to the limited performance of the GPR model in addressing battery
capacity regeneration, the researchers employed a combined approach known as linear
Gaussian process functional regression (LGPFR) for multi-step prognostics of the health
condition of lithium-ion batteries. As a result, the prediction RMSE based on the LGPFR
and QGPFR was only 1.71 and 1.5.

GPR has also performed well in long-term prediction, such as remaining useful life
(RUL) estimation. Richardson et al. proposed a multi-output Gaussian regression model for
SOH and RUL prediction and optimized the kernel functions by minimizing the negative
log marginal likelihood (NLML) [172]. Furthermore, the compound kernel functions
enhanced the ability of the GPR algorithm to utilize the empirical degradation model based
on explicit mean functions. This results in improving the ability of GP to capture complex
behavior and the accuracy of SOH prediction. In the follow-up work [173], they proposed
using a GPR conversion model to establish the relationship between current, voltage,
temperature, and capacity. This model was found to be effective in estimating battery
capacity degradation and predicting remaining useful life under dynamic conditions. The
GPR algorithm can also be used to construct state space. Li et al. developed a flexible
state space model for estimating the SOH of a battery based on the GPR algorithm [174].
The model uses a nonlinear function to establish a relationship between the number of
cycles and various feature variables, which are then input into the GPR model to predict
the remaining useful life (RUL) over a long time scale.

The Monte Carlo method represents a mathematical approach in which random
quantities are used to provide estimates of deterministic quantities. Monte Carlo simulation
models a possible outcome for any variable with inherent uncertainty by using a probability
distribution, such as a uniform or normal distribution. Many Bayesian Monte Carlo
methods applied to SOH prediction are achieved through simulated aging trajectories.

He et al. applied the Dempster–Shafer evidence theory (DST) in combination with an
empirical model based on electrochemical impedance spectroscopy (EIS) to estimate the
degradation of lithium-ion batteries [175]. This model was used to determine an initial set
of parameters, which were then updated using Bayesian Monte Carlo techniques to track
the degradation trend of the battery and accurately predict its capacity decay, ultimately
leading to the estimation of SOH and remaining useful life (RUL). Tang et al. solved
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the battery state estimation problem using model migration techniques [176]. Bayesian
Monte Carlo (BMC) method approximate posterior distribution was used in parameter
identification and model-based aging trajectory prediction, which reduced the modeling
error well. Their results show that the BMC approach is able to predict the health evolution
over the entire lifespan with a high degree of accuracy (RMSE less than 2%) based on 15% of
the aging data. In another of their works [177], the same method was adopted. Accelerated
aging simulations were established by migration processes, whose migration factors were
determined using Bayesian Monte Carlo methods and hierarchical resampling techniques.
Liu et al. considered a jump-diffusion model with an exponential distribution of jumps for
describing the jump phenomenon in the capacity decay process [178]. Then, a Monte Carlo
sampling algorithm was used to estimate the parameters of the jump and diffusion parts of
the degradation model, respectively.

Random forest (RF) is a special probabilistic-based model. It makes predictions by
training multiple decision tree models and then averaging their predictions. Each decision
tree gives a prediction for the input data points, and the final prediction of the random
forest is the average of the predictions of all decision trees. The output of the RF is a
probability value that represents the probability of occurrence of the predicted category
given the input data points. Hence, notwithstanding the fact that RF is not inherently a
probabilistic model, for the purpose of discourse, RF is categorized within this subsection.
Additionally, RF is a machine learning algorithm that uses the concept of Bagging, which
combines the predictions of multiple decision trees to make a final prediction. This approach
helps to reduce variance and improve the overall accuracy of the model. It is effective for
handling non-differentiable models, and discrete features with limited values, and can
effectively handle missing and heterogeneous data. It is able to capture the relationships
between inputs and outputs in order to produce a final estimate of the state of health
of a battery. Additionally, RF is an ensemble learning (EL) method that uses multiple
decision trees to predict the output of given inputs. Li et al. utilized random forest
regression to develop a model that learns the relationship between battery capacity and
features extracted from charging voltage and capacity measurements [179]. The method
does not require any smoothing and directly uses the charging curve for SOH estimation,
resulting in strong robustness. Yang et al. used two convolutional neural networks to
extract indicators for SOH and SOH variation between two consecutive charge/discharge
cycles [180]. Then, by exploiting the indicators from CNN, the RF algorithm was adopted
to generate the final SOH estimates. Lin et al. apply RF for a multi-model fusion strategy, to
obtain high accuracy and robustness estimation [181]. Preliminary SOH predictions were
generated using multiple new linear regression, SVR, and GPR, respectively, and finally,
the preliminary SOH predictions were fused using the RF model.

In addition to the probabilistic models mentioned above, Bayesian methods have been
applied to Bootstrap estimation [182], Autoregressive Integrated Moving Average model
(ARIMA) [164], Deep Belief Networks (DBN) [183], and ANN [184,185] for SOH estimation.

4.2. Non-Probabilistic Algorithms

Typical probabilistic approaches focus on long-term forecasting of the battery’s remain-
ing usable life [186]. Researchers commonly utilize non-probabilistic approaches for battery
SOH prediction. Related machine learning techniques can be divided into supervised and
unsupervised based on the presence or absence of data labels.

4.2.1. Supervised Learning

The goal of supervised learning is to enable a model to learn from the relationships
between input and output variables in a training dataset so that it can make accurate
predictions about new input variables without access to the corresponding output vari-
ables. To accomplish this, a supervised learning algorithm processes the training data,
discovers the relationship between the input and output variables, and develops a model
that embodies this relationship. The model is then applied to new data to generate predic-
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tions of the output variables. Some commonly employed supervised learning algorithms
include support vector machines (SVMs), artificial neural networks (ANNs), and k-nearest
neighbors (k-NN).

Support vector (SV) techniques are commonly used for battery state estimation [187,188].
SVM was originally proposed by Vladimir Vapnik [189] and has been successfully applied
in battery state estimation. SVMs utilize kernel functions to map low-dimensional feature
vectors into higher dimensions in order to find the optimal hyperplane for separating
input data in the higher dimensional space. SVMs have two main components: the kernel
function and the penalty factor C. The penalty factor C controls the complexity of the model,
i.e., the degree of punishment for classification errors. Support vectors are samples in the
training data used to define the decision boundary between classes in an SVM model. SVs
reflect certain inherent characteristics of the cell. Feng et al. used charging curves at different
SOH to construct support vector machine (SVM) models and identified the features of
the different models using a support vector parameter identification algorithm [190]. The
algorithm creates an SOH diagnosis model using SVM by comparing the features of the
measured data with the stored SVM model. Klass et al. proposed a method of applying
standard battery performance tests to an SVM-based battery model [191]. This method
involves training a model with current, temperature, and SOC as inputs and voltage as the
output using SVM. The resulting SVM model is then used as a lookup table for voltage
based on hypothetical current/temperature/SOC inputs from the corresponding actual
standard test measurements. The virtual test results can then be used to derive resistance
and capacity as a basis for SOH estimation. Xing Shu et al. applied a hybrid kernel function-
based support vector machine with fixed-size least squares to study the correlation between
SOH and feature variables [192]. Using this arrangement, online SOH estimation can be
achieved using extreme learning machine algorithms with only intermittent and randomly
collected charging data.

Support vector regression (SVR) is an algorithm based on SV [193], which can predict
continuous output variables. The performance of SVR is determined by the choice of kernel
function and the method of parameter optimization. Li et al. compared SVR models with
linear, polynomial, radial basis function (RBF), and sigmoid kernel functions and found
that the RBF kernel function performed more reliably on small sample size datasets and in
the mid-stage of battery degradation [194].

Other supervised learning methods, including k-nearest neighbor (kNN), have also
been applied to battery state estimation. Data that are sufficiently close in the feature
space are grouped together so that clusters of data can be identified. The method allows
predicting the class associated with a new input by comparing it with the k nearest-neighbor
points in the multidimensional feature space, as long as the different groups are determined
by the training data [187]. KNN is generally introduced in the data processing phase. In
Ref. [195], the linear statistical k-nearest neighbors (LSKNN) method was used to infer the
unknown points in the measurements and suppress the noise. In the end, the regression
model for the battery SOH estimation is CSVGPR. KNN methods can also be applied to
regression models. Hu et al. develop a non-linear kernel regression model based on the
kNN regression, which manages to capture the dependence of the capacity on the selected
features [196].

Artificial neural networks and deep learning are an important part of machine learning
methods. The neural network methodology establishes a network architecture comprising
numerous interconnected “neurons” that facilitate the mapping of input features (such
as terminal voltage, current, temperature, and impedance) to corresponding outputs,
specifically the battery capacity and SOH. Information is shared between nodes through
“neuron” connections. ANN consists of an input layer, a hidden layer, and an output
layer. In addition, according to the network structure, ANN methods are divided into deep
learning algorithms and traditional neural networks. The simplest feedforward neural
network (FFNN) contains only one hidden layer, whose impute is the sum of the inner
product and the bias. Typical deep learning networks include recurrent neural networks
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(RNN) and convolutional neural networks (CNN). In contrast, traditional neural networks
include FFNN and Back-propagation neural networks (BPNN). All four of these models
have been successfully applied to SOH prediction [197–199].

Neural network models are greatly influenced by the choice of dataset and feature
selection. Thus, convolutional neural networks (CNNs) are commonly employed to gather
local variables and extract features from the data. The convolutional layers employ filters
(also known as convolutional kernels) that slide across local regions, capturing local patterns
within the input data. Pooling layers are used to reduce the dimensionality of the feature
maps while preserving the most salient features. CNNs can be suited for handling sequence
prediction tasks by reshaping the data into a single dataset, where each row represents
a time step. Sliding window operations along the time steps are employed to obtain
sequences of the desired length as inputs. To achieve regression prediction, sometimes it
is important to incorporate fully connected layers or other types of layers after the CNN
model. Bao et al. proposed a CNN-VLSTM-DA model for estimating SOH [200]. In their
model, CNN is employed to integrate spatial and dimensional information, extracting
structural features from the data. An attention mechanism is introduced to allocate different
weights to different parts of the data, distinguishing crucial information from irrelevant
information. The final output is generated by the VLSTM layer, with the RMSE achieving
0.9%. DCNN, as a specialized form of CNN, exhibits a greater proficiency in learning
abstract and high-level feature representations compared to traditional CNNs. Shen et al.
utilized a DCNN for cell-level capacity estimation based on measurements of voltage,
current, and charge capacity within partial charge cycles [201]. This DCNN consists of
five convolutional layers and three fully connected layers. Each convolutional stage is
composed of a convolutional layer, a pooling layer, and a ReLU activation function. The
achieved result demonstrates an RMSE close to 0.36%.

Battery aging is a gradual process that occurs over time, and sequential data provide
crucial observations of battery performance as it evolves over time. Recurrent Neural
Network (RNN) is a widely used neural network architecture for modeling sequential data.
Compared to traditional feedforward neural networks, RNN exhibits the characteristics
of memory and recursion when processing sequential data. The core idea of RNN is to
introduce an internal state, also known as a hidden state, which can be propagated and
updated across different time steps. RNN receives inputs and the hidden state from the
previous time step at each time step, and computes the output, and updates the hidden
state using learned weight parameters. This recursive structure enables RNN to learn
patterns and trends in battery aging data, enabling it to predict the State of Health (SOH)
of batteries. Eddahech et al. were early adopters of employing RNN for battery aging
prediction [202]. They incorporated additional network inputs such as temperature (T),
current pulse amplitude (I), and state of charge variation (∆SOC) to forecast the sequence
data of capacity and equivalent series resistance. The mean squared errors (MSE) achieved
were 0.462 and 0.296, respectively. RNN models have various variants. Among several
network structures, long short-term memory (LSTM) networks have received the most
attention [203]. The method is superior for its ability to retain previous information,
solve gradient disappearance, and relief gradient explosion problems in the long sequence
training process. LSTM implements the protection and control of information through three
main structures: input gates, forgetting gates, and output gates. Kwon et al. develop a multi-
level long short-term memory (LSTM) model for battery SOH and RUL prediction [204].
The second level LSTM employed a sliding window for multi-step forecasting. As the
sliding window moved, the prediction was input to the next input value until the predicted
SOH reached the end-of-life (EOL). Then the RUL was deduced from the remaining number
of cycles. Zhang et al. pointed out LSTM RNN can capture long-term dependencies better
than SVM and SimRNN [205]. Traditional RNNs may struggle to learn such long-term
dependencies due to the gradient disappearance problem, but LSTMs are able to control
the flow of information using gates, allowing them to selectively retain or forget past
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information as needed. This ability enables LSTMs to effectively analyze events that
occurred over a long period of time.

Bidirectional long short-term memory (Bi-LSTM) has two hidden layers, one that
processes the sequence in the forward direction and another that processes the sequence in
the backward direction. Bi-LSTM is more powerful and efficient than LSTM in capturing
long-term dependencies in the data, as it can use information from both the past and the
future to make predictions. Wang et al. built a bidirectional long and short-term memory
(Bi-LSTM) depth model to learn CNN forward and reverse dependencies and emphasized
the correlation between series data through the attention mechanism (AM) [206].

LSTM networks, like other intelligent algorithms, can be further developed and
improved through the use of variations. Ma et al. developed a novel SOH estimation
method based on LSTM [207]. Neighborhood component analysis (NCA) and Pearson
correlation coefficient are chosen to perform data screening, and differential evolution
gray wolf optimization is proposed realizing hyperparameters optimization. Ren Pu et al.
proposed an SOH estimation strategy based on the combination of dynamic adaptive
cuckoo search (DACS) and LSTM [208]. By combining the filtering algorithm, the effect of
noise is reduced.

4.2.2. Un-Supervised Learning

Unsupervised learning is a type of machine learning in which the algorithm is not
given labeled training data or any prior knowledge about the relationships between vari-
ables. Instead, it is tasked with discovering these relationships on its own by analyzing
the patterns in the data. Commonly used unsupervised learning algorithms include au-
toencoders (AE) and principal component analysis (PCA). These algorithms are often used
as data preprocessing techniques to remove noise or reduce feature correlation in data
sets that will be used for supervised learning. However, evaluating the effectiveness of
unsupervised learning can be difficult because the algorithm has difficulty predicting the
exact output beforehand.

Autoencoder (AE) is a type of non-linear dimensionality reduction method that uses
the input data as supervision to guide the neural network in learning the mapping rela-
tionships for data reconstruction. The model typically consists of two components: the
encoder and the decoder. AE is a useful tool for recognizing and tracking characteristics of
battery aging and is capable of handling the varied and inconsistent nature of battery decay
and capacity loss [209,210]. Wu et al. developed a combined convolutional auto-encoder
(CAE) and recursive auto-encoder (RAE) framework to extract health features from voltage
and temperature profiles undercharging and used the AdaBoost, an Ensemble learning
method, to construct SOH estimation models [211]. Jiang et al. utilized a convolutional
auto-encoder (CAE) to extract features from raw battery cycle data and introduced a self-
attentive machine (SA) mechanism for SOH estimation [212]. An SA module allows the
model to effectively learn the abstract relationship among data and process the automatic
feature to enhance the interpretability of algorithms. Xu et al. proposed a physics-informed
dynamic deep autoencoder (PIDDA) for high-accuracy SOH prediction [213]. A Thevenin
equivalent circuit model is used to develop state equations for the design of the AE loss
functions for the purpose of physical process-guided self-encoders.

Principal component analysis (PCA) reduces the dimensionality of a data set by
identifying the directions in which the data varies the most and then projecting the data
into those directions. PCA is a control technique for multivariate statistical processes that
aims to transform multiple indicators into a few composite indicators called “principal
components”. There is some loss of accuracy in this process, but there is the possibility
that fewer composite variables can be more responsive to the information of the original
variables. Lee et al. considered the effect of cell inconsistency and applied PCA to extract
new features related to degradation and inconsistency, input to LSTM-RNN, and train
regression models to predict SOH [214]. Banguero et al. applied PCA to internal parameters
of the battery energy storage system (capacity, internal resistance, and OCV). The model
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retained 80.25% 0.25% of the total variability and achieved rapid degradation diagnosis
of the battery system [215]. Liu et al. investigated the aging mechanism of NCA batteries
through ICA, DVA, and probability density function (PDF) analysis methods. The PCA
algorithm was then employed to select features from original factors that extracted from
the IC, DV, and PDF curves to reduce multicollinearity and improve the accuracy of SOH
assessment. The relationship between the reduced features and SOH was established using
ordinary least squares regression [216].

4.3. Sime-Probabilistic Algorithms

Probabilistic models are capable of estimating probability distributions of unknown
variables and can be utilized for probabilistic inference and handling uncertainty but may
not be as flexible as non-probabilistic models and may not capture complex relationships
within the data. On the other hand, non-probabilistic models have the ability to automati-
cally learn features from the data, allowing for a better fit for complex data, but are sensitive
to the quality of the training data. A semi-probability model is a statistical model that in-
corporates both probabilistic and non-probabilistic components. Adequate consideration is
given to uncertainty and complex relationships between data in semi-probabilistic models.
Two examples of such models include generative adversarial models (GANs) and Bayesian
neural networks (BNNs).

Generative adversarial networks belong to reinforcement learning, which is a semi-
supervised learning algorithm. Inspired by the zero-sum game in game theory, GAN treats
the generation as a confrontation and game between two networks, the discriminator and
the generator: the generator generates synthetic data from a given noise (typically a uniform
or normal distribution), and the discriminator distinguishes the output of the generator
from the real data. The former tries to generate data closer to the real one, and accordingly,
the latter learns to distinguish the real and generated data. Thus, the two networks progress
in the confrontation and continue to confront each other after the progress, and the data
obtained by the generative network becomes more and more perfect and close to the real
data so that the desired data can be generated. Table 1 presents the estimated accuracy
levels of various machine learning methods, including GAN models.

Table 1. Simple comparison of SOH estimation methods.

Strategies Models Ref. Data Topic Indicators

Probabilistic
based

Naïve Bayes [165] Lab data RUL 16.1 cycles
(RMSE 0.17%)

GPR [168] Lab data SOH RMSE < 1.29%
GPR [169] Lab data SOH MSE < 0.34%
GPR [170] Lab data SOH RMSE < 3.45%

Monte Carlo [175] Lab data SOH RMSE < 2.02%
Monte Carlo [176] Lab data SOH RMSE < 1.88%

RF [179] Lab data SOH RMSE < 1.26%
RF [180] Lab data SOH MAE = 0.72%

Non-Probabilistic
based

SVR [217] Lab data SOH MAE < 1.64%
SVR [32] vehicle data SOH maximum error < 0.5%
KNN [196] Lab data SOH RMSE < 1.53%
CNN [199] Lab data SOH RMSE < 0.3%

DCNN [201] Lab data SOH RMSE < 0.36%

AE [212] Lab data SOH RMSE < 0.87%
Average RMSE = 0.48%

AE [213] Lab data SOH RMSE = 0.6%
PCA [216] Lab data SOH RMSE < 1.37%

Semi-probability
model

GAN [218] Lab data SOH RMSE < 1.82%
GAN [219] Lab data SOH RMSE < 1.61mAh

Others

LSTM [206] Lab data SOH RMSE < 1.06%
LSTM [207] Lab data SOH RMSE < 0.401%
GNN [220] Lab data SOH RMSE < 0.40%
GNN [221] Lab data SOH and RUL RMSE < 1.62%

EL [222,223] Lab data SOH RMSE < 1.67%
Average RMSE around 0.78%
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Zhao et al. introduced a scheme that uses generators to generate auxiliary training sam-
ples and utilizes discriminators to learn real samples to monitor abnormal aging indicators.
A shallow layer-sharing mechanism between discriminators and regressors is developed to
capture aging knowledge for regularization, along with a regression generative adversarial
network (RGAN) scheme for SOH estimation based on the optimal correlation between
SOH and features [218]. Kim et al. proposed a completely unsupervised approach to SOH
monitoring using the information maximization generative adversarial network (InfoGAN)
to extract features from EIS data and estimate battery capacity using Gaussian process
regression [219]. The InfoGAN extracts interpretable and meaningful representations by
introducing variational lower bounds to maximize the mutual information between latent
variables and observations [224]. The combination of GAN and LSTM has received a
lot of attention. Yang et al. used improved GAN to process feature data and complete
normalization. LSTM was then used to learn the mapping relationship between features
and SOH, and the adaptability of the LSTM networks was enhanced using transfer learning
(TL) [225].

A Bayesian network (BN) is a directed acyclic graph (DAG) that consists of nodes rep-
resenting variables and directed edges connecting these nodes. Bayesian neural networks
(BNNs) are a type of machine learning model that combines the principles of Bayesian
statistics and artificial neural networks. BNNs incorporate uncertainty into their predictions
by treating the model’s parameters as random variables, each with a learned distribution.
This means that the training process of a BNN not only determines the optimal values of the
parameters but also estimates their uncertainty. As a result, BNNs are able to model both
deterministic and uncertain relationships, which has been demonstrated to be effective in
utilizing actual operational data for forecasting. Huo et al. proposed a method for estimat-
ing the SOH of a battery using a Bayesian network, which allows for the incorporation of
the probabilistic nature of battery degradation [226]. They demonstrated the effectiveness
of this approach using real-world data collected from the operation of electric taxis. This
network is made up of four types of variables for which an appropriate distribution type is
selected. Then, the BN model is trained using complete training data to obtain a param-
eterized BN. The Markov Chain Monte Carlo (MCMC) method is then used to generate
posterior distribution samples for capacity estimation. Validation data is processed with
sparsification for use in the Metropolis–Hasting algorithm. When the number of samples
meets the mix state criterion, the capacity samples are collected and fit a Beta distribution,
with the mode value serving as the estimation result. The result indicated that the model
has the potential to follow the increasing SOH dispersion trend but failed to predict future
changes in SOH. Dynamic Bayesian network (DBN) is a BN model for working with time
series data which is able to model dynamic systems. Researchers have successfully utilized
DBN to estimate SOH and predict RUL in the absence of features [227,228].

5. Applications of Knowledge-Based AI and Knowledge Graphs

Connectionism is a theory that models the functioning of neurons, with deep neural
networks being the most well-known application. Symbolicism, on the other hand, aims to
create learned artificial intelligence and is exemplified by knowledge graphs. Knowledge
graphs, as exemplars of symbolicism, are self-describing knowledge bases that provide
a structured framework for storing and managing vast amounts of data. They enable
the efficient transformation of information into knowledge through techniques such as
association, fusion, and inference. By representing relationships and dependencies between
entities, knowledge graphs facilitate advanced reasoning and support various applications,
including information retrieval, knowledge discovery, and decision-making. The essence
of a knowledge graph lies in its collection of interconnected terms, data features, and
language from various domains. It stores and connects data in a semantic manner, where
each distinct class, object, and relationship is represented by a unique Uniform Resource
Identifier (URI). The mapping from URIs to classes or objects ensures explicitness and
disambiguation of information, ultimately guaranteeing machine readability. Consequently,



Batteries 2023, 9, 351 23 of 37

semantic knowledge graphs can mitigate the friction of cross-domain communication and
information ambiguity. The structured nature of knowledge graphs allows for efficient
querying and extraction of relevant information, contributing to the effective utilization
of large-scale heterogeneous and dynamic data sources. Currently, knowledge graphs are
used for the automatic exploration of battery materials [229] and optimization of energy
storage systems [230].

Moreover, an intelligent data management solution such as a knowledge graph-based
expert system offers a dependable approach for the integration and traceability of historical
data from multiple sources in a BMS. In another work of ours, we also made an attempt
to use knowledge graphs for online search and fault inference for batteries [231]. Based
on a cloud-based management platform’s fault logs, the computation of target node entity
features was performed using Bi-LSTM, leading to the construction of a knowledge graph
in the domain of onboard power battery faults. Leveraging the knowledge graph enables
the realization of an online battery system fault query interface, as well as functionalities
such as cloud-based testing for fault cause inference and intelligent fault diagnosis.

The BMS continuously monitors the batteries and generates a large volume of data,
and effective data management techniques are necessary to extract additional insights from
this historical data. To address such a challenge, Kalaycı et al. developed a knowledge
graph-based data integration framework for BMS to facilitate data access and analysis [232].
Neo4j is used as the graph database in this framework. To validate the efficacy of this
data management methodology, an experiment was conducted to monitor the abnormal
temperature of batteries. The relational schema of the SQL database, which encompasses
the raw measurement data, serves as the foundation for the knowledge graph (KG). Within
this framework, the algorithm execution engine is activated, utilizing the time series
data stored in the source relational database as input. The algorithm’s task is to identify
potential temperature outliers and their corresponding intervals, which are subsequently
transformed into new nodes for seamless integration into the KG.

The application of knowledge graphs in battery management systems will provide a
qualitative analysis of battery aging and SOH decrease. By utilizing knowledge graphs, a
database can effectively store various types of information about a battery, including its
type, material, capacity, voltage, temperature, common health features (such as EIS, ICA,
DVA, etc.), internal sensor signals (such as ultrasonic, fiber optic, pressure, etc.), external
environmental signals, and information related to abnormal states. These characteristics
can be represented as nodes in the graph, while the correlations between the data can
be represented as edges. The use of knowledge graphs allows for the creation of visual
relational networks that assist in the identification of more reliable health indicators (HFs)
and the development of aging evaluation models with higher accuracy. By applying graph
knowledge and machine learning algorithms to graph data, it is possible to perform tasks
such as relationship extraction, entity clustering, and relationship prediction.

Graph neural networks (GNNs) are an active area of study in the field of machine
learning. GNNs are able to incorporate information from the structure of the graph, such
as the relationships between nodes and edges, in order to make predictions or decisions.
This allows GNNs to learn from the connections within a graph, which can be particularly
useful for tasks such as predicting the properties of individual nodes within the graph.
There have been several studies on the use of GNNs to extract battery health features.
As typic examples, Yao et al. proposed a method for estimating SOH using a fusion of
multiple sources of features. This method involves extracting 27 health indicators from
various sensors as a feature matrix and constructing a connection matrix based on Pearson
correlation coefficients [220]. These indicators are then classified into three categories
based on their correlation coefficients and trained using different models. A Graphsage (a
type of graph neural network) is used to extract deeper information from these indicators
and obtain updated results, while a fully connected neural network is used to construct
a regression model for predicting SOH. The follow-up work [233] indicated that in the
CL-Graphsage (CNN-LSTM-Graphsage) framework, LSTM is used to extract temporal
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features, and Graphsage is used to obtain spatial features. Graph Convolutional Network
(GCN) is a type of GNN that perform convolutional operations on the graph structure. Wei
et al. proposed a novel method for SOH and RUL estimation based on time-series data
(e.g., time to the maximum voltage in charge cycles, time to the maximum temperature
in discharge cycles, etc.). An undirected graph with optimal entropy was constructed to
identify the correlation among features through the topological structure. Then, based
on this graph, two GCNs with different attention mechanisms was built for predicting
SOH and RUL. The experimental results demonstrated that the method exhibits improved
accuracy compared to LSTM and GPR methods [221].

6. Multi-Model Fusion and End-Cloud Collaborative Framework for SOH Estimation

Automobiles, being complex systems, are well-suited for the implementation of the
Internet of Things (IoT). To improve the accuracy of SOH estimation models, intelligent
end-to-cloud convergence solutions are considered. Cloud computing, aided by low latency
communication technologies such as 5G, can provide real-time model updates and data
hosting for BMS. In the cloud-to-thing framework, two key requirements must be met:
the accuracy of the model in the cloud and the real-time availability of data at the edge.
Figure 6 illustrates a proposed approach utilizing end-cloud fusion strategy, aiming to
enhance both the accuracy of SOH estimation and the estimation speed.
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6.1. Cloud-Side Highly Accurate Model

Cloud computing is a distributed computing architecture that provides computing
resources and data storage services through networked servers, addressing the issue of
insufficient computing power for edge computing. In the context of a cloud-converged BMS
architecture, the cloud server can utilize its strong data storage capacity and computing
power to perform analysis of battery usage data and train high-precision cloud-based
battery models. The use of intelligent algorithms for SOH assessment has gained significant
attention due to their ability to adapt and make variable adjustments based on inputs
and outputs, as opposed to fixed mathematical formulas. The flexibility of intelligent
algorithms, combined with multiple data sources and multi-model fusion, can make use
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of the flexible computing resources of cloud computing to reduce the risk of overfitting
by leveraging the deviation of training data from different models. Additionally, the vast
data storage capacity of cloud servers enables more opportunities for the development of
algorithms. Intelligent algorithms with multi-model fusion show particular advantages
in terms of the accuracy of SOH prediction [236]. Common multi-model fusion methods
include ensemble learning and multi-source data fusion.

Ensemble learning is a mainstream model fusion approach that includes both Bagging
and Boosting strategies. In Refs. [222,223] the Bagging strategy was utilized to construct a
multi-model fusion approach for battery SOH estimation, resulting in improved accuracy
compared to single standalone models. The Bagging algorithm primarily aims to reduce
variance and improve stability through multiple iterations of training. On the other hand,
the Boosting ensemble learning method focuses on reducing bias and involves the training
of multiple recursive weak classifiers that are eventually combined through weighting
to form a strong classifier. Qin et al. designed a novel prediction framework based on
Gradient Boosting (GB). The addition of a small amount of classification and regression
tree (Cart) for relearning enhanced the accuracy of the individual algorithms [237].

Another multi-model fusion strategy involves the use of various data sources. This
approach leverages a variety of advanced sensors and signal-processing algorithms to
obtain diverse health factors for estimating the SOH of a battery. The incorporation of
health factors from various sources can effectively be utilized for the evaluation of the
SOH of a battery. By fusing and downscaling these different data sources, it is possible
to maintain the unique characteristics of each data set while still being able to effectively
use them in the SOH evaluation process. Yao et al. made innovative use of health factors
from 27 different data sources as features in an SOH prediction model, resulting in good
accuracy [220]. Hu et al. conducted a study to compare the computational efficiency and
effectiveness of various strategies for extracting health factors [238]. They found that the
fusion strategy of selecting health factors was the most recommended.

Based on the findings from Table 1, it can be inferred that prior to conducting regression
prediction, the implementation of a well-designed feature extraction network significantly
enhances the estimation accuracy, such as CNN and AE. Furthermore, the utilization of
models that capture concealed relationships among the data proves effective in improving
the estimation precision. For instance, LSTM can capture long-term dependencies between
data points, GNN can capture the connections between data fragments and the overall
context, the attention mechanism is suitable for problems that involve importance weights,
and local focus in the data and ensemble learning can utilize the relationships among
different models. Therefore, in the majority of research endeavors, a combination of
multiple approaches is employed to achieve optimal results.

Currently, data-driven approaches are the most commonly used method for estimating
the SOH of a battery. With the availability of large amounts of complex operational data
in the cloud, the use of big data technology can be utilized to extract valuable insights. In
particular, big data analysis can be used to analyze historical data stored in the cloud, as
well as data related to the battery’s working environment and usage patterns, in order to
understand trends in battery performance and usage. This can aid in the development
of more refined models and enable the implementation of a comprehensive life cycle
management approach for the battery.

6.2. End-Side Highly Real-Time Model

A high-real-time model that is implemented on the edge (or the “end-side”) of a
network near the data source rather than in the cloud or a centralized server. This approach
can reduce latency and increase data processing speed by bringing computation closer to
the data source, which can be especially beneficial in applications that require real-time
monitoring and control. Edge-based real-time models and parameter monitoring is the
basis for ECU control decisions and cloud computing. Real-time monitoring is crucial
for accurately estimating the SOH. The BMS system provides high-precision parameters
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(voltage, current, temperature, etc.) for battery SOH estimation, which will guide the real-
time updates of complex models in the cloud and parallel simulation of battery digital twins.
Utilizing low-latency communication technologies such as 5G, building a cloud platform
and real-time mapping of BMS, and updating the vehicle-side model and parameters based
on the behavior of the battery at different stages. The end-cloud framework can combine
the advantages of low floating-point operations (FLOPs) models on the edge, and high-
precision models in the cloud with an adaptive algorithm that can improve the accuracy
and responsiveness of BMS in estimating the battery SOH.

In an edge-based high-real-time model, Kalman filtering can be used to estimate the
state of a vehicle or other system in real time by processing sensor data from the edge
devices and making predictions about the system’s future behavior. Figure 6 illustrates
a common edge-cloud fusion framework where data uploaded by the BMS undergoes
complex algorithmic processing. Subsequently, battery aging characteristics are extracted
to train high-accuracy AI models. However, data features can only provide limited infor-
mation. To fully achieve vehicle-cloud collaborative battery management technology and
perform real-time functions such as lithium plating detection, heat generation calculation,
and state estimation, it is necessary to integrate mechanistically and AI approaches through
electrochemical models. From the perspective of SOH estimation, electrochemical models
can offer more comprehensive features and directly compute theoretical capacity degra-
dation. However, the complex computational models are only part of this architecture,
and onboard BMS systems are limited by cost and can only perform calculations of lower
complexity, such as low-order equivalent circuit models and Coulomb counting. Neverthe-
less, as open-loop methods, they are prone to cumulative error accumulation. Therefore,
the use of Kalman filters can be employed to correct the onboard models using the cloud
model output as observations. In conclusion, through targeted integration of cloud-based
machine learning or electrochemical models, it is possible to refine the estimation results
of onboard BMS, ensure real-time estimation at the vehicle end, and obtain more internal
battery response information.

With the breakthrough of communication technology and the development of big
data technology, the architecture of end-side cloud collaboration has become the solution
for intelligent, informative, networked and Internet-oriented BMS [239], which aims to
enhance real-time performance and support decision-making of BMS. Digital twin tech-
nology, which connects the physical and digital realms, enables the real-time transfer of
data between the BMS and cloud-based servers. In our previous work, CHAIN (Cyber
Hierarchy and Interactional Network) has been proposed to support the interconnection
and coordination of devices, services, and systems through a multidimensional hierar-
chy [240]. The unique hierarchical network architecture of CHAIN integrates the multi-scale
battery material design [241], multi-dimensional battery system design, and multi-layer
end-cloud collaboration. In addition, it can systematically gather and record production
information, beginning from detailed material-level information for simulation and sub-
sequently mapping it to the design process of battery packs. Within this framework, an
initial forecast of battery performance can be achieved, serving as a foundation for further
tailoring battery management strategies. Yang et al. applied the CHAIN architecture to
integrate end sampling, edge computing, and cloud computing to build a flexible and
scalable BMS that enables battery state estimation, thermal management, and fault diagno-
sis [239]. The CHAIN architecture provides the solution for the intelligent management of
battery systems.

In another study of ours, we devised a robust end-cloud fusion approach. This
approach involves the execution of computationally intensive data-driven models (CNN-
LSTM) on the cloud while employing Coulomb counting methodology to construct state
functions on the vehicle side [242]. The Kalman filter algorithm was utilized to integrate the
results obtained from both the vehicle side and the cloud side. The proposed methodology
enables rapid completion of initial error correction, yielding an RMSE below 1.5% and
demonstrating high precision. The endeavor to integrate two models through end-cloud
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fusion holds a certain reference value. To enhance the implementation of the end-cloud
collaborative architecture, future endeavors could focus on incorporating a fusion approach
that combines multi-scale mechanistic models with machine learning models. This integra-
tion has the potential to expand the predictive capabilities of the models, particularly when
dealing with high-rate charging/discharging and low-temperature conditions.

7. Conclusions

The accurate prediction of the SOH is crucial for ensuring the reliable operation of
battery systems in electric vehicles, given the complexity of battery degradation and the
potential for safety issues arising from aging. This article examines various methods
for estimating the SOH of lithium-ion batteries in EVs. The advantages and limitations
of different experimental techniques used for analyzing battery aging mechanisms and
estimating SOH are discussed. Then, this paper examines techniques for SOH estimation
that are based on models and machine learning algorithms. Research in this field has yet to
yield a single optimal solution for SOH estimation, and the appropriate methods should be
chosen based on the available data and computational cost. Current trends in battery state
estimation include the use of multi-stage, multi-model fusion techniques for improved
accuracy. With the rise of intelligent transportation and connected vehicle technologies,
there is an opportunity to utilize artificial intelligence and cloud-based platforms for
SOH and remaining useful life predictions. The use of complex models and knowledge
mapping techniques can aid in the accurate estimation of battery SOH and the thorough
understanding of battery aging at various levels. This paper also highlights the potential
use of battery management systems for monitoring operational parameters and creating
digital twin models for real-time transmission and cloud-based computation.

For data-driven models, leveraging the relationships among data undoubtedly en-
hances the accuracy of SOH estimation. However, even with efficient estimation algorithms,
vehicle-based SOH estimation still faces the following challenges. Firstly, calculating the
SOH of a battery pack is challenging. Aggregating aging information from individual cells
and determining the overall SOH estimation of the battery pack requires careful considera-
tion of various factors such as battery heterogeneity, aging synchronization, and battery
balancing techniques. Secondly, the availability and quality of real-world data may also
serve as limiting factors. Appropriate data cleaning, filtering, fusion, feature extraction,
and clustering approaches need to be employed to address this issue.

The end-cloud collaborative architecture still faces many challenges. One is the inte-
gration of first-principles-based material calculations with artificial intelligence methods.
Since SOH is an indirectly measurable quantity, it can only be estimated. Therefore, ma-
chine learning models can utilize the outputs of electrochemical models as data to achieve
real-time simulation and extract implicit knowledge. Furthermore, the aging process of bat-
teries is influenced by various factors such as operating conditions, temperature variations,
and usage patterns. Developing comprehensive and accurate aging models to capture the
complex interactions among these factors in real time is a challenging task. Considering
that first-principles-based models can simulate the failure or aging behavior of materials,
digital twin simulations can provide insights into the underlying mechanisms of battery
behavior under challenging conditions such as high-rate discharge or low temperature.
This, in turn, can improve the accuracy of battery SOH estimation in extreme environments.

With the advancement of chip computing power and the implementation of inte-
grated storage and computation architectures, BMS have the potential to integrate multi-
dimensional state estimation, fault prediction, and charging strategy optimization. In
this context, we believe that knowledge graph technology has wide-ranging applications.
To effectively leverage heterogeneous and dynamically changing data and explore key
information influencing battery aging, the cloud-based data management approach of
knowledge graphs can be employed. By harnessing such complex systems, AI models
driven by both knowledge and data can be developed to comprehensively analyze vari-
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ous aspects of battery aging, thereby supporting battery management and facilitating the
estimation of SOH.
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156. Zou, C.; Manzie, C.; Nešić, D.; Kallapur, A.G. Multi-Time-Scale Observer Design for State-of-Charge and State-of-Health of a
Lithium-Ion Battery. J. Power Sources 2016, 335, 121–130. [CrossRef]

157. Dey, S.; Ayalew, B.; Pisu, P. Combined Estimation of State-of-Charge and State-of-Health of Li-Ion Battery Cells Using SMO on
Electrochemical Model. In Proceedings of the IEEE Workshop on Applications of Computer Vision; IEEE Computer Society,
Nantes, France, 29 June–2 July 2014.

158. Pradhan, S.K.; Chakraborty, B. Battery Management Strategies: An Essential Review for Battery State of Health Monitoring
Techniques. J. Energy Storage 2022, 51, 104427. [CrossRef]

159. Zhou, X.; Stein, J.L.; Ersal, T. Battery State of Health Monitoring by Estimation of the Number of Cyclable Li-Ions. Control Eng. Pr.
2017, 66, 51–63. [CrossRef]

160. Yuan, S.; Jiang, L.; Yin, C.; Wu, H.; Zhang, X. A Transfer Function Type of Simplified Electrochemical Model with Modified
Boundary Conditions and Padé Approximation for Li-Ion Battery: Part 1. Lithium Concentration Estimation. J. Power Sources
2017, 352, 245–257. [CrossRef]

161. Ramadesigan, V.; Northrop, P.W.C.; De, S.; Santhanagopalan, S.; Braatz, R.D.; Subramanian, V.R. Modeling and Simulation of
Lithium-Ion Batteries from a Systems Engineering Perspective. J. Electrochem. Soc. 2012, 159, R31–R45. [CrossRef]

162. Cen, Z.; Kubiak, P. Lithium-Ion Battery SOC/SOH Adaptive Estimation via Simplified Single Particle Model. Int. J. Energy Res.
2020, 44, 12444–12459. [CrossRef]

163. Khaleghi Rahimian, S.; Rayman, S.; White, R.E. Extension of Physics-Based Single Particle Model for Higher Charge-Discharge
Rates. J. Power Sources 2013, 224, 180–194. [CrossRef]

164. Bracale, A.; De Falco, P.; Di Noia, L.P.; Rizzo, R. Probabilistic State of Health and Remaining Useful Life Prediction for Li-Ion
Batteries. In Proceedings of the 2021 IEEE Texas Power and Energy Conference, TPEC 2021, College Station, TX, USA, 2 February
2021; Institute of Electrical and Electronics Engineers Inc.: Piscateville, NJ, USA, 2021.

165. Ng, S.S.Y.; Xing, Y.; Tsui, K.L. A Naive Bayes Model for Robust Remaining Useful Life Prediction of Lithium-Ion Battery. Appl.
Energy 2014, 118, 114–123. [CrossRef]

166. Li, Y.; Liu, K.; Foley, A.M.; Zülke, A.; Berecibar, M.; Nanini-Maury, E.; Van Mierlo, J.; Hoster, H.E. Data-Driven Health Estimation
and Lifetime Prediction of Lithium-Ion Batteries: A Review. Renew. Sustain. Energy Rev. 2019, 113, 109254. [CrossRef]

167. Zhao, J.; Xuebin, L.; Daiwei, Y.; Jun, Z.; Wenjin, Z. Lithium-Ion Battery State of Health Estimation Using Meta-Heuristic
Optimization and Gaussian Process Regression. J. Energy Storage 2023, 58, 106319. [CrossRef]

168. Zhou, Y.; Dong, G.; Tan, Q.; Han, X.; Chen, C.; Wei, J. State of Health Estimation for Lithium-Ion Batteries Using Geometric
Impedance Spectrum Features and Recurrent Gaussian Process Regression. Energy 2023, 262, 125514. [CrossRef]

169. Jin, H.; Cui, N.; Cai, L.; Meng, J.; Li, J.; Peng, J.; Zhao, X. State-of-Health Estimation for Lithium-Ion Batteries with Hierarchical
Feature Construction and Auto-Configurable Gaussian Process Regression. Energy 2023, 262, 125503. [CrossRef]

170. Yang, D.; Zhang, X.; Pan, R.; Wang, Y.; Chen, Z. A Novel Gaussian Process Regression Model for State-of-Health Estimation of
Lithium-Ion Battery Using Charging Curve. J. Power Sources 2018, 384, 387–395. [CrossRef]

171. Liu, D.; Pang, J.; Zhou, J.; Peng, Y.; Pecht, M. Prognostics for State of Health Estimation of Lithium-Ion Batteries Based on
Combination Gaussian Process Functional Regression. Microelectron. Reliab. 2013, 53, 832–839. [CrossRef]

172. Richardson, R.R.; Osborne, M.A.; Howey, D.A. Gaussian Process Regression for Forecasting Battery State of Health. J. Power
Sources 2017, 357, 209–219. [CrossRef]

173. Richardson, R.R.; Osborne, M.A.; Howey, D.A. Battery Health Prediction under Generalized Conditions Using a Gaussian Process
Transition Model. J. Energy Storage 2019, 23, 320–328. [CrossRef]

174. Li, X.; Yuan, C.; Wang, Z.; He, J.; Yu, S. Lithium Battery State-of-Health Estimation and Remaining Useful Lifetime Prediction
Based on Non-Parametric Aging Model and Particle Filter Algorithm. eTransportation 2022, 11, 100156. [CrossRef]

175. He, W.; Williard, N.; Osterman, M.; Pecht, M. Prognostics of Lithium-Ion Batteries Based on Dempster-Shafer Theory and the
Bayesian Monte Carlo Method. J. Power Sources 2011, 196, 10314–10321. [CrossRef]

176. Tang, X.; Zou, C.; Yao, K.; Lu, J.; Xia, Y.; Gao, F. Aging Trajectory Prediction for Lithium-Ion Batteries via Model Migration and
Bayesian Monte Carlo Method. Appl. Energy 2019, 254, 113591. [CrossRef]

177. Tang, X.; Yao, K.; Zou, C.; Liu, B.; Gao, F. Predicting Battery Aging Trajectory via a Migrated Aging Model and Bayesian Monte
Carlo Method. In Energy Procedia; Elsevier: Amsterdam, The Netherlands, 2019; Volume 158, pp. 2456–2461.

178. Liu, W.; Shen, Y.; Shen, L. Degradation Modeling for Lithium-Ion Batteries with an Exponential Jump-Diffusion Model. Mathemat-
ics 2022, 10, 2991. [CrossRef]

179. Li, Y.; Zou, C.; Berecibar, M.; Nanini-Maury, E.; Chan, J.C.W.; van den Bossche, P.; Van Mierlo, J.; Omar, N. Random Forest
Regression for Online Capacity Estimation of Lithium-Ion Batteries. Appl. Energy 2018, 232, 197–210. [CrossRef]

180. Yang, N.; Song, Z.; Hofmann, H.; Sun, J. Robust State of Health Estimation of Lithium-Ion Batteries Using Convolutional Neural
Network and Random Forest. J. Energy Storage 2022, 48, 103857. [CrossRef]

https://doi.org/10.1016/j.enconman.2021.114036
https://doi.org/10.1016/j.ensm.2021.10.023
https://doi.org/10.1016/j.jpowsour.2014.11.135
https://doi.org/10.1016/j.jpowsour.2016.10.040
https://doi.org/10.1016/j.est.2022.104427
https://doi.org/10.1016/j.conengprac.2017.05.009
https://doi.org/10.1016/j.jpowsour.2017.03.060
https://doi.org/10.1149/2.018203jes
https://doi.org/10.1002/er.5374
https://doi.org/10.1016/j.jpowsour.2012.09.084
https://doi.org/10.1016/j.apenergy.2013.12.020
https://doi.org/10.1016/j.rser.2019.109254
https://doi.org/10.1016/j.est.2022.106319
https://doi.org/10.1016/j.energy.2022.125514
https://doi.org/10.1016/j.energy.2022.125503
https://doi.org/10.1016/j.jpowsour.2018.03.015
https://doi.org/10.1016/j.microrel.2013.03.010
https://doi.org/10.1016/j.jpowsour.2017.05.004
https://doi.org/10.1016/j.est.2019.03.022
https://doi.org/10.1016/j.etran.2022.100156
https://doi.org/10.1016/j.jpowsour.2011.08.040
https://doi.org/10.1016/j.apenergy.2019.113591
https://doi.org/10.3390/math10162991
https://doi.org/10.1016/j.apenergy.2018.09.182
https://doi.org/10.1016/j.est.2021.103857


Batteries 2023, 9, 351 35 of 37

181. Lin, M.; Wu, D.; Meng, J.; Wu, J.; Wu, H. A Multi-Feature-Based Multi-Model Fusion Method for State of Health Estimation of
Lithium-Ion Batteries. J. Power Sources 2022, 518, 230774. [CrossRef]

182. De Falco, P.; Di Noia, L.P.; Rizzo, R. State of Health Prediction of Lithium-Ion Batteries Using Accelerated Degradation Test Data.
IEEE Trans. Ind. Appl. 2020, 57, 6483–6493.

183. Haris, M.; Hasan, M.N.; Qin, S. Early and Robust Remaining Useful Life Prediction of Supercapacitors Using BOHB Optimized
Deep Belief Network. Appl. Energy 2021, 286, 116541. [CrossRef]

184. Wei, M.; Gu, H.; Ye, M.; Wang, Q.; Xu, X.; Wu, C. Remaining Useful Life Prediction of Lithium-Ion Batteries Based on Monte
Carlo Dropout and Gated Recurrent Unit. Energy Rep. 2021, 7, 2862–2871. [CrossRef]

185. Liu, D.; Xie, W.; Liao, H.; Peng, Y. An Integrated Probabilistic Approach to Lithium-Ion Battery Remaining Useful Life Estimation.
IEEE Trans. Instrum. Meas. 2015, 64, 660–670. [CrossRef]

186. Sui, X.; He, S.; Vilsen, S.B.; Meng, J.; Teodorescu, R.; Stroe, D.I. A Review of Non-Probabilistic Machine Learning-Based State of
Health Estimation Techniques for Lithium-Ion Battery. Appl. Energy 2021, 300, 117346. [CrossRef]

187. Lombardo, T.; Duquesnoy, M.; El-Bouysidy, H.; Årén, F.; Gallo-Bueno, A.; Jørgensen, P.B.; Bhowmik, A.; Demortière, A.; Ayerbe,
E.; Alcaide, F.; et al. Artificial Intelligence Applied to Battery Research: Hype or Reality? Chem. Rev. 2022, 122, 10899–10969.
[CrossRef]

188. Zhu, J.; Wang, Y.; Huang, Y.; Bhushan Gopaluni, R.; Cao, Y.; Heere, M.; Mühlbauer, M.J.; Mereacre, L.; Dai, H.; Liu, X.; et al.
Data-Driven Capacity Estimation of Commercial Lithium-Ion Batteries from Voltage Relaxation. Nat. Commun. 2022, 13, 2261.
[CrossRef]

189. Vapnik, V. The Support Vector Method of Function Estimation. In Nonlinear Modeling; Springer: Boston, MA, USA, 1998; pp. 55–85.
[CrossRef]

190. Feng, X.; Weng, C.; He, X.; Han, X.; Lu, L.; Ren, D.; Ouyang, M. Online State-of-Health Estimation for Li-Ion Battery Using Partial
Charging Segment Based on Support Vector Machine. IEEE Trans. Veh. Technol. 2019, 68, 8583–8592. [CrossRef]

191. Klass, V.; Behm, M.; Lindbergh, G. A Support Vector Machine-Based State-of-Health Estimation Method for Lithium-Ion Batteries
under Electric Vehicle Operation. J. Power Sources 2014, 270, 262–272. [CrossRef]

192. Shu, X.; Li, G.; Zhang, Y.; Shen, J.; Chen, Z.; Liu, Y. Online Diagnosis of State of Health for Lithium-Ion Batteries Based on
Short-Term Charging Profiles. J. Power Sources 2020, 471, 228478. [CrossRef]

193. Patil, M.A.; Tagade, P.; Hariharan, K.S.; Kolake, S.M.; Song, T.; Yeo, T.; Doo, S. A Novel Multistage Support Vector Machine Based
Approach for Li Ion Battery Remaining Useful Life Estimation. Appl. Energy 2015, 159, 285–297. [CrossRef]

194. Li, Y.; Wang, S.; Chen, W.; Han, W. Holistic Comparison of Different Kernel Functions for Support Vector Regression Based on
State-of-Health Prediction of Lithium-Ion Battery. In Proceedings of the 11th International Conference on Prognostics and System
Health Management (PHM-2020 Jinan), Jinan, China, 23–25 October 2020; Institute of Electrical and Electronics Engineers Inc.:
Piscateville, NJ, USA, 2020; pp. 40–46.

195. Xiang, M.; He, Y.; Zhang, H.; Zhang, C.; Wang, L.; Wang, C.; Sui, C. State-of-Health Prognosis for Lithium-Ion Batteries
Considering the Limitations in Measurements via Maximal Information Entropy and Collective Sparse Variational Gaussian
Process. IEEE Access 2020, 8, 188199–188217. [CrossRef]

196. Hu, C.; Jain, G.; Zhang, P.; Schmidt, C.; Gomadam, P.; Gorka, T. Data-Driven Method Based on Particle Swarm Optimization and
k-Nearest Neighbor Regression for Estimating Capacity of Lithium-Ion Battery. Appl. Energy 2014, 129, 49–55. [CrossRef]

197. Ma, Y.; Yao, M.; Liu, H.; Tang, Z. State of Health Estimation and Remaining Useful Life Prediction for Lithium-Ion Batteries by
Improved Particle Swarm Optimization-Back Propagation Neural Network. J. Energy Storage 2022, 52, 104750. [CrossRef]

198. Toughzaoui, Y.; Toosi, S.B.; Chaoui, H.; Louahlia, H.; Petrone, R.; Le Masson, S.; Gualous, H. State of Health Estimation and
Remaining Useful Life Assessment of Lithium-Ion Batteries: A Comparative Study. J. Energy Storage 2022, 51, 104520. [CrossRef]

199. Gu, X.; See, K.W.; Li, P.; Shan, K.; Wang, Y.; Zhao, L.; Lim, K.C.; Zhang, N. A Novel State-of-Health Estimation for the Lithium-Ion
Battery Using a Convolutional Neural Network and Transformer Model. Energy 2023, 262, 125501. [CrossRef]

200. Bao, X.; Chen, L.; Lopes, A.M.; Li, X.; Xie, S.; Li, P.; Chen, Y. Hybrid Deep Neural Network with Dimension Attention for
State-of-Health Estimation of Lithium-Ion Batteries. Energy 2023, 278, 127734. [CrossRef]

201. Shen, S.; Sadoughi, M.; Chen, X.; Hong, M.; Hu, C. A Deep Learning Method for Online Capacity Estimation of Lithium-Ion
Batteries. J. Energy Storage 2019, 25, 100817. [CrossRef]

202. Eddahech, A.; Briat, O.; Bertrand, N.; Delétage, J.-Y.; Vinassa, J.-M. Behavior and State-of-Health Monitoring of Li-Ion Batteries
Using Impedance Spectroscopy and Recurrent Neural Networks. International Journal of Electrical Power & Energy Systems 2012, 42,
487–494. [CrossRef]

203. Wang, H.K.; Zhang, Y.; Huang, M. A Conditional Random Field Based Feature Learning Framework for Battery Capacity
Prediction. Sci. Rep. 2022, 12, 13221. [CrossRef]

204. Kwon, S.; Han, D.; Park, J.; Lee, P.Y.; Kim, J. Joint State-of-Health and Remaining-Useful-Life Prediction Based on Multi-Level
Long Short-Term Memory Model Prognostic Framework Considering Cell Voltage Inconsistency Reflected Health Indicators.
J. Energy Storage 2022, 55, 105731. [CrossRef]

205. Zhang, Y.; Xiong, R.; He, H.; Pecht, M.G. Long Short-Term Memory Recurrent Neural Network for Remaining Useful Life
Prediction of Lithium-Ion Batteries. IEEE Trans. Veh. Technol. 2018, 67, 5695–5705. [CrossRef]

206. Wang, F.K.; Amogne, Z.E.; Chou, J.H.; Tseng, C. Online Remaining Useful Life Prediction of Lithium-Ion Batteries Using
Bidirectional Long Short-Term Memory with Attention Mechanism. Energy 2022, 254, 124344. [CrossRef]

https://doi.org/10.1016/j.jpowsour.2021.230774
https://doi.org/10.1016/j.apenergy.2021.116541
https://doi.org/10.1016/j.egyr.2021.05.019
https://doi.org/10.1109/TIM.2014.2348613
https://doi.org/10.1016/j.apenergy.2021.117346
https://doi.org/10.1021/acs.chemrev.1c00108
https://doi.org/10.1038/s41467-022-29837-w
https://doi.org/10.1007/978-1-4615-5703-6_3
https://doi.org/10.1109/TVT.2019.2927120
https://doi.org/10.1016/j.jpowsour.2014.07.116
https://doi.org/10.1016/j.jpowsour.2020.228478
https://doi.org/10.1016/j.apenergy.2015.08.119
https://doi.org/10.1109/ACCESS.2020.3029276
https://doi.org/10.1016/j.apenergy.2014.04.077
https://doi.org/10.1016/j.est.2022.104750
https://doi.org/10.1016/j.est.2022.104520
https://doi.org/10.1016/j.energy.2022.125501
https://doi.org/10.1016/j.energy.2023.127734
https://doi.org/10.1016/j.est.2019.100817
https://doi.org/10.1016/j.ijepes.2012.04.050
https://doi.org/10.1038/s41598-022-17455-x
https://doi.org/10.1016/j.est.2022.105731
https://doi.org/10.1109/TVT.2018.2805189
https://doi.org/10.1016/j.energy.2022.124344


Batteries 2023, 9, 351 36 of 37

207. Ma, Y.; Shan, C.; Gao, J.; Chen, H. A Novel Method for State of Health Estimation of Lithium-Ion Batteries Based on Improved
LSTM and Health Indicators Extraction. Energy 2022, 251, 123973. [CrossRef]

208. Ren, P.; Wang, S.; Chen, X.; Zhou, H.; Fernandez, C.; Stroe, D.I. A Novel Multiple Training-Scale Dynamic Adaptive Cuckoo
Search Optimized Long Short-Term Memory Neural Network and Multi-Dimensional Health Indicators Acquisition Strategy for
Whole Life Cycle Health Evaluation of Lithium-Ion Batteries. Electrochim. Acta. 2022, 435, 141404. [CrossRef]

209. González-Muñiz, A.; Díaz, I.; Cuadrado, A.A.; García-Pérez, D. Health Indicator for Machine Condition Monitoring Built in the
Latent Space of a Deep Autoencoder. Reliab. Eng. Syst. Saf. 2022, 224, 108482. [CrossRef]

210. Sun, Y.; Zhang, J.; Zhang, K.; Qi, H.; Zhang, C. Battery State of Health Estimation Method Based on Sparse Auto-Encoder and
Backward Propagation Fading Diversity among Battery Cells. Int. J. Energy Res. 2021, 45, 7651–7662. [CrossRef]

211. Wu, J.; Chen, J.; Feng, X.; Xiang, H.; Zhu, Q. State of Health Estimation of Lithium-Ion Batteries Using Autoencoders and
Ensemble Learning. J. Energy Storage 2022, 55, 105708. [CrossRef]

212. Jiang, Y.; Chen, Y.; Yang, F.; Peng, W. State of Health Estimation of Lithium-Ion Battery with Automatic Feature Extraction and
Self-Attention Learning Mechanism. J. Power Sources 2023, 556, 232466. [CrossRef]

213. Xu, Z.; Guo, Y.; Saleh, J.H. A Physics-Informed Dynamic Deep Autoencoder for Accurate State-of-Health Prediction of Lithium-Ion
Battery. Neural. Comput. Appl. 2022, 34, 15997–16017. [CrossRef]

214. Lee, P.Y.; Kwon, S.; Kang, D.; Cho, I.; Kim, J. Principle Component Analysis-Based Optimized Feature Extraction Merged with
Nonlinear Regression Model for Improved State-of-Health Prediction. J. Energy Storage 2022, 48, 104026. [CrossRef]

215. Banguero, E.; Correcher, A.; Pérez-Navarro, Á.; García, E.; Aristizabal, A. Diagnosis of a Battery Energy Storage System Based on
Principal Component Analysis. Renew Energy 2020, 146, 2438–2449. [CrossRef]

216. Liu, C.; Wen, X.; Zhong, J.; Liu, W.; Chen, J.; Zhang, J.; Wang, Z.; Liao, Q. Characterization of Aging Mechanisms and State of
Health for Second-Life 21700 Ternary Lithium-Ion Battery. J. Energy Storage 2022, 55, 105511. [CrossRef]

217. Li, X.; Yuan, C.; Wang, Z. State of Health Estimation for Li-Ion Battery via Partial Incremental Capacity Analysis Based on Support
Vector Regression. Energy 2020, 203, 117852. [CrossRef]

218. Zhao, G.; Zhang, C.; Duan, B.; Shang, Y.; Kang, Y.; Zhu, R. State-of-Health Estimation with Anomalous Aging Indicator Detection
of Lithium-Ion Batteries Using Regression Generative Adversarial Network. IEEE Trans. Ind. Electron. 2022, 70, 2685–2695.
[CrossRef]

219. Kim, S.; Choi, Y.Y.; Choi, J.I. Impedance-Based Capacity Estimation for Lithium-Ion Batteries Using Generative Adversarial
Network. Appl. Energy 2022, 308, 118317. [CrossRef]

220. Yao, X.-Y.; Chen, G.; Hu, L.; Pecht, M. A Multi-Model Feature Fusion Model for Lithium-Ion Battery State of Health Prediction.
J. Energy Storage 2022, 56, 106051. [CrossRef]

221. Wei, Y.; Wu, D. Prediction of State of Health and Remaining Useful Life of Lithium-Ion Battery Using Graph Convolutional
Network with Dual Attention Mechanisms. Reliab. Eng. Syst. Saf. 2023, 230, 108947. [CrossRef]

222. Gou, B.; Xu, Y.; Feng, X. An Ensemble Learning-Based Data-Driven Method for Online State-of-Health Estimation of Lithium-Ion
Batteries. IEEE Trans. Transp. Electrif. 2021, 7, 422–436. [CrossRef]

223. Wang, W.; Zhang, L.; Yu, H.; Yang, X.; Zhang, T.; Chen, S.; Liang, F.; Wang, H.; Lu, X.; Yang, S.; et al. Early Prediction of the Health
Conditions for Battery Cathodes Assisted by the Fusion of Feature Signal Analysis and Deep-Learning Techniques. Batteries 2022,
8, 151. [CrossRef]

224. Chen, X.; Duan, Y.; Houthooft, R.; Schulman, J.; Sutskever, I.; Abbeel, P. InfoGAN: Interpretable Representation Learning by
Information Maximizing Generative Adversarial Nets. Adv. Neural Inf. Process. Syst. 2016, 29.

225. Yang, G.; Ma, Q.; Sun, H.; Zhang, X. State of Health Estimation Based on GAN-LSTM-TL for Lithium-Ion Batteries. Int. J.
Electrochem. Sci. 2022, 17, 21128. [CrossRef]

226. Huo, Q.; Ma, Z.; Zhao, X.; Zhang, T.; Zhang, Y. Bayesian Network Based State-of-Health Estimation for Battery on Electric Vehicle
Application and Its Validation through Real-World Data. IEEE Access 2021, 9, 11328–11341. [CrossRef]

227. Dong, G.; Han, W.; Wang, Y. Dynamic Bayesian Network-Based Lithium-Ion Battery Health Prognosis for Electric Vehicles. IEEE
Trans. Ind. Electron. 2021, 68, 10949–10958. [CrossRef]

228. He, Z.; Gao, M.; Ma, G.; Liu, Y.; Chen, S. Online State-of-Health Estimation of Lithium-Ion Batteries Using Dynamic Bayesian
Networks. J. Power Sources 2014, 267, 576–583. [CrossRef]

229. Nie, Z.; Zheng, S.; Liu, Y.; Chen, Z.; Li, S.; Lei, K.; Pan, F. Automating Materials Exploration with a Semantic Knowledge Graph
for Li-Ion Battery Cathodes. Adv. Funct. Mater 2022, 32, 2201437. [CrossRef]

230. Ong, L.; Karmakar, G.; Atherton, J.; Zhou, X.; Lim, M.Q.; Chadzynski, A.; Li, L.; Wang, X.; Kraft, M. Embedding Energy Storage
Systems into a Dynamic Knowledge Graph. Ind. Eng. Chem. Res. 2022, 61, 8390–8398. [CrossRef]

231. Zhang, Z.; Sun, Y.; Zhang, L.; Cheng, H.; Cao, R.; Liu, X.; Yang, S. Enabling Online Search and Fault Inference for Batteries Based
on Knowledge Graph. Batteries 2023, 9, 124. [CrossRef]

232. Kalaycı, T.E.; Bricelj, B.; Lah, M.; Pichler, F.; Scharrer, M.K.; Rubeša-Zrim, J. A Knowledge Graph-Based Data Integration
Framework Applied to Battery Data Management. Sustainability 2021, 13, 1583. [CrossRef]

233. Yao, X.Y.; Chen, G.; Pecht, M.; Chen, B. A Novel Graph-Based Framework for State of Health Prediction of Lithium-Ion Battery.
J. Energy Storage 2023, 58, 106437. [CrossRef]

234. Chen, Z.; Mi, C.C.; Fu, Y.; Xu, J.; Gong, X. Online Battery State of Health Estimation Based on Genetic Algorithm for Electric and
Hybrid Vehicle Applications. J. Power Sources 2013, 240, 184–192. [CrossRef]

https://doi.org/10.1016/j.energy.2022.123973
https://doi.org/10.1016/j.electacta.2022.141404
https://doi.org/10.1016/j.ress.2022.108482
https://doi.org/10.1002/er.6346
https://doi.org/10.1016/j.est.2022.105708
https://doi.org/10.1016/j.jpowsour.2022.232466
https://doi.org/10.1007/s00521-022-07291-5
https://doi.org/10.1016/j.est.2022.104026
https://doi.org/10.1016/j.renene.2019.08.064
https://doi.org/10.1016/j.est.2022.105511
https://doi.org/10.1016/j.energy.2020.117852
https://doi.org/10.1109/TIE.2022.3170630
https://doi.org/10.1016/j.apenergy.2021.118317
https://doi.org/10.1016/j.est.2022.106051
https://doi.org/10.1016/j.ress.2022.108947
https://doi.org/10.1109/TTE.2020.3029295
https://doi.org/10.3390/batteries8100151
https://doi.org/10.20964/2022.11.07
https://doi.org/10.1109/ACCESS.2021.3050557
https://doi.org/10.1109/TIE.2020.3034855
https://doi.org/10.1016/j.jpowsour.2014.05.100
https://doi.org/10.1002/adfm.202201437
https://doi.org/10.1021/acs.iecr.1c03838
https://doi.org/10.3390/batteries9020124
https://doi.org/10.3390/su13031583
https://doi.org/10.1016/j.est.2022.106437
https://doi.org/10.1016/j.jpowsour.2013.03.158


Batteries 2023, 9, 351 37 of 37

235. Lyu, C.; Lai, Q.; Ge, T.; Yu, H.; Wang, L.; Ma, N. A Lead-Acid Battery’s Remaining Useful Life Prediction by Using Electrochemical
Model in the Particle Filtering Framework. Energy 2017, 120, 975–984. [CrossRef]

236. Li, J.; Herdem, M.S.; Nathwani, J.; Wen, J.Z. Methods and Applications for Artificial Intelligence, Big Data, Internet of Things, and
Blockchain in Smart Energy Management. Energy AI 2023, 11, 100208. [CrossRef]

237. Qin, P.; Zhao, L.; Liu, Z. State of Health Prediction for Lithium-Ion Battery Using a Gradient Boosting-Based Data-Driven Method.
J. Energy Storage 2022, 47, 103644. [CrossRef]

238. Hu, X.; Che, Y.; Lin, X.; Onori, S. Battery Health Prediction Using Fusion-Based Feature Selection and Machine Learning. IEEE
Trans. Transp. Electrif. 2021, 7, 382–398. [CrossRef]

239. Yang, S.; Zhang, Z.; Cao, R.; Wang, M.; Cheng, H.; Zhang, L.; Jiang, Y.; Li, Y.; Chen, B.; Ling, H.; et al. Implementation for a Cloud
Battery Management System Based on the CHAIN Framework. Energy AI 2021, 5, 100088. [CrossRef]

240. Yang, S.; He, R.; Zhang, Z.; Cao, Y.; Gao, X.; Liu, X. CHAIN: Cyber Hierarchy and Interactional Network Enabling Digital Solution
for Battery Full-Lifespan Management. Matter 2020, 3, 27–41. [CrossRef]

241. Gao, X.; Liu, X.; He, R.; Wang, M.; Xie, W.; Brandon, N.P.; Wu, B.; Ling, H.; Yang, S. Designed High-Performance Lithium-Ion
Battery Electrodes Using a Novel Hybrid Model-Data Driven Approach. Energy Storage Mater 2021, 36, 435–458. [CrossRef]

242. Wang, W.; Ma, B.; Hua, X.; Zou, B.; Zhang, L.; Yu, H.; Yang, K.; Yang, S.; Liu, X. End-Cloud Collaboration Approach for
State-of-Charge Estimation in Lithium Batteries Using CNN-LSTM and UKF. Batteries 2023, 9, 114. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1016/j.energy.2016.12.004
https://doi.org/10.1016/j.egyai.2022.100208
https://doi.org/10.1016/j.est.2021.103644
https://doi.org/10.1109/TTE.2020.3017090
https://doi.org/10.1016/j.egyai.2021.100088
https://doi.org/10.1016/j.matt.2020.04.015
https://doi.org/10.1016/j.ensm.2021.01.007
https://doi.org/10.3390/batteries9020114

	Introduction 
	Experimental Analysis Methods for SOH Estimation 
	Direct Experimental Methods 
	Capacity Test Technique 
	Ohmic Resistance 
	Electrochemical Impedance Spectroscopy 
	Incremental Capacity Analysis (ICA) and Differential Voltage Analysis (DVA) 

	Advanced Sensors Experiment 
	Ultrasonic Technique 
	Fiber Bragg Grating Technique 

	Other Experimental Method 

	Model-Based Methods for SOH Estimation 
	Empirical Models 
	Equivalent Circuit Models 
	Electrochemical Models 

	Machine Learning Methods for SOH Estimation 
	Probabilistic-Based Algorithms 
	Non-Probabilistic Algorithms 
	Supervised Learning 
	Un-Supervised Learning 

	Sime-Probabilistic Algorithms 

	Applications of Knowledge-Based AI and Knowledge Graphs 
	Multi-Model Fusion and End-Cloud Collaborative Framework for SOH Estimation 
	Cloud-Side Highly Accurate Model 
	End-Side Highly Real-Time Model 

	Conclusions 
	References

