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Abstract: Inconsistency is a key factor triggering safety problems in battery packs. The inconsistency evaluation of retired batteries is of great significance to ensure the safe and stable operation of batteries during subsequent gradual use. This paper summaries the commonly used diagnostic methods for battery inconsistency assessment. The local outlier factor (LOF) algorithm and the improved Shannon entropy (ImEn) algorithm are selected for validation based on the individual voltage data from real-world vehicles. Then, a comprehensive inconsistency evaluation strategy for retired batteries with many levels and indicators is established based on the three parameters of LOF, ImEn, and cell voltage range. Finally, the evaluation strategy is validated using two real-world vehicle samples of retired batteries. The results show that the proposed method can achieve the inconsistency evaluation of retired batteries quickly and effectively.
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1. Introduction

With the characteristics of environmental protection and energy saving, electric vehicles play an increasingly important role in the field of transportation [1,2]. However, with the popularization of electric vehicles, safety accidents such as battery fires occur frequently, and safety has gradually become a shortcoming of electric vehicles [3]. The inconsistency of the batteries is one of the main causes of safety accidents, and the differences in retired batteries after many cycles of the cell are further amplified, the inconsistency is intensified, and safety is even more difficult to ensure [4,5]. Now that the first batch of electric vehicle batteries on the market will be retired soon, it is of great significance to carry out the inconsistency assessment of the retired batteries to ensure the safety and reliability of retired batteries in ladder utilization [6].

1.1. Literature Review

In order to meet the requirements of the electric vehicle battery capacity and voltage, multiple cells are often combined in series or parallel to form a battery module [7,8]. Each cell, due to the production process, inevitably incurs process and material differences, although the same batch of products can also have different cell parameters [9]. In addition, the operating conditions of each cell are also different during the operation of the vehicle, which further leads to the inconsistency of the self-discharge rate, voltage, capacity, internal resistance and other parameters between the cells [10]. The inconsistency of the cells further aggravates the aging of the battery, which is very harmful. An inconsistency in the battery capacity can lead to a “short board effect” during the charging and discharging process of the battery, where the smallest unit limits the capacity of the entire battery pack, resulting...
in the inability to fully utilize the capacity of some units [11,12]. In addition, the battery cells with the smallest capacity are charged and discharged to the maximum extent during each cycle of the battery pack, leading to the faster aging of these monomers and further affecting the lifespan of the entire battery pack [13]. The inconsistency of internal resistance can lead to different amounts of heat generated by each individual, resulting in an uneven temperature field around the battery pack. At the same time, the uneven temperature field will exacerbate the inconsistency of battery internal resistance, forming negative feedback and continuously increasing the inconsistency of the battery [14]. The inconsistent impact of the battery capacity can be eliminated through equalization circuits, but the existing battery equalization techniques are difficult to achieve rapid equalization in a short period of time due to the small equalization current, resulting in a poor equalization effect [15]. After a long period of charging and discharging cycles, the differences in the individual parameters of retired batteries are further amplified, and the use of equalization technology cannot eliminate the inconsistency between individual cells. Therefore, to reduce the inconsistency of the used batteries, it is of great importance to perform the inconsistency evaluation of used batteries and classify them based on the evaluation results.

The inconsistency evaluation can be divided into evaluation methods based on the capacity, internal resistance, SOC and voltage according to the evaluation index [16]. Zhao et al. [17] qualitatively evaluated the inconsistency of batteries in terms of their capacity utilization efficiency and energy utilization efficiency and found that the battery packs with significant inconsistency have faster capacity decay rates, but this method requires the measurement of the battery capacity as well as parameters such as the open-circuit voltage, which is currently difficult to achieve in real vehicles. Lin et al. [18] achieved the judgment of battery consistency state based on the SOC and resistance parameters, and combined with the change of correlation coefficient and voltage difference, this can achieve the identification of battery voltage sensor faults, connection faults and short circuit faults. In order to configure a stable battery pack, Kim et al. [19] used the capacity and internal resistance as evaluation and screening metrics to ultimately screen the cells with similar electrochemical characteristics. Wang et al. [20] investigated the inconsistency evolution of series and parallel battery modules based on capacity and internal resistance parameters, quantitatively analyzed the performance and inconsistency, and deduced the trend of battery inconsistency evolution and a way to judge it. Although many studies have been conducted on the inconsistency of batteries, most of them are based on experimental and simulation conditions, so there is an urgent need for inconsistency studies on real vehicles. The battery inconsistency assessment indicators are diverse, but it is difficult to use internal resistance and capacity as inconsistency assessment indicators in real vehicles because they are difficult to measure. In addition, the SOC is a parameter obtained by estimation, and there is a certain error in using it as an evaluation index. In summary, since the voltage is easy to obtain and the error is small, this paper selects the cell voltage data of two real-world vehicles as the research object and evaluates the inconsistency of the whole battery pack by analyzing the voltage distributions of different cells within the battery pack. Although there has been some research on the inconsistency evaluation of batteries, a perfect battery inconsistency evaluation system has not yet been established. Therefore, this paper combines the local outlier factor algorithm and the improved Shannon entropy algorithm to propose a new comprehensive evaluation method for determining the inconsistency of retired batteries, and the research framework is shown in Figure 1.
1.2. Contributions of This Work

This paper attempts to make several original contributions and improvements to the current research, as shown in the following:

(1) Summary and classification of inconsistency diagnosis methods: The inconsistency diagnosis methods based on outlier detection and information entropy are summarized, including six algorithms commonly used for fault diagnosis.

(2) Verification and comparison of inconsistency diagnosis methods: The local outlier factor algorithm from outlier detection and the improved entropy algorithm from information entropy diagnosis are validated and compared.

(3) Study on the inconsistency diagnosis strategy of retired batteries: A comprehensive inconsistency evaluation system for retired battery is established based on the battery cell voltage range, local outlier factor and improved Shannon entropy.

1.3. Organization of the Paper

The remainder of this paper is structured as follows: Section 2 describes the data source and data processing. Section 3 presents the principle of battery inconsistency diagnosis methods and the establishment process of the evaluation system. Section 4 presents the results of the inconsistency evaluation for two real vehicle samples.

2. Data Description Processing

2.1. Data Description

The complexity and variability of battery operating conditions in real-world vehicle data are important to study the inconsistency of retired batteries in electric vehicles. The emergence of a big data platform for electric vehicles provides a convenient way to obtain real-world vehicle operating data. The data used in the study came from the new energy vehicle monitoring and management platform. The data acquisition process involves the vehicle sensors collecting the data of the whole vehicle and battery management system, and then the vehicle terminal acquires the sensor data through CAN communication. Finally, the data from the vehicle terminal are uploaded to the cloud-based big data platform through the data transmission network, and the data are decoded and stored. Two real-world vehicle samples are used in the study; the first sample is an electric taxi with a battery capacity of 126 Ah and 96 cells. The second sample is a small commercial van with a battery capacity of 117 Ah and 90 cells. The battery type for both samples is lithium iron...
capacity of 117 Ah and 90 cells. The battery type for both samples is lithium iron phosphate. The data acquisition frequency is 0.1 Hz, and the types of data acquired include the vehicle speed, mileage, temperature, voltage, current and so on. Some data types are shown in Figure 2.

![Figure 2. Presentation of some sample data types.](image)

### 2.2. Data Processing

It is difficult to avoid that the real vehicle data will produce some abnormal data and useless data in the processes of acquisition, transmission and decoding. These data cannot be used directly and require data processing. The data processing process mainly includes data statute, data integration and data cleaning. Data statute is the process of reducing the dimensionality of data through various methods, with the aim of finding the smallest subset of attributes that best represent the valid features of the data without losing valid information. Data statute can significantly reduce the amount of data, thus reducing the pressure on data storage and computation. A total of 61 data types are included in the raw data. After screening and removing data, such as the motor and driver temperatures, that are not related to the battery, we selected seven data types that best characterize the thermal electrical safety status of the battery: the sampling time, total voltage, total current, SOC, cell voltage, cell temperature and total mileage.

The data may come from multiple sources or in multiple forms for reasons such as irregular data storage and cross-platform format conversions, and data from different sources need to be normalized. Data integration eliminates differences in the data format and avoids program failures due to inconsistent data formats. The data integration work carried out in the study included unifying the temporal forms, grooming the temporal order, unifying the SOC ranges and merging the data from the same vehicle.

Data cleansing is the most important step in data processing and is the key to ensuring the data have a high quality. Data cleansing focuses on the abnormal and missing data. The processing of abnormal data is mainly based on the physical meaning and the relevant thresholds. For example, in this study, it is necessary to reject the data with a speed of less than 0, a total voltage equal to 0 and a temperature greater than 225 °C, which are judged to be sensor sampling anomaly problems. The methods for dealing with missing data include both deleting and interpolating. For temporal data loss and the loss of multiple data types at the same moment in time, these segments are processed for deletion. For the data types that are partially lost at some point, interpolation can be used to selectively retain and fill in the data segments. Some of the data processing results are shown in Figure 3.
3. Methodology

The battery inconsistency diagnosis methods are mainly classified into two categories: methods based on outlier detection and information entropy. The specific classifications are shown in Figure 4.

![Inconsistency diagnosis method](image)

Figure 4. Classifications of inconsistent diagnostic methods.

3.1. Inconsistency Diagnosis Based on Outlier Detection

The principle of the outlier detection-based inconsistency diagnosis method is to obtain the error boundaries by calculating the centers, densities or distances of all the sample data and to identify the samples that exceed the error boundaries as error points. The outlier detection-based inconsistency diagnosis methods mainly include a $3\sigma$ multi-level screening strategy ($3\sigma$ MSS) [21], clustering outlier factor (COF) algorithm [22] and local outlier factor (LOF) algorithm [23]. The core principle of $3\sigma$ MSS is to exclude the outliers that have a large impact on the numerical properties of the sample, and then obtain a more desirable centroid. The $3\sigma$ MSS algorithm is based on the Gaussian model and employs a multi-level screening strategy that is able to find more reasonable centroids, while tolerating errors of different magnitudes. The computational process of the $3\sigma$ MSS is to eliminate the data in the original data that exceed the threshold $3\sigma$, and then iteratively screen the data s times.

![Data processing results](image)

Figure 3. Data processing results.

The principle of the outlier detection-based inconsistency diagnosis method is to obtain the error boundaries by calculating the centers, densities or distances of all the sample data and to identify the samples that exceed the error boundaries as error points. The outlier detection-based inconsistency diagnosis methods mainly include a $3\sigma$ multi-level screening strategy ($3\sigma$ MSS) [21], clustering outlier factor (COF) algorithm [22] and local outlier factor (LOF) algorithm [23]. The core principle of $3\sigma$ MSS is to exclude the outliers that have a large impact on the numerical properties of the sample, and then obtain a more desirable centroid. The $3\sigma$ MSS algorithm is based on the Gaussian model and employs a multi-level screening strategy that is able to find more reasonable centroids, while tolerating errors of different magnitudes. The computational process of the $3\sigma$ MSS is to eliminate the data in the original data that exceed the threshold $3\sigma$, and then iteratively screen the data s times.
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Methods of outlier detection

- $3\sigma$ Multi-level Screening Strategy
- Clustering Outlier Factor method
- Local Outlier Factor method

Methods of information entropy

- Approximate Entropy method
- Sample Entropy method
- Improved Entropy method
until the convergence condition is satisfied. The data \( a^s \) at this point satisfy the following equation:

\[
\begin{align*}
\{a^s \mid (a^s < \mu^{s-1} + 3\sigma^{s-1}) \cap (a^s > \mu^{s-1} - 3\sigma^{s-1}) \} \cap (\mu^s - \mu^{s-1} > F) 
\end{align*}
\]

(1)

where \( a^s \) is the new dataset after screening \( s \) times, and \( a^s_i \) is the element in the sample after screening \( s \) times. \( \mu^{s-1} \) and \( \sigma^{s-1} \) are the sample mean and standard deviation after screening \( s - 1 \) times, \( \mu^s \) is the sample mean after screening \( s \) times, and \( F \) is the similarity tolerance limit. The basis for determining the presence of faulty points in the sample after filtering the outliers is to compare the Euclidean distance of each element from \( \mu^s \). An element is considered to be an outlier when the following condition is met:

\[
|a^s_i - \mu^s| < r\sigma^s
\]

(2)

where \( \sigma^s \) is standard deviation after screening \( s \) times, and \( r \) is the empirical factor.

The core of the COF algorithm is clustering, which assumes that points in large clusters with a large number of samples or densely populated samples are normal points, while points in clusters with a small number of samples or sparse samples are outliers. The computational procedure of COF is to first classify the sample \( A \) into \( k \) clusters, \( A = \{C_1, C_2, \ldots, C_k\} \), and then calculate the clustering outlier \( \text{COF}(a_i) \) for each element \( a_i \) in \( A \).

\[
\text{COF}(a_i) = \sum_{j=1}^{k} \frac{|C_j|}{|A|} \times d(a_i, C_j)
\]

(3)

where \( |C_j| \) and \( |A| \) represent the number of points in cluster \( C_j \) and sample \( A \), and \( d(a_i, C_j) \) is the Euclidean distance from point \( a_i \) to the cluster center of \( C_j \). All clustered outliers form a new sample set \( B \). The mean of \( B \) is \( \mu \), the standard deviation is \( \sigma \), the fault point \( a_i \) satisfies \( \text{COF}(a_i) > \mu + \beta \sigma \), and \( \beta \) is an empirical coefficient.

The core of the LOF algorithm is to determine the outlier condition based on the relative density of points. Outliers are surrounded by fewer points and are located in neighborhoods with a lower density distribution of points [24]. The calculation process of LOF is shown in Figure 5. Consider the sample set as an \( m \times n \) matrix \( A \). Each row in \( A \) can be viewed as an \( n \)-dimensional vector \( X_i \).

\[
\begin{align*}
\{ & X = (X_1, X_2, \ldots, X_m)^T \\
& X_i = (x_{i1}, x_{i2}, \ldots, x_{in})
\end{align*}
\]

(4)

where \( x_{in} \) is the element in the \( i \)-th row and \( n \)-th column of matrix \( A \). Then, calculate the distance \( d(X_i, X_j) \) between any two rows in \( A \) to obtain the distance matrix \( D_{ij} \).

\[
\left\{ \begin{array}{l}
D_{ij} = \{x | x = d(X_i, X_j), X_i, X_j \in A, i, j \in [1, m]\} \\
\end{array} \right.
\]

(5)

Then, calculate the kth distance for each row. \( k \) is usually taken as 5–10% of the sample size, and the kth distance \( d_k(X_a) = d(X_a, X_b) \) for \( X_a \) satisfies the following condition:

\[
\left\{ \begin{array}{l}
X_i = \{X_i | X_i \in A, X_i \neq X_a, d(X_a, X_i) \leq d(X_a, X_b)\}, N(X_i) \geq k \\
X_i = \{X_i | X_i \in A, X_i \neq X_a, d(X_a, X_i) < d(X_a, X_b)\}, N(X_i) \leq k - 1
\end{array} \right.
\]

(6)

where \( N(X_i) \) is the number of \( X_i \) that satisfies the condition, and the kth distance from \( X_a \) is the distance to the kth nearest point to \( X_a \). The kth distance neighborhood is then calculated for each point; this neighborhood contains all the points whose distance from point \( x \) is less than or equal to the kth distance. The neighborhood contains all the points whose distance from point \( X_i \) is less than or equal to the kth distance. This is denoted by \( |N_k(X_i)| \), or the number of points in the kth neighborhood, where the condition \( |N_k(X_i)| \geq k \) is satisfied; a
value greater than \( k \) satisfies the condition that there is more than one point that satisfies the \( d_k(X_i, X_a) = d(X_i, X_a) \) condition. The \( k \)th reachable distance \( rd_k(X_i, X_a) \) of point \( X_i \) is defined as the greater of the \( k \)th distance \( d_k(X_i) \) between the point and \( d(X_i, X_a) \). The next step is to calculate the local attainable density \( lrd_k(X_a) \); this is defined as the ratio of the number of points in the \( k \)th neighborhood of point \( X_a \) to the \( k \)th reachable distance from all points to point \( X_a \), and the formula is as follows:

\[
\begin{align*}
rd_k(X_i, X_a) &= \max\{d_k(X_i), d(X_i, X_a)\} \\
lrd_k(X_a) &= \frac{\sum_{X_i \in N_k(X_a)} lrd_k(X_i)}{\sum_{X_i \in N_k(X_a)} rd_k(X_i, X_a)}
\end{align*}
\]

Finally, the local outlier factor \( lrd_k(X_a) \) can be calculated, and the formula is as follows:

\[
LOF(X_a) = \frac{\sum_{X_i \in N_k(X_a)} lrd_k(X_i)}{\sum_{X_i \in N_k(X_a)} rd_k(X_a) \times lrd_k(X_a)}
\]

The final judgement of the abnormal status of a cell is based on the size of the LOF value, and when the LOF value is much larger than 1, it is concluded that there is an abnormality at that point. In this study, the anomaly threshold of LOF is set as in Figure 5.

Figure 5. Process of LOF algorithm.

3.2. Inconsistency Diagnosis Based on Information Entropy

The main principle of the battery cell inconsistency diagnosis method based on information entropy analysis is to calculate the entropy value of the sample, use the statistics indicating the change in entropy value to determine the fault boundaries, and determine the points exceeding the boundaries as the fault points. The diagnosis methods based on information entropy include approximate entropy (ApEn) [25], sample entropy (SamEn) [26] and improved entropy (ImEn) [27]. ApEn can be used to quantify the regularity of time series fluctuations and unpredictable nonlinear dynamical parameters. Its main principle is that when a system is in a normal state, each parameter change tends to be consistent, and the difference between the ApEn values of each time period is small. When...
an inconsistent battery failure occurs, the parameter variance increases, the data complexity of the samples rises, and the ApEn value fluctuates more in the corresponding time period. The computational procedure of ApEn is to first compute the Chebyshev distances of all the elements in the sample matrix to obtain the distance matrix dist. Then, after excluding the main diagonal elements of the dist matrix, the ratio $C_i^m$ of the number of elements in the dist below the similarity tolerance limit $F$ to the number $k$ of all the elements in that row is counted by row.

$$C_i^m = \frac{1}{k} \text{num}\{d_i < F, F = r \times \text{std}, i \in [1, 2, \ldots, k]\}$$

(9)

where $m$ is the dimension of the comparison vector constructed based on the sample matrix, $d_i$ is all the elements of row $i$ in dist, $r$ is the empirical coefficient, and std is the standard deviation of the sample. The $C_i^m$ of each row forms a new matrix $C^m$, and then the logarithmic mean $P^m = \frac{1}{k} \sum_{i=1}^k \ln C_i^m$ of $C^m$ is computed, and finally the approximate entropy $ApEn = P^m - P^{m+1}$ of the matrix is obtained.

SampEn can be used as a parameter to describe the complexity of a time series, and the magnitude of the probability that the series will generate a new pattern is, the higher the complexity of the sequence is, and the higher the entropy value is. The calculation process of SampEn is basically the same as that of the ApEn algorithm. After constructing the new matrix $C^m$, the arithmetic mean $P^m = \frac{1}{k} \sum_{i=1}^k C_i^m$ of $C^m$ is calculated, and finally the matrix $SampEn = -\ln \left(\frac{P_{m+1}}{P_m}\right)$ is obtained.

ImEn is an improved algorithm based on Shannon entropy, and the main principle of inconsistency evaluation between battery cells is to calculate the inconsistency situation of the sample relative to the overall distribution characteristics. The ImEn algorithm introduces the inter-correlation of analyzed cells with respect to the other cells based on Shannon entropy. The computational procedure of ImEn is to represent an n-dimensional set of time series samples using matrix $B$; $b_{ij}$ denotes the elements in $B$, and $m$ is the number of samples. The extremely large value $b_{\max}$ and the extremely small value $b_{\min}$ in matrix $B$ are counted, and then matrix $C$ is obtained by binning matrix $B$ with group distance $l$.

$$B = \begin{pmatrix} b_{1,1} & \cdots & b_{1,n} \\ \vdots & \ddots & \vdots \\ b_{k,1} & \cdots & b_{k,n} \end{pmatrix}, C = \begin{pmatrix} c_{1,1} & \cdots & c_{1,n} \\ \vdots & \ddots & \vdots \\ c_{l,1} & \cdots & c_{l,n} \end{pmatrix}, P = \begin{pmatrix} p_{1,1} & \cdots & p_{1,n} \\ \vdots & \ddots & \vdots \\ p_{l,1} & \cdots & p_{l,n} \end{pmatrix}$$

(10)

Denoted by $c_{ij}$, any element of $C$, $c_{ij}$ is calculated as follows:

$$c_{ij} = \left\{ x | \text{num}\{x \in (b_{\min} + (i - 1) \frac{b_{\max} - b_{\min}}{l}, b_{\min} + i \frac{b_{\max} - b_{\min}}{l}), i \in [1, l], j \in [1, n]\} \right\}$$

(11)

The frequency of each group time interval of $C$ is then computed to obtain the frequency matrix $P$, with $p_{ij}$ denoting any element of $P$.

$$p_{ij} = \frac{c_{ij}}{\sum_{i=1}^l c_{ij}}$$

(12)

Finally, the improved Shannon entropy ImEn of $B$ at moment $k$ is calculated.

$$\text{ImEn} = \left[ H_1, H_2, \ldots, H_j, \ldots, H_n \right]$$

$$H_j = -\sum_{i=1}^l p_{ij} \log_b p_{ij}$$

(13)
where $b$ is a natural constant, and the inconsistency of the cell is assessed based on the output ImEn value at each moment.

The $3\sigma$ MSS method requires the sample data to have a normal distribution, but the cell voltage data used for inconsistency evaluation do not usually meet the requirements. The detection results of the COF algorithm are very dependent on the sample clustering situation, and when the clustering situation is poor, the detection results are hardly informative [29]. The LOF algorithm is stable and cannot only diagnose outliers, but also reflect the degree of outliers, which can provide more data support for the inconsistency evaluation of retired batteries [30]. The LOF algorithm is chosen in this study for validation under this broad category of evaluation methods.

The ApEn algorithm can be implemented with fewer local data samples, which is convenient for identifying low-dimensional deterministic systems, periodic systems, random systems and hybrid systems, and this is easy and fast to apply. However, ApEn needs to ensure that the system is in a broadly smooth state and that the mean and standard deviation do not change much with the system, and the computation time is longer, which limits the application of ApEn to some extent [31]. The SampEn algorithm has the advantages of short data requirements, high-level noise, interference immunity and good consistency over a wide range of parameter values and is widely used in the mechanical field for bearing fault diagnosis. However, SampEn does not perform the self-matching of comparison vectors, which also leads to the reduced reliability of sample entropy in distinguishing time series generated by different systems. The ImEn algorithm can be used to measure cell voltage inconsistency faults, diagnose the location and duration of cell faults and predict possible future faults. The ImEn algorithm is selected in the study for validation under this broad category of evaluation methods.

### 3.3. Inconsistency Evaluation Strategy

At present, there are fewer inconsistency studies on retired battery packs, and a comprehensive inconsistency evaluation system has not yet been established. In view of the above problems, this paper establishes a comprehensive inconsistency evaluation system for retired batteries based on the LOF, ImEn and voltage range of the cell. Firstly, the inconsistency of the battery pack is classified into three categories, which are normally, slightly and seriously, and the grading is shown in Table 1 [27]. The threshold data in Table 1 are all based on the existing research, while a large number of experiments was conducted in the study to confirm the thresholds.

<table>
<thead>
<tr>
<th>Indicators \ Levels</th>
<th>Normally</th>
<th>Slightly</th>
<th>Seriously</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOF</td>
<td>(0, 3]</td>
<td>(3, 5]</td>
<td>(5, $+\infty$)</td>
</tr>
<tr>
<td>ImEn</td>
<td>(0, 2]</td>
<td>(2, 3]</td>
<td>(3, $+\infty$)</td>
</tr>
<tr>
<td>Voltage range/V</td>
<td>(0, 0.05]</td>
<td>(0.05, 0.15]</td>
<td>(0.15, $+\infty$)</td>
</tr>
</tbody>
</table>

Secondly, the distribution frequency of the three evaluation indicators for the three grades is calculated, and the inconsistency fuzzy relationship matrix $R$ is established according to the grading results of each indicator, and the calculation formula is as follows:

$$R = \begin{pmatrix}
P_{1,1} & P_{1,2} & P_{1,3} \\
P_{2,1} & P_{2,2} & P_{2,3} \\
P_{3,1} & P_{3,2} & P_{3,3}
\end{pmatrix}$$  \hspace{1cm} (14)

where $P_{i,j}$ is the frequency of distribution of the $i$th indicator at level $j$, the first row is the frequency of distribution of LOF at three levels, the second row is ImEn, and the third row is voltage range. Then, the weight matrix $W$ is calculated for each assessment indicator.
where $A_i$ is the entropy value of the $i$th indicator, $r_{ij}$ is the distribution frequency of indicator $i$ at level $j$, $b$ is the number of inconsistency levels, $a$ is the number of evaluation indicators, and it is stipulated that $\ln r_{ij} = 0$ when $r_{ij} = 0$. In this paper, $a = b = 3$. Finally, the evaluation matrix $B$ is calculated based on $R$.

$$B = W \times R = (b_1, b_2, b_3)$$

where $b_1, b_2, b_3$ are the probabilities that the inconsistency is of normal, slight, and severe levels.

Finally, the calculated $R$ and $B$ matrices are used as the basis for the inconsistency evaluation of retired battery packs. Firstly, the last column of the fuzzy relationship matrix $R$ is checked, which is the severity level column of all the evaluation indicators. If any result is greater than zero, the inconsistency of the battery pack is judged as serious. If there is no result greater than 0 in the last column of $R$, the inconsistency of the whole battery pack is judged according to the results of the matrix $B$, and the level corresponding to the largest value in $b_1, b_2, b_3$ is used as the inconsistency level of the whole battery pack according to the principle of maximum affiliation.

### 4. Results and Discussion

The inconsistency analysis in this study is mainly based on the cell voltage data. The first real-world vehicle sample set used is from a vehicle equipped with a lithium iron phosphate battery pack, the number of cells is 96, the data collection date is 30 June 2022, 4000 data points were selected for analysis, and the voltage variation curve of the battery cells in the selected segments is shown in Figure 6.

![Figure 6. Cells voltage of the first sample dataset.](image)

#### 4.1. Voltage Range, LOF and ImEn Results

Firstly, the voltage polarities of all the cells at different moments were calculated, and Figure 7 shows the distribution of the voltage range at all the moments. From this figure, 4000 moments in the sample were selected, in which the voltage difference does not exceed 0.1 V, and there are no serious fault cells. In addition, there are only a few cells that exceed the threshold of the voltage range for slight faults, and the voltage ranges are lower than 0.05 V in most cases. The consistency of the selected battery packs is relatively good in terms of the distribution of the voltage ranges.
Among the slight faults, the frequency of cell 29 is the highest, reaching 0.445, followed by and ImEn obtained reflect the degree of inconsistency of all the cells at different moments. Firsty, the fuzzy matrix R was calculated. The LOF, but we could not obtain the inconsistency state of the whole battery pack, which is quite.

Finally, the ImEn value of each cell at all the moments was obtained, and the frequency of each cell’s ImEn value exceeding the thresholds of a slight fault and a serious fault was counted. Figure 9 illustrates the distribution of the fault frequency of all the cells. From Figure 9, it can be seen that there are differences in the results between ImEn and LOF. Among the slight faults, the frequency of cell 29 is the highest, reaching 0.445, followed by cell 29. Only the first 16 cells have a frequency of failures close to 0 among the serious faults, while the remaining cells have more frequent serious faults. The one to most frequently experience a serious fault is cell 65, with a fault frequency of 0.13.

Finally, the ImEn value of each cell at all the moments was obtained, and the frequency of each cell’s ImEn value exceeding the thresholds of a slight fault and a serious fault was counted. Figure 9 illustrates the distribution of the fault frequency of all the cells. From Figure 9, it can be seen that there are differences in the results between ImEn and LOF. The results of the frequency distributions of slight and serious faults for each cell at all the moments are shown in Figure 8. From this figure, cell 61 has the highest frequency of slight faults, followed by cell 29. Only the first 16 cells have a frequency of failures close to 0 among the serious faults, while the remaining cells have more frequent serious faults. The one to most frequently experience a serious fault is cell 65, with a fault frequency of 0.13.

Finally, the ImEn value of each cell at all the moments was obtained, and the frequency of each cell’s ImEn value exceeding the thresholds of a slight fault and a serious fault was counted. Figure 9 illustrates the distribution of the fault frequency of all the cells. Among the slight faults, the frequency of cell 29 is the highest, reaching 0.445, followed by cells 69 and 77. Other than this, the rest of the cells have a fault frequency of less than 0.16, which is not enough for the faults to manifest themselves. Among the serious faults, only the frequency of cell 29 stands out at 0.207, which is much higher than the frequency of the other cell faults. It is surmised that the inconsistency of cell 29 in the battery pack is the most severe and may lead to the highest probability of battery pack failure.

Figure 7. Voltage range distribution of the first sample.

Figure 8. Cell fault frequency distribution of the first sample based on LOF.
4.2. Results of the Integrated Evaluation of Inconsistency

A comprehensive evaluation of battery pack inconsistency was carried out after obtaining the results of each indicator. Firstly, the fuzzy matrix $R$ was calculated. The LOF and ImEn obtained reflect the degree of inconsistency of all the cells at different moments, but we could not obtain the inconsistency state of the whole battery pack, which is quite different from the result of outputting one battery pack voltage difference at each moment. In order to harmonize the form of the three indicators and to facilitate the calculation of the fuzzy matrix, changes were made to the form of the results for LOF and ImEn. The frequency of LOF and ImEn values exceeding the corresponding level at all the moments was counted as a new indicator of the inconsistency of the whole battery at all the moments. The calculated fuzzy matrix $R$ is as follows:

$$
R = \begin{pmatrix}
0.8229 & 0.1771 & 0 \\
0.9687 & 0.0323 & 0 \\
0.9912 & 0.0088 & 0
\end{pmatrix}
$$

The last column of the matrix $R$ is not zero in any of them, indicating that there is no serious inconsistency for any of the three indicators. It was necessary to further calculate the evaluation matrix $B$. The level corresponding to the maximum value in $B$ was used as the basis for determining the inconsistency status of the whole battery pack. The entropy value $A$, the weight matrix $W$, and the evaluation matrix $B$ were calculated for each indicator.

$$
A = [0.4251, 0.1266, 0.0457] \\
W_i = [0.2393, 0.3635, 0.3972] \\
B = [0.9428, 0.0572, 0]
$$

The first number of the evaluation matrix $B$ is the largest, which corresponds to the normal class; thus, it is known that the inconsistency of this sample cell is normal.

4.3. Analysis of Severely Inconsistent Battery Sample

The second real-world vehicle sample set used in study is from a commercial vehicle equipped with a lithium iron phosphate battery, the number of cells is 90, the data collection date is 7 June 2022, 2800 data points were selected for analysis, and the voltage variation curve of the battery cells of the selected segments is shown in Figure 10.

Figure 11 shows the voltage range for all the moments of the second battery pack sample. Compared to sample number one, the voltage range has increased significantly, exceeding 0.05 V at most moments and 0.15 V at a few moments, showing that the inconsistency of the battery pack is much more serious from the perspective of the voltage range.
The fuzzy matrix indicators.

Figure 11. Voltage range distribution of the second sample.

Figure 12 shows the LOF-based fault frequency distribution of all the cells of the battery pack two sample. From this figure, it can be seen that several abnormal cells appeared, some with a much higher frequency of faults, especially slight faults. The frequency of slight faults for cells such as cell 16 and cell 30 is close to one, meaning that the LOF values for these cells are above the slight fault threshold at most moments. The frequency of serious faults is relatively low for each cell, with the highest being for cell 31 at 0.419, and the rest of the cell faults are basically spread around 0.2. From the LOF results, the inconsistency between the cells of the second sample is very serious, and several cells exceed the failure threshold, so it was initially judged that the inconsistency of the battery pack is much more serious from the perspective of the voltage range.

Figure 13 shows the ImEn-based defect frequency distribution for all the cells of the battery pack two sample. From the overall distribution level of fault frequency, the consistency of the battery pack is poor, and the frequency of multiple individual faults is high. Moreover, the abnormal cells are mostly distributed among cells 16–30, with a relatively dense distribution. Among the major defects, cells 16, 23, 26, 28, 29, and 30 have the highest fault frequency, all exceeding 0.15. Among the serious faults, cell 43 has the highest fault frequency at 0.226, which is even higher than its frequency of slight faults. The fuzzy matrix \( R \) of sample two was calculated based on the analysis results of the above three indicators.

\[
R = \begin{bmatrix} 0.6444 & 0.1112 & 0.2444 \\ 0.9556 & 0.0444 & 0 \\ 0.8442 & 0.1518 & 0.004 \end{bmatrix} \tag{19}
\]
The last column of the matrix $R$ has two rows of non-zero values, indicating that there are serious inconsistency moments in the LOF and voltage range among the three indicators, from which it can be directly concluded that the inconsistency of the sample two battery is serious.

5. Conclusions

Retired batteries have already experienced many charge/discharge cycles, so the internal differences are further amplified, and the inconsistency of the internal cells becomes a major factor threatening the safe and stable operation of battery packs. Therefore, it is essential to assess the inconsistency of retired batteries. In this paper, the inconsistency diagnosis methods for batteries are summarized, including the methods based on outlier detection and the methods based on information entropy, from which two algorithms, LOF and ImEn, are selected for validation. Then, based on the voltage data of retired batteries in real-world vehicles, the inconsistency diagnosis of two samples is carried out using the three indicators of voltage range, LOF and ImEn, and the diagnostic results indicate that the severity of inconsistency among the three indicators in sample two is higher than that in sample one. Finally, by combining the three indicators and setting three inconsistency levels of normal, slight and serious for each indicator, a comprehensive multi-level and multi-indicator inconsistency evaluation strategy for retired batteries is established. Based on the evaluation strategy, two samples are evaluated for inconsistency, and the evaluation results of the two samples are normal and serious, which proves that the proposed evaluation strategy can quickly and accurately diagnose the battery packs with poor inconsistency, and this can provide a reliable basis for the safe and stable operation of retired batteries in secondary use. The battery pack samples used in the study were randomly selected, and it is not clear whether there are real faults with poor inconsistency, so the proposed method...
still lacks the effective validation of actual fault samples. Based on the above problems, the quality of the samples will be further optimized in subsequent studies to select fault samples and effectively verify the accuracy of the inconsistency evaluation strategy.
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