On the Use of Randomly Selected Partial Charges to Predict Battery State-of-Health
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Abstract: As society becomes more reliant on Lithium-ion (Li-ion) batteries, state-of-health (SOH) estimation will need to become more accurate and reliable. Therefore, SOH modelling is in the process of shifting from using simple and continuous charge/discharge profiles to more dynamic profiles constructed to mimic real operation when ageing the Li-ion batteries. However, in most cases, when ageing the batteries, the same exact profile is just repeated until the battery reaches its end of life. Using data from batteries aged in this fashion to create a model, there is a very real possibility that the model will rely on the built-in repetitiveness of the profile. Therefore, this work will examine the dependence of the performance of a multiple linear regression on the number of charges used to train the model, and their location within the profile used to age the batteries. The investigation shows that it is possible to train models using randomly selected partial charges while still reaching errors as low as 0.5%. Furthermore, it shows that only one randomly sampled partial charge is needed to achieve errors smaller than 1%. Lastly, as the number of randomly sampled partial charges used to train the model increases, the dependence on particular partial charges tends to decrease.
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1. Introduction

Society’s reliance on Lithium-ion (Li-ion) batteries is going to increase with the increased focus on electrification of the transportation sector and the shift to more volatile renewable energy sources. However, Li-ion batteries degrade over time, decreasing their available capacity and increasing their resistance, leading to decreasing acceleration and range in electric vehicles (EVs). Thus, determining a battery’s level of degradation, called its state of health (SOH), is important to both the safe operation and maintenance of the battery as well as the application in which the battery is operated.

Methods used to estimate the SOH of Li-ion batteries fall into one of three categories, physics-driven models, data-driven models, and hybrid models combining aspects of data-driven and physics-driven methods. The physics-driven methods aim to model the internal states and processes of the battery using physics, chemistry, and electrical circuits [1–6]. While they can be very accurate when tailored to a specific battery, they tend to be very computationally complicated and inaccurate if applied to different batteries. This is partly the reason for the rise in the use of data-driven methods. Of these methods, the most common include multiple linear regression (MLR) [7], support vector regression (SVR) [8–11], Gaussian process regression (GPR) [12–18], and neural networks (NN) [19–23]. It has been shown that if enough data are available, then these methods can be used to predict the SOH with very small errors. The main disadvantage of these methods is that they require lots of data and that most are very complex or essentially black-box methods. This has led to the development of hybrid methods combining data- and physics-driven methods [24–26]. These are usually divided into two types: the first uses data-driven methods to parameterise physics-driven methods, while the second uses physics to...
constrain the data-driven methods [25]. Both approaches are relatively new in the field of SOH estimation but have been applied to great effect in other areas of research.

Historically, data-driven SOH estimation models have been built using data created in extensive laboratory experiments. These data have typically been created by isolating a single stress factor at a time and observing its effect on the degradation of the battery. Furthermore, the charge/discharge pattern has tended to be continuous charging and discharging. However, it has been shown that the degradation of the battery is heavily influenced by its operation (and the order of this operation). Thus, it follows that for models to achieve good performance in actual operation, when the data are created using continuous charge/discharge, the number of conditions (or combinations of conditions) needs to be exhaustive. This is not only time- and resource-demanding but is also limited to the particular type of battery examined (i.e., the materials used to construct it, the manufacturer making it, and the version/generation for this manufacturer). Therefore, the field has, in recent years, started moving from creating models based on batteries subjected to these very simple continuous charge/discharge patterns, to batteries aged using more domain-specific operation profiles [27,28]. These profiles tend to be more dynamic and a better representation of the degradation behaviour in the specific context but are also harder to manage as they are more complex and tend to be sparser (in that there will be fewer complete charges or discharges).

With that said, in the case of the dynamic operation profiles in EVs, information about the battery charge capacity can be extracted every time the vehicle is charged, as the current is relatively consistent. Nevertheless, these charges are not complete, as the vehicle will never be entirely depleted, which would leave the operator of the vehicle stranded, resulting in only partial charges. Previous work on battery SOH estimation using partial charges has shown that information extracted from these can be used to predict the complete capacity of the battery with errors below 1%. However, these methods tend to rely on either extracting information from sub-sequences of the complete charge curve [29], which cannot be accessed in operation, extracting information from many partial charges [30], which makes the model either reliant on the number of partial charges needed to make predictions, or domain adaptation [30–33], which, in a lot of cases, requires fine-tuning. Furthermore, building and evaluating methods based on consistent profiles, even if they are dynamic, will lead to overfitting these methods to the data (including the profile) used to train them. Therefore, this work aims to examine the effect of the number of partial charges used to train the SOH estimation models and if a dependence on the location of a partial charge within a mission profile can be detected.

The remainder of the paper is organised as follows: the experimental data used to train the models are introduced in Section 2.1. This is followed by a more precise definition of the partial charges and the features extracted from these partial charges are presented in Section 2.2, after which Sections 2.3 and 2.4 contain a short explanation of the state-of-health estimation model and feature selection used in this paper. The approaches used to study the sensitivity to, and importance of, the partial charges are found in Section 2.5. The results of the modelling, sensitivity, and importance are presented in Section 3. Lastly, conclusions are found in Section 4.

2. Materials and Methods

2.1. Forklifts and Realistic Load Profiles

Three Li-ion LFP battery cells were aged using a realistic forklift load profile of approximately two weeks. This profile was distilled from four months of field operation. The current and SOC of the resulting two-week profile is shown in Figure 1. Furthermore, to accelerate the ageing of the three cells, they were subjected to high temperatures during operation of 45, 40, and 35 °C, respectively.
At the end of every round of ageing (i.e., at the end of the two weeks of operation using the forklift profile), a reference performance test (RPT) is performed (at 25 °C) to assess the health of the battery (i.e., the capacity and resistance is measured). This two-step process was repeated until the cell aged at 45 °C reached end of life (80% of its initial capacity measurement). The resulting capacities obtained for each of the three cells can be seen in Figure 2. A more thorough introduction and description of the data used can be found in [28], and the data can be accessed at [34].

2.2. Partial Charges

In most applications, obtaining an accurate measurement of the capacity is not possible during operation, as the cell will never be completely discharged (this is also illustrated by the SOC profile found in the right-hand panel of Figure 1). Thus, between two reference
measurements, it is only possible to observe partial charges of the cell. The forklift profile, shown in Figure 1, contains more than 110 of these partial charges (depending slightly on the criteria used to determine the partial charges).

This can be incorporated into the model; given an appropriately chosen voltage interval, it is possible to relate the current accumulated within the interval during charging, $Q_w$, to the total capacity of the battery, $Q$, as shown in previous work [29,35]. A sketch of the general idea is shown in Figure 3; given a voltage interval from $V_{low}$ to $V_{high}$, the amount of charge within the interval can be related to the total capacity of the cell. This idea has also been extended to other features extracted from the current, voltage, and temperature [30]. Given a sequence, $z$, of length $N$, the following features are extracted as follows:

- **Initial value** of the sequence.
- **Summation** of the entire sequence, found as:
  
  $$S(z) = \sum_{n=1}^{N} z_n.$$  

- **Average** value of the sequence, a measure of it centre, found as:
  
  $$\bar{z} = \frac{1}{N} \sum_{n=1}^{N} z_n.$$  

- **Standard deviation (SD)** of the sequence, a measure of squared deviation around the average, found as:
  
  $$s(z) = \left( \frac{1}{N-1} \sum_{n=1}^{N} (z_n - \bar{z})^2 \right)^{1/2}.$$  

- **Skewness** of the sequence, a measure of asymmetry, found as:
  
  $$g^1(z) = \frac{N}{(N-1)(N-2)} \sum_{n=1}^{N} \frac{(z_n - \bar{z})^3}{s(z)^3}.$$  

![Figure 3. A sketch of the partial charging concept. The charge measured within the voltage interval $[V_{low}, V_{high}]$, denoted $Q_w$, changes as the battery ages, and can thus be compared to the total capacity of the cell $Q$.](image)

- **Skewness** of the sequence, a measure of asymmetry, found as:
• **Kurtosis** of the sequence, a measure of the tails of the distribution (when compared to the tails of a normal distribution), found as:

\[
\kappa^2(z) = \frac{1}{(N-2)(N-3)} \left[ \frac{N(N+1)}{N-1} \sum_{n=1}^{N} \frac{(z_n - \bar{z})^4}{s(z)^4} - 3(N-1)^2 \right].
\]

• Mean absolute deviation (MAD) of the sequence, a measure of absolute deviation around the average, found as:

\[
\text{MAD}(z) = \frac{1}{N} \sum_{n=1}^{N} |z_n - \bar{z}|.
\]

• **Largest difference** of the sequence, a measure of the largest absolute difference, found as:

\[
\Delta_L(z) = \max_{n \in \{1,2,...,N-1\}} |z_{n+1} - z_n|.
\]

• **Total difference** of the sequence, a measure of the difference between the beginning and end, found as:

\[
\Delta_T(z) = (z_N - z_1).
\]

• **Fuzzy entropy** of the sequence, a measure of similarity of sequence, comparing repetitions in sub-sequences of size \(m\) and with sub-sequences of size \(m+1\) simultaneously. A more thorough introduction can be found in [36].

Because the profile contains multiple partial charges, these features can be extracted multiple times between two consecutive RPT capacity measurements and are used to predict the reference capacity measured at the end of the two-week profile, as highlighted in Figure 4. The features extracted from the \(d\)'th partial charge in the \(n\)'th round of ageing will be denoted \(F_{nd}\). An overview of what features are extracted for each type of signal (i.e., current, voltage, temperature, etc.) is marked with a cross (×) in Table 1. Note: the average is the only feature extracted from the temperature because the ambient temperature is kept very stable throughout the ageing process (for each cell). Furthermore, the fuzzy entropy is only extracted from the voltage, as it is very computationally intensive to extract. Lastly, the FEC at the beginning of each partial charge is also extracted (called the initial value of the current in Table 1).

![Figure 4. The partial charging interval applied to a dynamic load profile.](image-url)
Table 1. The features extracted from each of the three measurement sequences. The features initially extracted from each sequence are marked by a cross (×). The features kept for further modelling after analysing the pairwise Pearson correlations are marked with a circle (○).

<table>
<thead>
<tr>
<th>Features</th>
<th>Current</th>
<th>Voltage</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial value</td>
<td>×</td>
<td>○</td>
<td>×</td>
</tr>
<tr>
<td>Summation</td>
<td>×</td>
<td>○</td>
<td>×</td>
</tr>
<tr>
<td>Average</td>
<td>×</td>
<td>○</td>
<td>×</td>
</tr>
<tr>
<td>SD</td>
<td>×</td>
<td>○</td>
<td>×</td>
</tr>
<tr>
<td>Skewness</td>
<td>×</td>
<td>○</td>
<td>×</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>×</td>
<td>○</td>
<td>×</td>
</tr>
<tr>
<td>MAD</td>
<td>×</td>
<td>○</td>
<td>×</td>
</tr>
<tr>
<td>Largest difference</td>
<td>×</td>
<td>○</td>
<td>×</td>
</tr>
<tr>
<td>Fuzzy entropy</td>
<td>×</td>
<td>○</td>
<td>×</td>
</tr>
</tbody>
</table>

The pair-wise Pearson correlations between the features and the logarithm of the capacity are shown in Figure 5. The figure shows that the pair-wise Pearson correlation between some features is very high. Because the model used to construct a relationship between features and capacity is multiple linear regression, a large correlation between features, called multicollinearity, can result in instabilities when training the model (due to linear dependence in columns of the matrix containing the features, i.e., the design matrix). Therefore, if a pair of features has a Pearson correlation above 0.8, then the feature with the smallest Pearson correlation to the logarithm of the capacity is eliminated from further consideration. The remaining features are marked with a circle (○) in Table 1. Note: features are not excluded based on their Pearson correlation with the logarithm of the capacity, as interaction will be allowed in the multiple linear regression model.

![Figure 5. Pearson correlation between the features and the logarithm of the capacity.](image-url)
2.3. State-of-Health Modelling

The SOH prediction model used in this paper will be based on multiple linear regression (MLR). MLR maps the features extracted from each partial charge passing through the voltage interval, and the measured capacity at the end of every round of ageing using an affine transformation. MLR was chosen as it is simple, while still having the ability to achieve errors less than 0.5%. Furthermore, the focus is not on the choice of model but on investigating the sensitivity in both the amount of data and the dependence on where these data are extracted from on the performance of the model.

MLR defines a parametric relationship between the logarithm of the capacity, \( \log(Q_n) \), and a vector containing all the extracted features, \( F_{nd} \), as follows:

\[
\log(Q_n) = \alpha + \sum_{i=1}^{p} \beta_i F_{ndi} + \sum_{i=1}^{p} \sum_{j=1}^{p} \gamma_{ij} x_{ndi} F_{ndj} + \epsilon_n, \quad (1)
\]

where \( p \) is the total number of extracted features, \( \alpha \) is the intercept, \( \beta_i \) is the slope corresponding to feature \( i \), \( \gamma_{ij} \) is the interaction between features \( i \) and \( j \), and \( \epsilon_n \) is a random variable with mean 0 and variance \( \sigma^2 \) accounting for noise.

The rounds of ageing are randomly split into two parts, a training set and validation set. Using the notation above, the complete set of parameters \( \theta = (\alpha, \beta, \gamma) \) is then trained using the training set by ordinary least squares (OLS).

2.4. Step-Wise Feature Selection by Leave-One-Out Cross-Validation

In an effort to avoid overfitting, and produce simpler models, leave-one-out cross-validation (LOOCV) will be used on the training set to find the combination of features minimising the out-of-sample error. The LOOCV was chosen, as it can be calculated by training the model once using the entire training set. Given a vector of \( N \) capacity measurements, \( Q \), a matrix of corresponding features \( F \), and a vector of parameters, \( \hat{\theta} \), trained using \( Q \) and \( F \), then the LOOCV is found as:

\[
\text{LOOCV}(Q, F|\hat{\theta}) = \frac{1}{N} \sum_{n=1}^{N} \sum_{d=1}^{D} \left( \log(Q_n) - F_{nd}^T \hat{\theta} \right)^2, \quad (2)
\]

where \( F_{nd} \) is a vector containing the features of the \( n \)'th round of ageing and \( d \)'th partial charge, and \( h_{nd,nd} \) is the diagonal entry of the hat matrix, i.e., \( F^T F \)^{-1}F^T, corresponding to \( n \)'th round of ageing and \( d \)'th partial charge.

Step-wise selection, in both directions, using LOOCV as the measure of out-of-sample error, is employed to reduce the number of parameters in the model. That is, parameters, main effects and interactions (without breaking the hierarchical principle) are allowed to enter and leave the model if it reduces the LOOCV.

2.5. Sensitivity and Importance of Partial Charges

Firstly, in order to investigate the sensitivity in the number of partial charges on the performance of the model, a sequence of limits, \( L = 1, 2, \ldots, 50 \), will be successively imposed to restrict the number of partial charges from each round of ageing used to train the model.

Secondly, to explore the importance of each partial charge—more specifically, its location within the two-week ageing period—three approaches will be compared when selecting partial charges for training:

1. Using the first \( L \) partial charges, i.e., the partial charges closest to the beginning of the round of ageing (and the previous reference measurement).
2. Using the last \( L \) partial charges, i.e., the partial charges closest to the end of the round of ageing (and the next reference measurement).
(3) Using \( L \) partial charges selected at random with replacement, i.e., a partial charge can be used multiple times.

The first two approaches are introduced as reference methods, as these would be the most logical approach when implementing this model in an actual application. That is, the system either only has to store the features extracted from the first \( L \), or the previous \( L \), partial charges. The third approach will be used to explore the dependence of the model on particular partial charges. This is possible because the partial charges are chosen at random with replacement, which is equivalent to a type of bootstrapping called \( m \)-out-of-\( n \) bootstrapping [37]. As a consequence, the out-of-bag error (i.e., the error on the observations not used to train the model) can be evaluated, giving insight into the importance of each partial charge to the model. In each repetition, the root mean square error (RMSE) will be found for each partial charge not used to train the model, the out-of-bag RMSE, and averaged across repetitions. Furthermore, as the training process is also repeated in the third approach, it will be possible to examine the prevalence of each feature in the model, i.e., how often a feature is included in the across the 25 repetitions.

3. Results

The mean absolute percentage error (MAPE) for all three selection approaches introduced in Section 2.5 as a function of the number of partial charges used during the training of the models is shown in Figure 6. The results of the models using the first \( L \) partial charges, the last \( L \) partial charges, and the 25 repetitions of \( L \) randomly sampled partial charges are shown in red, green, and blue, respectively. The figure shows that whether using the first or last \( L \) partial charges behaves like expected, they are both decreasing as the number of partial charges increases and it is easier to create a model with good performance using partial charges from closer to the RPT measurement. What is surprising is the average performance of the random sampling approach starts around 0.6–0.7% error using a single randomly chosen partial charge and ends below 0.5%; for comparison, it takes 15 and 20 partial charges for the other two selection approaches to reach an MAPE similar to the starting MAPE of the random approach. However, it is worth noting that as the number of partial charges increases, the three methods converge.

![Figure 6](image.png)

Figure 6. The validation MAPE of the three partial charge selection approaches against the number of partial charges, from each round ageing, used to train the model.

The predictions for each model trained under all three selection approaches of partial charge locations are found in the first, second, and third rows of Figure 7, respectively. The figure shows the measured and predicted capacity against the full equivalent cycles (FEC), coloured by the number of partial charges from each round of ageing used to train the models. Furthermore, the measured capacity used for training and validation are shown as
circles and triangles, respectively. In general, the panels show that as the number of partial charges used to train the models increases, the predicted capacity slowly tends toward the measured capacity. This is completely in line with what should be expected by examining Figure 6. Visually comparing the panels of the first and second approach (i.e., the first and second row, respectively), it looks like the former requires more partial charges than the latter. This makes intuitive sense, as the last partial charges are going to be closer to the reference measurement the model is trying to predict. This is again supported by the results found in Figure 6. The third row mostly corresponds with what was expected when looking at Figure 6. The exception is the panel of the results at 45 °C, showing a couple of rounds yielding large deviations between the predicted and measured capacity for small values of \( L \). While this is not entirely surprising, these deviations seem quite isolated (compared to the first and second approaches), but decrease as the number of partial charges increases. It is also worth noting that these deviations occur for rounds used to train the model and are, therefore, not affecting the validation MAPE seen in Figure 6.

![Graph showing the capacity against FEC for different temperatures and partial charges](image)

**Figure 7.** The capacity against FEC, showing data used for training and validation as circles and triangles, respectively. The predictions of the MLR models, coloured by the number of partial charges, from each round, used to train the models, for both approaches are shown in the first and second row, respectively.
Figure 8 shows the average out-of-bag RMSE for each partial charge against the location of the partial charge in the two-week profile to examine its effect on model prediction. The resulting figure should be interpreted as the RMSE when the partial charge is not used to train the model. When the temperature is 35 and 40 °C, the out-of-bag RMSE is very low even when the number of partial charges used to train the model is relatively small. Furthermore, the out-of-bag RMSE decreases as the number of partial charges increases, thereby decreasing the reliance on a particular partial charge. However, while the same is mostly true at 45 °C, there do seem to be specific partial charges, which have a large effect on the performance of the model. This aligns with what was found in Figure 7. That is, the large deviations seen in Figure 7 are a direct consequence of over-reliance on these particular partial charges not being included in the training set (and vice versa).

Figure 8. The RMSE of the out-of-bag observations against the position of the partial charge in the two-week profile, coloured by the number of partial charges, from each round, to train the model.

Lastly, a heatmap of the prevalence of each feature is shown in Figure 9. The figure shows that the two most important features are FEC and temperature with a prevalence of 100% even using a single partial charge. Furthermore, as the number of partial charges used to create the model increases, the prevalence of the average and MAD of the voltage also increases, hitting a 100% prevalence at two and five partial charges, respectively. This is in line with the heatmap of Pearson correlation in Figure 5, as they are the two voltage features with the highest Pearson correlation (of those remaining after exclusion based on large pairwise Pearson correlation). The current features seem to be chosen less often in the beginning stages, but as the number of partial charges increases (increasing the degrees of freedom in the data), the average current and the skewness of the current become more prevalent. It follows that the voltage and current within the defined partial voltage interval can be represented by their first three central moments.

Figure 9. The prevalence of each feature against the number of partial charges taken across the 25 bootstrap repetition.
4. Conclusions

The results show that if it is only possible to extract, or measure, a few partial charges between two reference measurements, then it is better for these to be sampled at random, rather than those found at either the beginning or the end of the round of ageing. This result is quite surprising, not just because the validation MAPE is smaller, but also for how long the random approach (for all repetitions!) outperformed the two other approaches. However, as is to be expected, when the number of available partial charges increases, the models built using a more consistent set of partial charges had superior performance. This could indicate that time (or the location of the partial charge within the round of ageing) is implicitly built into the model. While the dependence could be exploited, it is going to be difficult to determine whether or not this dependence is just an artefact of repeating the same profile in every round of ageing. Furthermore, while the reason for the difference between the non-random and random approaches is not entirely clear, the random sampling approach does seem to benefit in a couple of ways: (1) features extracted from partial charges in close proximity within the two-week profile seem to be more highly correlated, which can lead to instabilities when training an MLR, and (2) the partial charges are sampled entirely at random between reference measurements. It follows that the random sampling approach will create models covering more of the sample space, even with a very small number of partial charges. The two points combined mean that when using the random sampling approach the diversity of the data used to train the models is much larger when compared to the other two approaches, especially for a relatively small number of partial charges. This makes the random sampling approach much more robust to new information.

Further investigations into the dependence of particular partial charges for models built using the random sampling approach showed that while there can be some dependence when the model relies on a very small number of partial charges, it mostly disappears as the number of partial charges increases, at least for 35 and 40 °C. This dependence never seems to disappear entirely at 45 °C, which still exhibits some dependence on partial charges even as they increase in number. The reason is, again, not entirely clear. However, a likely hypothesis is that the battery aged at 45 °C degrades at a much higher rate and has points at which this degradation accelerates (e.g., around 50–55 weeks in Figure 7). Furthermore, this idea also extends to the amount of degradation within the two-week profile itself. That is, the difference between the capacity at the beginning and the end of the two-week profile is larger at 45 °C than at 35 and 40 °C. This results in a bigger discrepancy between the features extracted at the beginning and end of the profile.

Lastly, the prevalence of each of the features used to create the models built using the random sampling approach was explored. This investigation showed that the extracting FEC, temperature, and the first three central moments (i.e., average, variance, and skewness) are enough to create models with errors as low as 0.5%. This greatly simplifies the feature extraction process as these types of features can be extracted in an online fashion as the current, voltage, and temperature are measured.
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