Joint Concern over Battery Health and Thermal Degradation in the Cruise Control of Intelligently Connected Electric Vehicles Using a Model-Assisted DRL Approach
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Abstract: Eco-driving aims to enhance vehicle efficiency by optimizing speed profiles and driving patterns. However, ensuring safe following distances during eco-driving can lead to excessive use of lithium-ion batteries (LIBs), causing accelerated battery wear and potential safety concerns. This study addresses this issue by proposing a novel, multi-physics-constrained cruise control strategy for intelligently connected electric vehicles (EVs) using deep reinforcement learning (DRL). Integrating a DRL framework with an electrothermal model to estimate unmeasurable states, this strategy simultaneously manages battery degradation and thermal safety while maintaining safe following distances. Results from hardware-in-the-loop simulation testing demonstrated that this approach reduced overall driving costs by 18.72%, decreased battery temperatures by 4 °C to 8 °C in high-temperature environments, and reduced state-of-health (SOH) degradation by up to 46.43%. These findings highlight the strategy’s superiority in convergence efficiency, battery thermal safety, and cost reduction compared to existing methods. This research contributes to the advancement of eco-driving practices, ensuring both vehicle efficiency and battery longevity.
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1. Introduction

Extensive research has been conducted in the field of eco-driving, encompassing various methodologies, including dynamic programming [1], Pontryagin’s minimum principle [2,3], and model predictive control [4–7]. For example, Machacek et al. proposed a hybrid EV energy management method based on model predictive control and Pontryagin’s minimum principle, mainly utilizing the allocation of hybrid power systems and driving mode selection to minimize energy consumption. Although this method achieves near-optimal performance, its computational complexity is high, posing challenges in real-time applications. To address this issue, Hamednia et al. introduced a computationally efficient eco-driving algorithm [8], achieving long-range energy savings through dual-layer optimization and Pontryagin’s maximum principle. This method achieved up to 11.6% energy savings between standard cruise control and the proposed algorithm. However, this method relies on precise traffic information and prediction and may have limitations in uncertain and dynamically changing traffic environments. Overall, the problems with the aforementioned eco-driving optimization methods include high computational complexity, strong dependence on real-time data, and potentially poor performance in complex traffic environments.

Recently, with the continuous development of artificial intelligence and machine learning technologies, reinforcement learning (RL) has been used to address the energy efficiency problem in eco-driving [9–13]. Compared to traditional methods, RL offers
greater adaptability and flexibility, allowing real-time, strategic adjustments in constantly changing traffic environments, thereby achieving higher energy efficiency without the need for extensive computation and comprehensive road information. Therefore, RL has become an effective method for solving energy efficiency and driving strategy problems. Huang et al. devised an energy optimization technique through RL for vehicular speed control [14], taking into account factors like road gradients and the requisite safe following distance. However, only the discrete state scenarios are considered in this study, thereby hampering its decision-making capacity in continuous state spaces and restricting its effectiveness in real-world driving conditions. Regarding this, Wu et al. proposed a hybrid RL algorithm within a mixed modeling framework [15], which combines a continuous deep deterministic policy gradient (DDPG) for longitudinal control and discrete deep Q-learning (DQN) [16–18] for lateral control. On this basis, a novel decision-making strategy was also proposed by integrating visual state variables into the RL decision-making process, thereby enhancing energy efficiency in complex traffic scenarios [19]. Moreover, a human-guided RL framework was proposed to enhance RL performance, which greatly enables human intervention in RL control, thereby improving RL capabilities [20]. The objective of this hybrid method was to diminish fuel consumption while preserving acceptable travel times. However, the scope of their research was confined to optimizing driving strategies and energy usage without considering car-following scenarios. Similarly, Hu et al. designed a scheme to minimize fuel consumption for hybrid EVs in the driving cycle without prior knowledge [21]. However, this approach not only encountered challenges related to singular optimization objectives but was also confined to planning within discrete spaces.

As mentioned above, the limitations of the existing studies can be summarized as follows. Firstly, although many studies have considered one of the three factors of following distance [22,23], energy loss [24], and whether the prediction space is continuous or not [25], few studies have considered all three, failing to fully meet the complex driving environment and diversified optimization needs. Furthermore, previous research has predominantly focused on methods using RL with discrete action planning, while RL algorithms in continuous action spaces have rarely been applied to the cruise control of intelligently connected EVs. Regarding this, this paper proposes a DDPG-based framework with multiple optimization objectives considered in this research [10,26,27]. Specifically, a joint, electrochemical and aging battery model was established in the established DDPG framework to estimate a battery’s internal state in real-time and thereby guide the training process of the networks in DDPG. By integrating the developed DRL architecture with an electrothermal model for perceiving unmeasurable states, the proposed strategy enables online, model-free cruise control scheduling using the DRL model, efficiently managing the output power of EVs to maintain stable car-following distances, while jointly evaluating and constraining battery degradation impacts and ensuring the thermal safety of onboard LIBs [28]. In summary, this study contributes to related knowledge fields in the following aspects:

- A novel adaptive cruise control framework which actively incorporates the DRL algorithm and an electrothermal and aging battery model is proposed for autonomous EVs, by which accurate, battery model-assisted, DRL training as well as model-free online control can be realized, thereby greatly improving optimal output power comprehensively while ensuring real-time control performance.
- An advanced continuous DRL strategy based on DDPG was creatively adopted to intelligently optimize power allocation in autonomous EVs in this study, which offers accelerated convergence and improved optimization performance.
- The battery’s thermal safety and degradation considering thermal effects were creatively involved in the proposed framework through the establishment of a joint electrothermal and aging model, which realizes the accurate evaluation of a battery’s aging and the heating effectiveness of agent actors so as to provide effective guidance for DRL training.
The structure of this manuscript is organized as follows. Section 2 details the system modeling, which includes the dynamic modeling of the electric vehicle, modeling of the onboard power battery, and construction of energy consumption and electrothermal and aging models for lithium-ion batteries (LIBs). Section 3 describes the thermal- and health-constrained velocity optimization problem formulation, alongside the fundamentals of the DDPG algorithm. Section 4 presents the results and discussion, where the validity of the training process, speed and safety distance, and temperature and degradation control were substantiated. Finally, Section 5 concludes the paper.

2. System Modeling

2.1. Dynamic Modeling of an Electric Vehicle

During the vehicular propulsion process, the motive force delivered by the power system must counteract driving resistances. The overall vehicle modeling diagram can be seen in Figure 1. The driving force provided by the power system needs to overcome the driving resistance, and the power conversion efficiency and driving resistance of the vehicle’s driving state determine its energy consumption. Equation (1) represents the balance of these forces.

\[
F_t(t) = F_w(t) + F_f(t) + F_i(t) + F_j(t) = 0.5 \rho C_d A v^2 + mg (f \cos \alpha + \sin \alpha) + \delta m \frac{dv}{dt}
\]

where \(F_w(t)\), \(F_f(t)\), \(F_i(t)\), and \(F_j(t)\) are the aerodynamic drag, rolling resistance, climbing resistance, and acceleration resistance, respectively.

![The electric autonomous bus](image)

**Figure 1.** The overall vehicle modeling with key components.
The motor provides the tractive effort, \( F_t(t) \), and the force correspondingly exerted on the tire is represented by

\[
F_t(t) = \begin{cases} 
\frac{l_0 \eta_m}{r_w \eta_w} T_m(t), & T_m(t) > 0 \\
\frac{l_0}{r_w \eta_w} T_m(t), & T_m(t) < 0 
\end{cases}
\]  

(2)

where \( l_0 \) is the conversion ratio of the final gears, \( \eta_m \) is the mechanical efficiency of the driveline, \( T_m \) is the motor torque, and \( r_w \) is the wheel effective radius.

Additionally, the motor model was established using an experimental modeling approach. The operational efficiency \( \eta_m \) of the motor is represented as an interpolation equation involving both speed and torque as Equation (3):

\[
\eta_m(n_m, T_m) = f(n_m, T_m)
\]  

(3)

where \( n_m \) is the speed of the motor. \( n_m \) can be determined based on the gear ratio and the speed of the controlled EV, and \( T_m \) can be obtained by Equation (2) above on the basis of the needed propulsive force.

Figure 2 illustrates the relationship between engine torque and speed, which was derived through experimentation.

2.2. Modeling of the Onboard Power Battery

(1) Battery Energy Consumption Modeling

The power output of a motor can be articulated as Equation (4):

\[
P_{req}(t) = \begin{cases} 
T_m(t)n_m(t)\eta_m & \text{if } T_m n_m \leq 0 \\
T_m(t)n_m(t)/\eta_m & \text{otherwise} 
\end{cases}
\]  

(4)

Furthermore, the aforementioned power is directly sourced from a battery, leading to \( P_{batt} = P_{req} \), where \( P_{batt}(t) = I_{batt}(t)V_{batt}(t) \), which is the required output power for the onboard battery, and where \( V_{batt} \) denotes the voltage of the battery.

A battery, serving as a pivotal component of electric buses, provides essential power to the motor and possesses the capability to storing energy harvested from regenerative braking systems. To understand battery dynamics comprehensively, it is crucial to adopt an appropriate model that captures its characteristics. Here is a simplified resistance model, which is tailored for scenarios where higher computational efficiency is sought without substantially compromising on accuracy.
The open-circuit voltage of a battery is inherently tied to its state of charge (SOC) [29]. This relationship can be represented by Equation (5):

\[ V_{oc} = f_{oc}(SOC) \]  

(5)

where \( V_{oc} \) represents the open-circuit voltage of the battery.

Furthermore, the internal resistance of a battery varies depending on its SoC and whether it is in a charging or discharging state. This can be depicted as Equation (6):

\[ R_{int} = f_{int,dis}(SOC) \text{ or } f_{int,chg}(SOC) \]  

(6)

where \( R_{int} \) represents the resistance of the battery.

A crucial parameter, a battery current, is determined by a battery’s voltage, power, and internal resistance. It can be estimated using Equation (7):

\[ I_{batt} = \eta_{batt} \times \frac{V_{batt} - \sqrt{V_{batt}^2 - 4 \times R_{int} \times P_{batt}}}{2 \times R_{int}} \]  

(7)

The voltage of a battery can be ascertained in Equation (8) through the open-circuit voltage, battery current, and resistance:

\[ V_{batt}(t) = V_{oc}(t) - R_{int}I_{batt}(t) \]  

(8)

In such circumstances, the SOC of a battery undergoes the following transformation, which can be represented by Equation (9).

\[ SOC(t + 1) - SOC(t) = - \frac{I_{batt}(t)}{Q_{batt}} \]  

(9)

Figure 3 presents a schematic of a battery’s thermal management system, introducing the electrothermal model and the electric model, as well as the relationship between them.

Figure 3. Schematic of a battery’s thermal management system.

(2) Electrothermal Modeling for LIBs

In the proposed strategies, the precise control and prediction of battery temperature are paramount. A mathematical model detailing the temperature response of batteries is introduced in this section, and more details are shown in [30]. The parameters of this electric model are dependent on the temperature, SOC, and current direction. As a result, model parameterization can be computationally expensive and time-consuming, requiring a large dataset and advanced optimization methods. Specifically, this model examines the
time-based variation in surface temperature $T_s$ and ambient temperature $T_a$. Explicitly, the rate of change of a battery’s surface temperature is described by Equation (10):

$$\frac{dT_s(t)}{dt} = \frac{T_s(t)}{R_u C_s} - \frac{2T_s(t)}{R_c C_s} + \frac{T_a(t)}{R_u C_s} + \frac{T_f}{R_u C_s}$$

(10)

Meanwhile, the rate of change for ambient temperature is given by Equation (11):

$$\frac{dT_a(t)}{dt} = \left( \frac{C_s - C_c}{R_c C_s C_c} - \frac{1}{2 R_u C_s} \right) T_s(t) + \frac{C_c - C_s}{R_c C_s C_c} T_a(t) + \frac{H(t)}{2 C_c} + \frac{T_f}{2 R_u C_s}$$

(11)

Herein, $R_u$ and $R_c$ represent the internal and external thermal resistances of a battery, respectively. $C_s$ denotes the thermal capacity of the battery surface, while $C_c$ signifies the thermal capacity of the battery core. This model enables the incorporation of electrothermal objectives into optimization goals, enhancing multitasking optimization. Consequently, it provides precise guidance for eco-driving decision-making.

Particularly, the thermal generation in a battery arises from a combination of sources, primarily being the ohmic heat and the non-reversible entropic heat [30]. The rate at which this heat is produced can be expressed by Equation (12):

$$H(t) = I_{\text{batt}}(t)^2 R_{\text{int}}(t) + I_{\text{batt}}(t) [T_a(t) + 273] E_n(SOC, t)$$

(12)

where $E_n$ characterizes the entropy variation throughout the electrochemical processes. Following this, the internal temperature is represented by Equation (13):

$$T_i(t) = 2T_a(t) - T_s(t)$$

(13)

For a comprehensive list of parameter values specific to the A123 26650 LIB, readers are directed to reference [31], which is not reiterated here to maintain conciseness. This proposed model underwent rigorous validation, showcasing its precision. The RMSE for terminal voltage remained under 20 mV, and the RMSE for both the internal and external temperatures stayed below 1 $^{\circ}$C during standard driving scenarios. This refined electro-thermal model serves as an effective representation of true battery pack dynamics.

(3) Aging Model of LIBs

A model centered on energy throughput was employed to measure the decline in capacity of LIBs.

This model suggests that an LIB can handle a specific amount of electric flow, tantamount to multiple charging and discharging cycles, before reaching its end of life (EOL).

$$\frac{d\text{SOH}(t)}{dt} = -\frac{1}{2N(c, T_a)C_n} \int_0^t |I_{\text{batt}}(\tau)| d\tau$$

(14)

Equation (14) indicates that the degradation in a battery’s state of health (SOH) is due to various stresses. Here, $N$ symbolizes the cumulative cycle count before EOL is attained. When considering the equation in discrete terms, the immediate variation in SOH is reflected in Equation (15).

$$\Delta\text{SoH}_k = -\frac{|I_{\text{batt}}| \Delta t}{2N_h(c, T_a)C_n}$$

(15)

In this context, $\Delta t$ denotes the duration of current. Both the C-rate ($c$) and the internal temperature of a battery play pivotal roles in influencing $N$. The capacity loss, based on the Arrhenius equation, is depicted as Equation (16):

$$\Delta C_n = B(c) \cdot e^{-\frac{E_a(c)}{RT_a}} \cdot Ah(c)^z$$

(16)
Here, $\Delta C_n$ represents the proportionate capacity loss. $B$ is the C-rate-dependent pre-exponential factor which is referred to in Table 1, while $R$ is the standard gas constant. The coefficient $z$ has a value of 0.55. Furthermore, $Ah$ signifies the aggregate ampere-hour throughput. The activation energy (J/mol) is given by Equation (17):

$$E_a(c) = 31700 - 370.3 \cdot c$$  

(17)

<table>
<thead>
<tr>
<th>$c$</th>
<th>$B(c)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>31,529</td>
</tr>
<tr>
<td>2</td>
<td>21,701</td>
</tr>
<tr>
<td>6</td>
<td>12,925</td>
</tr>
<tr>
<td>10</td>
<td>15,493</td>
</tr>
</tbody>
</table>

Table 1. The pre-exponential factors corresponding to different C-rates.

It is pertinent to note that an LIB is deemed to have reached its EOL when its $C_n$ reduces by 20%. Based on this understanding and the above equation, both the Ah and N can be defined as Equation (18):

$$Ah(c, T_a) = \left[ \frac{20}{B(c)} \cdot e^{-\frac{E_a(c)}{RT_a}} \right]^{1/z}$$

(18)

$$N(c, T_a) = 3600Ah(c, T_a)/C_n$$

(19)

Equation (19) helps in comprehending the SOH dynamics based on factors such as the current, temperature, and usage history.

3. Thermal- and Health-Constrained Velocity Optimization

3.1. Problem Formulation

The energy efficiency of EVs is intrinsically linked to their control strategies. To facilitate energy-efficient driving, it is imperative to systematically consider a plethora of influencing factors and to optimize them in a coherent manner. In this context, we formulated an objective function to succinctly capture and enhance these determinants. Equation (20) describes this objective function.

$$J_i = C_{b,i} + w_1 \cdot P_{dis,i} + w_2 \cdot P_{soc,i} + w_3 \cdot P_{tem,i}$$

(20)

where $w_1$, $w_2$, and $w_3$ are the weight factors, and $C_{b,i}$ denotes the battery degradation cost which is determined by $\Delta$SoH and the battery purchase cost.

The aim of this study is to improve the method of maintaining a safe distance between a controlled EV and the vehicle in front. In addition, the retention of a LIB’s SoC is crucial for maintaining the range of an EV. Meanwhile, another aim is to control the temperature below a certain value to avoid accidental battery inconsistency or thermal runaway triggering. However, due to estimation errors and uncertainty caused by external interference, these limitations may be violated in practice. Therefore, penalty terms were introduced to address these constraints. Especially, the excessive deviation and overtemperature of the SoC can be accounted for in Equations (21)–(23):

$$P_{dis,i} = \|d - d_{tar}\|_2^2$$

(21)

$$P_{soc,i} = \|SOC - SOC_{tar}\|_2^2$$

(22)

$$P_{tem,i} = \begin{cases} 
0 & \text{if } T_a < T_{tar} \\
\|T_a - T_{tar}\|_2^2 & \text{if } T_a \geq T_{tar}
\end{cases}$$

(23)

where $d_{tar}$ and SOC_{tar} are the target safety distance and the target SOC. $T_{tar}$ is the upper limit temperature.
During the optimization process, the following constraints must be adhered to as Equation (24):

\[
\begin{align*}
0 \leq n_m(t) &\leq 5200 \\
T_{m,\text{min}} &\leq T_m(t) \leq T_{m,\text{max}} \\
0 &\leq \text{SOC} \leq 1 \\
I_{\text{min}} &\leq I_{\text{batt}}(t) \leq I_{\text{max}} \\
0 &< d
\end{align*}
\] (24)

In these constraints, the current is subject to maximum and minimum limits, ensuring operation within the specified parameters of a battery, thereby safeguarding the battery’s health and enhancing its energy efficiency. The speed and torque limits are shown in Figure 2, where the limit on the maximum speed is 5200, which is determined by the motor, and the limit on the maximum and minimum torque is indicated by the “T_{max} line” and “T_{min} line” in Figure 2. Additionally, the constraint 0 < d maintains a positive vehicle distance, which is aimed to be optimized close to an ideal value of 100 m through control strategies.

3.2. Fundamentals of the DDPG Algorithm

To solve the optimization problem presented in Equation (20), within the RL framework, the reward function can be reformulated as Equation (25):

\[
\phi(s,a) = b - J_i \tag{25}
\]

where \(b\) is a bias term utilized to adjust the range of the reward function. The state space \(s\) is defined as Equation (26):

\[
x = [v_{\text{front}}, a_{\text{front}}, v, d, T_s, T_a] \tag{26}
\]

These include the lead vehicle’s speed \(v_{\text{front}}\), lead vehicle’s acceleration \(a_{\text{front}}\), current vehicle speed \(v\), vehicle gap \(d\), average battery temperature \(T_s\), and battery core temperature \(T_a\).

Building on this foundation, the DDPG network was employed for practical task execution. As an RL algorithm tailored for continuous control scenarios, the DDPG provides the necessary architecture for effectively leveraging a defined reward function for system optimization. Essentially, it is an adaptation and extension of the DQN algorithm to continuous action spaces. With its standalone action network, the DDPG can map states to a deterministic sequence of continuous actions, making it suitable for problems with continuous states and action spaces.

The DDPG network structure is shown in Figure 4, which shows how a state and action are input into the network and how the network iterates in RL. Structurally, the DDPG framework primarily introduces two neural networks: an actor and a critic. Both the actor and critic are represented by deep neural networks. The actor network is responsible for determining the optimal action under a given state, while the critic network evaluates the expected return of the action recommended by the actor under a given state. The procedure of the DDPG algorithm is shown in Algorithm 1.
is the discount factor and \( \theta () () \) with respect to the policy parameters, indicating the direction for parameter updates.

The third equation derives the gradient of the loss function \( \nabla L(\theta) \) with respect to \( \theta \), employing a policy gradient method. It is based on the expectation of the product of the gradient of the Q-function with respect to actions and the gradient of the policy function with respect to its parameters.

Equation (27) delineates an advanced reinforcement learning framework focusing on policy optimization and value function estimation. The first equation introduces the update target \( y_t \) for the value function as a combination of the immediate reward \( r(s_t, a_t) \) and the discounted future rewards, where \( \gamma \) is the discount factor and \( \theta^\mu \) represents the target policy parameters.

The second equation presents a loss function \( L(\theta(Q)) \) for the Q-value function parameter optimization, which calculates the expected squared difference between the Q-value function \( Q(s_t, a_t | \theta(Q)) \) and the update target \( y_t \).

The third equation derives the gradient of the loss function \( \nabla \theta L(\theta(Q)) \) with respect to the Q-function parameters, indicating the direction for parameter updates.

The fourth equation approximates the gradient of the objective function \( J \) with respect to the policy parameters \( \theta^\mu \), employing a policy gradient method. It is based on the expectation of the product of the gradient of the Q-function with respect to actions and the gradient of the policy function with respect to its parameters.

Figure 4. The DDPG network structure.

The actor and critic are represented by deep neural networks, which means that the DDPG uses multilayered perceptron to learn in large state and action spaces. The critic network is learned by the Bellman equation as follows, and the actor network is updated by using the sampled policy gradient [10].

\[
\begin{align*}
    y_t &= r(s_t, a_t) + \gamma \theta^\mu(\hat{s}_{t+1}, \hat{a}_{t+1} | \theta^\mu) \\
    L(\theta(Q)) &= E \left( (Q(s_t, a_t | \theta(Q)) - y_t)^2 \right) \\
    \nabla \theta L(\theta(Q)) &= E \left( [r + \gamma Q'(s_{t+1}, a_{t+1} | \theta^\mu) - Q(s_t, a_t | \theta(Q))] \nabla \theta Q(s_t, a_t | \theta(Q)) \right) \\
    \nabla \theta J &\approx E \left[ \nabla \theta \mu(Q(s, a | \theta(Q)) | s = s_t, a = \mu(s)) \right] = E \left[ \nabla \theta \mu(s, a | \theta(Q)) | s = s_t, a = \mu(s) \right] \nabla \theta \mu(s | \theta(\mu)) | s = s_t
\end{align*}
\]
Algorithm 1. Procedures of the DDPG Algorithm

1: Initialization: critic network and actor network with weights $\theta^Q$ and $\theta^\mu$, target network $Q'$ and $\mu'$ with weights $\theta^Q' \leftarrow \theta^Q$, $\theta^\mu' \leftarrow \theta^\mu$, memory pool R, a random process N for action exploration
2: for episode = 1:M do
3: get initial states: $v_{\text{front}}$, $a_{\text{front}}$, $v$, $d$, $T_s$, $T_a$
4: for $t = 1, T$ do
5: Select action $a_t = \mu(s_t | \theta^\mu) + N_t$ according to the current policy and exploration noise
6: Execute action $a_t$, observe reward $r_t$ and new states $s_{t+1}$
7: Store transition $(s_t, a_t, r_t, s_{t+1})$ in R
8: Sample a minibatch of transitions $(s_t, a_t, r_t, s_{t+1})$ from R with priority experience replay
9: Set $y_i = r_i + \gamma Q'(s_{i+1}, a'_{i+1} | \theta^\mu' | \theta^Q')$
10: Update critic by minimizing the loss:
\[
\nabla_{\theta^Q} J \approx \frac{1}{N} \sum_{i=1}^{N} \nabla_a Q(s_a | \theta^Q) \bigg|_{s=s_t, a=\mu(s_t)} \nabla_{\theta^\mu} \mu(s | \theta^\mu) \bigg|_{s_t}
\]
11: Update the actor policy using the sampled policy gradient:
\[
\nabla_{\theta^\mu} J \approx \frac{1}{N} \sum_{i=1}^{N} \nabla_a Q(s_a | \theta^Q) \bigg|_{s=s_t, a=\mu(s_t)} \nabla_{\theta^\mu} \mu(s | \theta^\mu) \bigg|_{s_t}
\]
12: Update the target networks:
\[
\theta^Q' \leftarrow \tau \theta^Q + (1 - \tau) \theta^Q'
\theta^\mu' \leftarrow \tau \theta^\mu + (1 - \tau) \theta^\mu'
\]
13: end for
14: end for

4. Results and Discussion

4.1. Conditions for Validation

In this study, the hardware-in-the-loop (HIL) platform shown in Figure 5 was used for scheduling testing to verify the comprehensive performance of the proposed strategy. To this end, IPG TruckMaker software was used to build and analyze the performance of the automatic electric vehicle following scenarios. TruckMaker is a simulation software for testing and developing commercial vehicles, which models vehicle dynamics, supports ADAS development, and allows real-time testing with hardware-in-the-loop (HIL) setups. By simulating various driving scenarios, TruckMaker helps evaluate performance and safety, reducing the need for physical prototypes. This leads to optimized vehicle parameters, improved performance, and faster time-to-market, making it essential for modern commercial vehicle engineering. This software is a high-fidelity simulation environment with a SIMULINK interface. In addition, a workstation (Intel Xeon Sliver, 32 GB RAM, Tesla T4) was used as the cloud server to update and store vehicle and battery models and train intelligent control strategies. At the same time, the HIL platform using an embedded controller (RapidECU-U4B, 32-bit, 64KbEEPROM) achieved battery charging and discharging control at the physical layer. Wireless networks were used for communication between clouds and controllers. In this prototype, an auxiliary upper computer was used to bridge the signal channel between two devices, which could communicate with the server through a wireless network and automatically configure the controller based on its communication content. It is worth noting that in practical applications, an auxiliary upper computer in a prototype system can be replaced by a pair of commercial 5G transceiver modules, thereby achieving point-to-point communication with longer distances and lower latency. In addition, the trained strategy was downloaded to the vehicle controller on the HIL platform for real-time scheduling. The interaction process between the vehicle controller and the environmental simulator was coordinated by a real-time PC. In the experimental environment setup, the computational efficiency of the trained DDPG algorithm could be well guaranteed; thus, this paper presents the algorithm’s convergence performance during training, while placing a greater emphasis on demonstrating the impact of the algorithm’s real-time decision-making process on the overall control effectiveness.
algorithm could be well guaranteed; thus, this paper presents the algorithm’s convergence performance during training, while placing a greater emphasis on demonstrating the impact of the algorithm’s real-time decision-making process on the overall control effectiveness.

Figure 5. Diagram of the prototyping system.

4.2. Validation of the Training Process

Five metrics were employed to assess the convergence process of the DDPG network, as depicted in Figure 6.

From Figure 6a, it can be observed that the loss value increased during the initial 20,000 steps. This increase can be attributed to the electric vehicle’s unfamiliarity with the benefits of the newly explored eco-driving strategy. However, following this, the loss value exhibited a distinct monotonically decreasing trend and approached zero after approximately 60,000 steps, signifying the successful convergence of the strategy.

Observing Figure 6b, an initial fluctuation in the reward value stands out. These fluctuations stem from the agent being in its learning stage, attempting to pinpoint the optimal strategy. Nevertheless, by the 400th epoch, the reward value began to stabilize and maintain a high level, indicating that the agent adeptly adjusted its objectives to the anticipated levels.

In Figure 6c, the term “Distance to the front vehicle” does not refer to the actual distance but rather the difference between the actual distance and the predefined minimum safety distance. The stipulated minimum safety distance was 100 m. At 0 epochs, the initial distance difference was 160 m. Subsequently, as iterations progressed, the distance difference monotonically decreased. The actual distance to the vehicle in front progressively approached the minimum safety distance and converged to 0 after 400 epochs, remaining at the minimum safety distance. Notably, post the 400 epochs, the distance difference did not fall below the minimum standard distance. Thus, it can be ascertained that the RL-based DDPG strategy, through its learning, ensures the maintenance of a safe distance between vehicles.

Figure 6d reveals a monotonic decline in the internal temperature of the battery with increasing iterations, converging to 31.8 °C after about 200 epochs. This trend resulted from the battery’s internal temperature being set as a training objective, which through DDPG training, progressively optimized to its best.

From Figure 6e, battery degradation initially increased with the number of iterations up to 100 epochs. However, between 100 and 1100 epochs, a declining trend was evident, eventually converging to $3.02 \times 10^{-4}$ post the 1100 epochs. This behavior can be linked
to the increased training iterations, where the DDPG strategy refined the battery usage pattern, thereby mitigating its degradation.

In conclusion, after thorough training, the DDPG network successfully converged, providing a solid foundation for subsequent optimization tasks.

4.3. Validation of Speed and Safety Distance

To verify the performance of the DDPG network for the given task, the vehicle speed, torque, and average following distance were selected as performance evaluation metrics. Additionally, a comparison was made with the performance of the DQN for the same task to demonstrate the superiority of the DDPG network. To ensure the comprehensiveness of the evaluation, validation was conducted under various operating conditions.

Regarding the method introduced in this paper, as can be seen from Figure 7a,b, these figures illustrate the rear vehicle’s response to the periodic changes in speed of the lead vehicle. The results indicate that the speed output by our method was more stable, and it was also capable of following the lead vehicle through periodic changes in speed. As further evidenced by Figure 7c, the introduced method achieved better fitting of the lead vehicle’s speed at both the peak and trough points compared to the DQN. The DQN exhibited significant fluctuations at these extreme value points. Furthermore, in Figure 7c at the 100 s and 650 s marks, it is evident that the vehicle speed fitted by the DQN network showed severe fluctuations over certain intervals. This is believed to be due to the DQN’s provision.
of only discrete torque values, causing non-continuous acceleration of the vehicle, reflected as consecutive speed fluctuations. Such fluctuations not only alter the gap between vehicles but also waste energy, potentially harming a battery’s lifespan. The method using the DDPG network did not exhibit such issues, fitting the lead vehicle’s speed smoothly and accurately across all intervals. In Figure 7d, the DQN performed better than in Figure 7c. This performance is speculated to have been a result of the DQN’s training being more aligned with the conditions represented in Figure 7d. Nonetheless, fluctuations were still observed at extreme points with the DQN, whereas the method in this study achieved the task more effectively.

Figure 7. Cont.
Figure 7. Driving cycle used for the velocity simulation of a front vehicle: (a) China City Driving Cycle; (b) New European Driving Cycle (NEDC). (c,d) Comparison of the velocity profile. (e,f) Comparison of the torque profile. (g,h) Comparison of the inter-vehicle distance residual compared to the standard distance. (i) Average distance residual under different driving cycles.

Figure 7e,f shed light on the issues observed with the DQN network in Figure 7c,d. It is evident that the torque output by the DQN fluctuated around a straight line, while the DDPG network provided continuous control values, indicating the DQN’s provision of only discrete torque, making it ill-suited for addressing real-world continuous scenarios. Vehicle gap and average gap offer a more direct comparison between the two methods. Notably, in both Figure 7g,h, the method introduced in this paper resulted in smaller gap fluctuations, with the vehicle gap fluctuation of the DQN method was approximately twice that of the method presented in this study. In Figure 7g, the inter-vehicle distance residual compared to the standard distance for the DQN fluctuated between −17 m and 12 m, while the introduced method exhibited minor fluctuations between −5 m and 5 m. Similarly, in Figure 7h, the DQN method showed fluctuations between −11 m and 6 m, and the introduced method, only between −5 m and 3 m. It was also observed that the vehicle gap for the DQN frequently exhibited significant deviations in short time spans, such as at the 600 s mark in Figure 7g, which can be attributed to the sudden acceleration or deceleration resulting from the discrete torque outputs. In real-world driving, such large gap differences often indicate a high risk of major traffic accidents. The method in this study avoids sudden sharp accelerations or decelerations and is adaptable to the majority of traffic scenarios. Regarding the metric of the average vehicle gap, Figure 7i showcases a comparison of the average absolute distance residual under five different operating conditions, where the method in this study demonstrated a reduction in the inter-vehicle distance residual by 25% to 60% compared to the DQN method. It is evident that the method introduced in this paper consistently resulted in a better distance retention performance compared to the DQN approach. In conclusion, the DDPG’s capability to handle continuous tasks ensured that the method introduced in this paper outperformed the DQN in all three evaluation metrics, providing higher safety and more effective task completion.

4.4. Validation of Temperature and Degradation Control

In order to validate the performance of the multi-objective optimization method, battery temperature and SOH were selected as key metrics for performance evaluation in
this study. Moreover, to provide a comprehensive assessment, evaluations were conducted under two distinct driving conditions: China City and NEDC.

From Figure 8a,b, at an ambient temperature of 25 °C, under both the China City and NEDC driving conditions, the proposed method exhibited superior control over the internal temperature of the battery. Compared to the thermal- and health-neglecting method, the proposed approach managed to maintain the battery temperature lower by 0.5 °C to 2 °C for most of the time, thereby keeping it within a narrower temperature range.

In conclusion, by examining battery temperature and SOH under different driving conditions, the multi-objective optimization method demonstrated considerable advantages in both battery heat and lifespan control. Furthermore, a comparative analysis indicated that the method is especially effective under higher ambient temperatures. This approach not only ensures optimal vehicle spacing but also provides enhanced protection to the battery, thereby prolonging its lifespan and augmenting its safety.

For a holistic evaluation, tests were conducted across various ambient temperatures, specifically 10 °C, 25 °C, 30 °C, 35 °C, and 40 °C. The results clearly delineated the disparity between the proposed method and the thermal- and health-neglecting method across these critical metrics. As depicted in Figure 9a, with the rise in ambient temperature, both
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Figure 8. Control performances with/without temperature and degradation augmented in the reward (under the China City and NEDC driving cycles). (a,b) Internal temperature when ambient temperature was 25 °C. (c,d) Internal temperature when ambient temperature was 40 °C. (e,f) Battery degradation when ambient temperature was 25 °C. (g,h) Battery degradation when ambient temperature was 40 °C.

Additionally, in Figure 8c,d, at an ambient temperature of 40 °C, the proposed method outperformed the thermal- and health-neglecting method in terms of internal battery
temperature control under both driving conditions, achieving a reduction of 4 °C to 8 °C for the majority of the time. The method consistently maintained the battery temperature around 45 °C, effectively mitigating potential risks associated with battery overheating and reducing the wasteful conversion of electric energy into heat.

Regarding the battery’s SOH, Figure 8e,f present the situation at an ambient temperature of 25 °C. Evidently, under both the China City and NEDC driving conditions, the proposed method offered enhanced protection to the battery. Specifically, the method resulted in a 7.69% smaller decline in battery degradation compared to the thermal- and health-neglecting method, ensuring a more gradual decline in its SOH. Similarly, at an ambient temperature of 40 °C, as observed from Figure 8g,h, the proposed method showed a 46.43% smaller decline in its SOH compared to the thermal- and health-neglecting method, marking a significantly superior protection under both temperature conditions.

In conclusion, by examining battery temperature and SOH under different driving conditions, the multi-objective optimization method demonstrated considerable advantages in both battery heat and lifespan control. Furthermore, a comparative analysis indicated that the method is especially effective under higher ambient temperatures. This approach not only ensures optimal vehicle spacing but also provides enhanced protection to the battery, thereby prolonging its lifespan and augmenting its safety.

For a holistic evaluation, tests were conducted across various ambient temperatures, specifically 10 °C, 25 °C, 30 °C, 35 °C, and 40 °C. The results clearly delineated the disparity between the proposed method and the thermal- and health-neglecting method across these critical metrics. As depicted in Figure 9a, with the rise in ambient temperature, both methods exhibited a trend of increasing the average battery temperature. However, across all temperatures, the temperature rise observed in the proposed method was consistently lower than in the thermal- and health-neglecting method. At an ambient temperature of 10 °C, the temperature increase in the proposed method was 6.25% less than that of the thermal- and health-neglecting method, and at 40 °C, it was 57.14% less. This difference became even more salient with the ascent in ambient temperature, underscoring the method’s proficiency in maintaining battery temperature stability.

As shown in Figure 9b, in terms of the percentage degradation in the battery’s SOH, the proposed method consistently outperformed the thermal- and health-neglecting method across the spectrum of ambient temperatures. The difference was pronounced even at the lower end of the temperature scale and amplified at elevated temperatures. At an ambient temperature of 10 °C, the SOH degradation percentage in the proposed method was 6.25% less than that of the thermal- and health-neglecting method, and at the higher temperature of 40 °C, it was 54.23% less, reinforcing the superior performance of the method in preserving battery health.
4.5. Validation of Overall Driving Cost Optimization

The cost of battery degradation cannot be reflected in the driving economy of EVs. Therefore, the overall driving cost was adopted in this study for measuring the performance of energy management from the perspective of users. The cost of battery degradation can be quantified using a battery replacement price of CNY 69,800, and in addition, the charging price for EVs is CNY 0.96/kW·h. Table 2 provides a comparison of the overall driving costs using different strategies. As shown in the table, although the proposed strategy is not optimal from the perspective of electricity consumption, it contributes to a lesser battery degradation cost of CNY 2722.2 and actually enjoys the lowest overall driving cost of CNY 5248.92. Compared with the strategy based on the thermal- and health-neglecting method, the overall driving cost was reduced by 18.72%, which clearly demonstrates the superiority of the proposed strategy compared to the existing RL strategy.

Table 2. Cost per 10,000 km by using different strategies (surrounding temperature: 30 °C; driving cycle: NEDC).

<table>
<thead>
<tr>
<th></th>
<th>Proposed</th>
<th>Thermal- and Health-Neglecting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity consumption of LIBs</td>
<td>2632 kW·h</td>
<td>2565 kW·h</td>
</tr>
<tr>
<td>Battery degradation</td>
<td>0.78%</td>
<td>1.08%</td>
</tr>
<tr>
<td>Electricity consumption (CNY 0.96/kW·h)</td>
<td>CNY 2526.72</td>
<td>CNY 2462.4</td>
</tr>
<tr>
<td>Battery degradation cost (CNY 69,800/LIB pack)</td>
<td>CNY 2722.2</td>
<td>CNY 3769.2</td>
</tr>
<tr>
<td>Overall driving cost</td>
<td>CNY 5248.92</td>
<td>CNY 6231.6</td>
</tr>
</tbody>
</table>

5. Conclusions

This study introduced an innovative, multi-physics-constrained, cruise control strategy for intelligently connected EVs, addressing a critical issue of safeguarding onboard LIBs from overutilization and rapid degradation while ensuring travel efficiency. A DRL strategy based on DDPG was employed. Compared to the thermal- and health-neglecting method, this strategy reduced the overall driving cost by 18.72%. To further validate this approach, DDPG was compared with DQN in an environment with a continuous action space. The DDPG network exhibited significant advantages in car-following aspects compared to the DQN. It not only maintained a better vehicle distance but also showed greater similarity with the leading vehicle in terms of torque and speed. Additionally, this research undertook multi-objective optimization. The experimental results indicated that, compared to the thermal- and health-neglecting method, this method significantly reduced battery temperature by 4 °C to 8 °C in high ambient temperatures, while also reducing the SOH degradation by up to 46.43%, demonstrating significant insights into the cruise control strategy that traded off between an LIB’s thermal safety and the overall driving cost.

Author Contributions:
Conceptualization, X.C. (Xiangheng Cheng) and X.C. (Xin Chen); methodology, X.C. (Xin Chen); software, X.C. (Xiangheng Cheng); validation, X.C. (Xiangheng Cheng), X.C. (Xin Chen); formal analysis, X.C. (Xiangheng Cheng); investigation, X.C. (Xiangheng Cheng); resources, X.C. (Xin Chen); data curation, X.C. (Xiangheng Cheng); writing—original draft preparation, X.C. (Xin Chen); writing—review and editing, X.C. (Xiangheng Cheng); visualization, X.C. (Xiangheng Cheng); supervision, X.C. (Xiangheng Cheng); project administration, X.C. (Xin Chen); funding acquisition, X.C. (Xin Chen). All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: All relevant data are included in this paper.

Conflicts of Interest: The authors declare no conflicts of interest.
References


**Disclaimer/Publisher’s Note:** The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.