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Abstract: State of health (SOH) estimation plays a vital role in ensuring the safe and stable operation of lithium-ion battery management systems (BMSs). Data-driven methods are widely used to estimate SOH; however, existing methods often suffer from fixed or excessively high feature dimensions, impacting the model’s adjustability and applicability. This study first proposed a layered knee point strategy based on the charging voltage curve, which reduced the complexity of feature extraction. Then, a new hybrid framework called the adaptive gated sequence network (AGSN) model was proposed. This model integrated independently recurrent neural network (IndRNN) layers, active state tracking long short-term memory (AST-LSTM) layers, and adaptive gating mechanism (AGM) layers. By integrating a multi-layered structure and an adaptive gating mechanism, the SOH prediction performance was significantly improved. Finally, batteries under different operating conditions were tested using the NASA battery dataset. The results show that the AGSN model demonstrated higher accuracy and robustness in battery SOH estimation, with estimation errors consistently within 1%.
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1. Introduction

1.1. Literature Review

Lithium-ion batteries have become the main power source for new energy vehicles due to their high energy density, long cycle life, and low self-discharge characteristics [1]. As the number of electric vehicles continues to grow, it is crucial to accurately predict the health of these batteries. Not only would this improve the battery’s performance and prolong its service life, but it would also improve its reliability and safety.

Estimation methods for the state of health (SOH) of lithium-ion batteries can be divided into a direct measurement method, a model method [2], and a data-driven method [3]. The direct measurement method estimates the SOH using critical parameters such as the open-circuit voltage (OCV), internal resistance, and impedance [4]. Although the computational complexity of the direct measurement method is not high, accurately measuring parameters such as the OCV, internal resistance, and impedance requires specific hardware equipment and particular conditions (such as a stationary state or specific charging and discharging conditions). This makes it difficult to apply this method under online working conditions. The methods of the model include the electrochemical model [5] and the equivalent circuit model [6]. The electrochemical model uses partial differential equations to describe the internal battery degradation, which can accurately reflect the microscopic reaction but usually requires complex equation processing [7]. The equivalent circuit model considers the load, material, and degradation mechanisms but may be limited by the challenge of parameter identification and the
computational complexity, which limits its practical application [8]. In contrast, data-driven models are more suitable for real-world applications because they can predict battery life with a large amount of operational data without requiring an in-depth understanding of internal battery physics.

Data-driven methods for predicting the lifespan of lithium-ion batteries typically involve two stages: feature extraction and the establishment of mapping models. In the feature extraction stage, the primary task is to identify indicators that accurately represent battery degradation. Battery health indicators are typically divided into two categories: direct features and indirect features. Direct features involve sampling key values directly from the charging voltage or current, response parameters, and model parameters [9]. Indirect features are derived from transforming voltage or temperature measurements; selecting the appropriate health indicators (HIs) as inputs is crucial. Yang et al. [10] proposed a new Gaussian process regression (GPR) model to estimate the health state of lithium-ion batteries and extracted four specific parameters from the charging curve as inputs to the model. These parameters can reflect battery aging from different perspectives, thereby improving the accuracy of battery health assessments. Another approach is through the use of indirect methods, such as an incremental capacity analysis (ICA) [11] or a differential voltage analysis (DVA) [12], which extract relevant SOH features by processing raw measurements. The authors of [13] used interpolation to obtain incremental capacity (IC) curves, extracted health indices from partial IC curves for a gray relational analysis, and used entropy weights to assess the importance of each health index.

In the second stage of predicting the lifespan of lithium-ion batteries, the correlation between health indicators and the SOH is established. Supervised machine learning techniques are employed, including a support vector machine (SVM) [14], long short-term memory (LSTM) networks [15], a Gaussian process regression (GPR) [16], and ensemble frameworks [17]. The authors of [18] proposed an LSTM network and a fine-tuning strategy with transfer learning (TL), constructing a unit mean SOH prediction model based on partial training data. To address the low-accuracy problem in traditional estimation methods, the authors of [19] proposed a new SOH estimation method that integrates an improved ant lion optimization (IALO) algorithm with support vector regression (SVR). This approach leverages the IALO algorithm to fine-tune the kernel parameters of SVR. By training the SOH estimation model with a battery dataset, they significantly enhanced the prediction accuracy. Hu et al. [20] introduced discharge cycle data as the primary predictive factor and used an RNN model to construct a battery SOH prediction model. The authors of [21] proposed a CNN-Bi-LSTM-AM model by integrating bidirectional long short-term memory (bi-LSTM) and a self-attention mechanism to achieve accurate state-of-charge estimations for lithium batteries over a wide temperature range.

1.2. Motivation and Contributions

Although data-driven methods are becoming increasingly popular in predicting the SOH of lithium-ion batteries, there are still challenges in the feature construction and model training stages. In terms of feature construction, the intricacy of training a model hinges on both the chosen machine learning algorithm and the selected feature dimensions. The invariance of existing feature dimensions often makes training SOH prediction models difficult. The dynamic control of feature complexity can enhance adaptability to different scenarios and improve prediction performance. In addition, when the traditional multi-layer stacked neural network processes the long-term sequence data of the battery, as the number of layers increases, degradation problems may occur. This can lead to difficulties for the model in effectively remembering and utilizing early input information, thereby affecting the prediction accuracy. Gradient attenuation leads to the slow update of deep network parameters, which affects the learning and convergence of the model. These problems may make it difficult for the network to learn and maintain long-term dependencies [22]. Finally, the performance data of lithium-ion batteries have significant temporal and spatial variation characteristics and short-term fluctuations, such as the battery’s regenerative
capacity during charge–discharge cycles [23]. Regenerative capacity refers to the battery’s ability to restore its capacity after multiple cycles, which is a critical issue. These variations and fluctuations place higher demands on the model, making accurate predictions more difficult.

Inspired by the above literature, this study proposes a new adaptive gated sequence network (AGSN) model and fully verified the proposed method. This study makes the following main contributions:

(1) A new hierarchical feature extraction method was proposed, which is based on the extraction of knee point features of the voltage curve. Its complexity can be dynamically controlled by the hierarchical level so that the model can better understand the complexity of the data.

(2) By integrating independently recurrent neural network (IndRNN) layers and active state tracking long short-term memory (AST-LSTM) network layers, the AGSN model enhances our ability to capture long-term dependencies and short-term dynamic changes in sequence data. This characteristic makes an AGSN particularly suitable for handling long time span data in battery charge and discharge cycles, thereby improving the accuracy of battery health state predictions.

(3) The adaptive gating mechanism (AGM) in the AGSN model allows the network to dynamically adjust the information flow according to the importance of the current input and historical information to ensure that key information is fully utilized in the prediction. This mechanism ensures that the model can still maintain a high prediction accuracy under changing operating conditions.

The remainder of this paper is structured as follows: Section 2 introduces the proposed feature extraction method and ensemble learning model. Section 3 shows the prediction results of the model and adds a control model for comparison. Section 4 summarizes this article.

2. Estimation Method

2.1. Battery Prediction Framework

This research designed a prediction framework consisting of four steps for estimating the SOH of lithium-ion batteries, as shown in Figure 1.

Step 1: Data Processing

Raw lithium-ion battery data were collected from the NASA database, including charging voltage curves and battery capacity degradation curves, which were used as inputs for the model.

Step 2: Feature Extraction

An innovative hierarchical knee point feature extraction method was proposed, dynamically controlled through hierarchical levels to extract key features based on the voltage curves’ hierarchical structure. The major features included the duration of the constant current mode and hierarchical knee point features.

Step 3: Model Training and SOH Estimation

A complementary ensemble learning strategy was proposed, combining an IndRNN layer and an AST-LSTM layer to enhance the model’s ability to capture short-term fluctuations and long-term trends in battery performance data. The AGM layer dynamically adjusted the feature weights at each time step, ensuring that critical information was fully utilized in the predictions. The model was trained using the training dataset and optimized through multiple iterations and cross-validation.

Step 4: Model Analysis

The trained AGSN model was evaluated using a test dataset. Prediction error metrics, including the RMSE and MAE, were calculated to validate the model’s predictive capability and stability.
The trained AGSN model was evaluated using a test dataset. Prediction error metrics, including the RMSE and MAE, were calculated to validate the model’s predictive capability and stability.

Figure 1. Battery prediction framework based on AGSN model.

2.2. Dataset Description

The lithium-ion battery degeneration data used in this experiment came from the NASA PCOE Research Center [24]. The battery underwent three different operations during each cycle of the experiment, including charging, discharging, and electrochemical impedance spectroscopy (EIS). The aging process of lithium-ion batteries (LIB) is accelerated by cyclic charging and discharging. According to the summary from the NASA database, during the charging test, the batteries were initially charged in CC mode at 1.5 A until they reached 4.2 V, and then they were switched to CV mode until the current decreased to 20 mA. In the discharge test, the batteries were discharged at a constant current until the voltage dropped to four preset stages (2 V, 2.2 V, 2.5 V, and 2.7 V). The termination condition for the tests was when the batteries reached 20% or 30% of their initial capacity. The data required for the simulations in this study included the initial capacity, charging current, charging voltage, end of charging current, and end of discharging voltage. Table 1 provides an overview of the lithium-ion batteries used in this study.

Table 1. An overview of lithium-ion batteries information.

<table>
<thead>
<tr>
<th>Battery ID</th>
<th>Initial Capacity (Ah)</th>
<th>Charging Voltage (V)</th>
<th>Charging Current (A)</th>
<th>End of Discharging Voltage (V)</th>
<th>End of Charging Current (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B0005</td>
<td>2</td>
<td>4.2</td>
<td>1.5</td>
<td>2.7</td>
<td>20</td>
</tr>
<tr>
<td>B0006</td>
<td>2</td>
<td>4.2</td>
<td>1.5</td>
<td>2.5</td>
<td>20</td>
</tr>
<tr>
<td>B0007</td>
<td>2</td>
<td>4.2</td>
<td>1.5</td>
<td>2.2</td>
<td>20</td>
</tr>
<tr>
<td>B0018</td>
<td>2</td>
<td>4.2</td>
<td>1.5</td>
<td>2.5</td>
<td>20</td>
</tr>
</tbody>
</table>
2.3. Definition of SOH

The SOH of a battery is a percentage measure of its current charge capacity relative to that of a new battery. It quantifies the aging and health status of the battery from the beginning to the end of its lifespan and is typically represented by the battery’s capacity [25], as shown in Equation (1):

$$SOH = \frac{C}{C_{\text{norm}}} \times 100\%$$

where $C$ and $C_{\text{norm}}$ denote the current capacity and rated capacity of the LIB, respectively.

Figure 2 shows the SOH curves from the NASA battery dataset. It was observed that, as the battery cycle proceeded, the SOH gradually decayed. However, a localized upward trend occasionally occurred. This phenomenon is known as regenerative charging (or self-charging), and it occurs due to the complex coupling effects of various physical and chemical reactions involving the electrolyte and electrodes. During the degradation process, these reactions can sometimes result in the battery capacity of cycle $i + 1$ being higher than that of cycle $i$, displaying a periodic characteristic. Therefore, it is difficult to apply a linear model directly to describe the overall degradation of the battery; instead, indirect information must be extracted from the available data to estimate the SOH.

![Figure 2. SOH curve of the battery dataset.](image)

2.4. Feature Extraction

(1) Feature selection

Health indicators (HIs) play a crucial role in the estimation accuracy of data-driven methods. Selecting appropriate health factors can significantly enhance the model’s estimation effectiveness. In most cases, the charging process is more stable compared to the discharging process, with fewer external influencing factors. The charging curve is also more predictable and repeatable [26]. Therefore, a method of constructing features from the charging voltage curve was proposed.

In Figure 3a, the charging voltage curves for battery number B0005 are presented for different cycle numbers. It was observed that, at cycle 40, the constant current charging time was approximately 3000 s, whereas at cycle 160, it reduced to 1500 s. As the number of charge cycles increased, the constant current charging time decreased. This phenomenon was due to the degradation of lithium-ion battery materials over time. The constant-current charging time showed a certain pattern with increasing cycles.
Additionally, the voltage rapidly rose from 3.37 V to 3.85 V within the first 100 s. After reaching 3.85 V, the rate of voltage increase slowed down, forming a significant change point on the voltage curve known as the knee point. The knee point marks the transition of the voltage from a rapid rise to a relatively stable phase, representing a significant change in the battery parameters and being a key feature point during charging.

Therefore, a method for constructing features based on the charging voltage curve was proposed. The input features were extracted from the battery-charging voltage curves. These features included sequences with a time dimension, reflecting changes in the battery over different charging cycles. Specifically, they comprised two main types of features: the constant current mode duration (F1) and layered knee point features (F2, F3, and F4).

F1: constant current mode duration. Figure 3c shows the variation in the normalized F1 over the entire battery life cycle. With an increase in battery cycle times, chemical
and physical changes will occur inside the battery, which will aggravate the polarization phenomenon and reduce the actual capacity of the battery \[27\]. Therefore, the charging duration of the battery in the constant current (CC) mode is correspondingly reduced, which clearly reflects the trend in battery degradation with aging.

F2–F4: layered knee point. Figure 3d–f show the variation in the normalized F2–F4 over the entire battery life cycle. The second aging feature adopted a hierarchical knee point strategy, and the feature selection strategy is shown in Figure 3b. This method included identifying the knee points on the voltage curve, using these knee points to decompose the complex voltage curve into multiple levels, and extracting the knee points of each layer. Different levels of knee points provide a comprehensive understanding of the battery life cycle and degradation trends.

(2) Knee point recognition method

A geometric distance-based turning point identification method was used to determine significant knee points. As shown in Figure 3b for the feature selection method, the initial and terminal voltage points on the voltage segment were first identified, and an extreme line, \( L = Ax_t + By_v + C \), was established from the initial voltage point to the terminal voltage point. The vertical distance \( d \) from each point on the voltage curve to the extreme line was then calculated.

\[
d = \frac{|Ax_t + By_v + C|}{\sqrt{A^2 + B^2 + C^2}} \tag{2}
\]

Among all the data points, the point with the maximum vertical distance was identified as the voltage knee point of the first layer, defined as \( l = 1 \). This point was the most prominent on the curve, representing a key change in the aging process, and it was sampled as the first feature point. Based on the position of this knee point, the voltage curve was accordingly divided into two segments. This analysis was continued on the two segments to identify knee points in subsequent layers. Through this iterative segmentation method, the voltage curve was gradually subdivided into smaller segments, thereby revealing multi-layer key features.

The feature extraction Algorithm 1 was as follows:

---

**Algorithm 1: Hierarchical Voltage Feature Extraction**

**Input**: The entire charging voltage curve \( V \). The hierarchical level \( I \).

**Output**: Voltage features \( F \)

1. \( I_c = |V| \)
2. \( I = \{0, I_c\} \)
3. \( F = \emptyset \)
4. for \( i = 1, 2, \ldots, I \) do
5.  \( \text{new indices} = \emptyset \)
6.  for \( j = 1, 2, \ldots, |I| - 1 \) do
7.  \( v = V[I[j] : I[j + 1]] \)
8.  \( e = |v| \)
9.  \( L = \text{Extreme Line}(v) \)
10. \( D = \emptyset \)
11.  for \( k = 1, 2, \ldots, e \) do
12.   \( d = \text{projection Distance}(v[k], L) \) according to Equation (3)
13.   \( D = D \cup \{d\} \)
14.  end for
15.  \( p = \text{argmax}D_k \)
16.  \( F = F \cup \{v[p]\} \)
17. end for
18. \( I = I \cup \text{new indices} \)
19. end for
20. Return \( F \)
(3) Feature correlation analysis

To quantitatively analyze the correlation between the HIs and the SOH of the battery, the Pearson correlation coefficient was used as the evaluation method. The Pearson correlation coefficient is a statistical tool used to evaluate the strength of the linear correlation between two variables and has been widely applied in various fields [28]. The proposed features, as shown in Figure 3c–f, exhibited corresponding trends with an increase in the charge cycles, empirically demonstrating that the proposed features can be used to estimate the SOH. This study utilized the Pearson coefficient to conduct a detailed analysis of the correlation between these features and the SOH. The calculation formula is as follows:

\[
Pearson = \frac{\sum_{i=1}^{n} (X - \bar{X})(Y - \bar{Y})}{\sqrt{\sum_{i=1}^{n} (X_i - \bar{X})^2} \sqrt{\sum_{i=1}^{n} (Y_i - \bar{Y})^2}}
\]

where \(X\) and \(Y\) are the feature value and SOH of the battery, respectively, and \(\bar{X}\) and \(\bar{Y}\) are their average values.

The correlation strength was determined by the absolute value of the correlation coefficient. The closer it was to 1, the stronger the correlation between the feature and the SOH. Figure 4 shows the Pearson correlation results of the features extracted from different batteries in the NASA dataset. These batteries are briefly described in Section 4. According to the principle of the Pearson correlation, when the magnitude of the correlation coefficient exceeded 0.90, it indicated that the characteristic factor was highly correlated with the SOH. The results clearly indicated a significant correlation between the derived aging features and the SOH. This relationship showed that the extracted hierarchical features were not only closely related to the instant health status of the battery, but also extremely important for an evaluation of the long-term battery performance.

![Figure 4. Correlation analysis results of extracted features.](image)

2.5. AGSN Model

This study proposes a novel AGSN-integrated model for accurately predicting the SOH of lithium-ion batteries. This model processes and optimizes information through a hierarchical structure, integrating the input layer, the IndRNN layer, the AST-LSTM layer, the AGM layer, and the output layer. The layers are connected in series and stacked in multiple layers. Different types of neural network layers are connected in sequence, while the IndRNN and AST-LSTM layers are stacked in multiple layers internally. By combining their respective advantages through a hierarchical model architecture, the model can...
accurately map complex features to the SOH prediction, enhancing the reliability of the final prediction results. The model structure is shown in Figure 5.

Figure 5. AGSN model structure diagram.

1) **Input layer**: First, health indicators (HIs) reflecting the SOH of the battery are extracted from the charging voltage curves in the lithium-ion battery dataset. These features include the duration of the constant current (CC) mode and the aging characteristics of the voltage curve obtained through hierarchical direct sampling methods. The dataset is divided, with the training set’s HIs used as input to the IndRNN layer.

2) **IndRNN layer**: Traditional RNNs face issues of vanishing or exploding gradients when dealing with long time series data from battery-charging voltage curves, making
it difficult for the model to remember and utilize early input information. The IndRNN layer addresses this problem by introducing independent recurrent weights, enabling the model to effectively capture and utilize information in long time series, thereby more accurately predicting the long-term health state of the battery.

(3) **AST-LSTM layer**: Building on the IndRNN layer, the AST-LSTM layer uses an active state tracking mechanism to enhance the capture of complex spatiotemporal dynamics and short-term fluctuations in the battery under different charge–discharge states, thereby improving the prediction accuracy of the battery’s regenerative capacity.

(4) **AGM layer**: The AGM layer combines the outputs of the IndRNN and AST-LSTM layers and dynamically adjusts the feature weights at each time step through an adaptive gating mechanism, ensuring that critical information is fully utilized in predictions while reducing the impact of less important information. This mechanism optimizes the model’s response and adaptability to different data features, allowing the model to handle various data changes more flexibly.

(5) **Output layer**: The output of the AGM is transformed through a fully connected layer (FC), mapping the complex features processed through multiple layers to the SOH prediction.

Through the collaboration of these five core parts, the entire model combines the predictive information of the IndRNN and AST-LSTM models, forming an integrated model structure. This structure not only improves the performance of a single model but also enhances the model’s generalization ability and robustness.

In summary, the AGSN model, with its innovative hierarchical architecture and unique layer design, effectively addresses key issues in predicting the health state of lithium-ion batteries, including gradient problems with long time series data, dynamic predictions of the regenerative capacity, and dynamic adjustments of feature importance. This significantly enhances the model’s predictive performance and robustness.

2.5.1. Independently Recurrent Neural Network Layer (IndRNN)

When dealing with long-term time series data, the gradient of a traditional RNN may decrease or increase rapidly with the transmission of each layer, which makes it difficult for the network to learn information related to the early stage of the sequence. An IndRNN, as an improved RNN variant, overcomes this challenge by introducing independent recursive weights [29]. In the IndRNN, the update of each hidden unit only receives its past as context information rather than the state of all hidden units in the previous time step. In this way, the IndRNN can learn and represent complex dependencies in time series data more effectively, thereby improving the network’s ability to process long-term dependencies. The IndRNN uses unsaturated activation functions, such as ReLU, to improve its robustness, making it easier to train.

The traditional RNN processes sequence data through cyclic connections. In this network, the hidden state of each time step depends not only on the current input but also on the hidden state of the previous time step. The updated formula of the RNN can be expressed as follows:

\[ h_t = \sigma(W x_t + U h_{t-1} + b) \]  \hspace{1cm} (4)

where \( h_t \) is the hidden state of the time step \( t \), \( x_t \) is the input of the time step \( t \), \( W \) is the weight matrix from the input layer to the hidden layer, \( U \) is the cyclic weight matrix of the hidden layer, \( b \) is the bias vector, and \( \sigma \) is the activation function. When processing long sequence data, the RNN may encounter the problem of a gradient explosion or gradient disappearance, which is caused by the exponential growth or decrease of a gradient in the process of back propagation.

The IndRNN solves these problems in the traditional RNN by using independent recursive weights in each hidden unit. This design avoids the use of a fully connected
recursive weight matrix. Different from the traditional RNN, the hidden state update formula of the IndRNN is as follows:

\[ h_t^{\text{Ind}} = \sigma(Wx_t + U \odot h_{t-1} + b) \]  

(5)

where \( \odot \) represents the Hadamard product (i.e., element-wise multiplication) and \( U \) is the recurrent weight vector. This method allows each hidden unit to have its own independent recurrent weight, thereby simplifying the network structure and improving the stability of the training process.

Additionally, the IndRNN employs the non-saturating activation function ReLU to further enhance the model’s robustness, making the network easier to train while more effectively capturing dependencies in long-term time series. The ReLU activation function is defined as follows:

\[ \sigma = f(x) = \max(0, x) \]  

(6)

This activation function has a constant gradient in the positive region, effectively avoiding the vanishing gradient problem. Additionally, due to its non-linear properties, it enhances the model’s expressive power.

2.5.2. Active State Tracking Long Short-Term Memory Network Layer (AST-LSTM)

The long short-term memory (LSTM) network maintains long-term information through its unit state and controls the flow of information through three interactive gates (an input gate, a forgetting gate, and an output gate). However, this indirect control may affect the predictive performance of the model in some cases. To improve this, an AST-LSTM network was proposed as an improved version of LSTM [30]. AST-LSTM adopts a coupled input gate and forgetting gate mechanism to ensure that the network only chooses to forget some of the old information when receiving new input information. This coupling mechanism enhances the network’s ability to control information flow, making the model show higher adaptability and prediction accuracy in a dynamic environment.

In addition, AST-LSTM introduces a new mechanism that performs an element-level product operation between the new input and the historical cell state to filter and emphasize the most useful information for the current prediction. This strategy enables the network to dynamically adjust its internal state at each time step, effectively capturing and retaining the information features that contribute to short-term fluctuations and long-term predictions.

Finally, unlike traditional LSTM, which uses window connections on all doors, AST-LSTM only retains a weighted window connection from the cell state to the door on the output door. This simplified window connection strategy not only reduces the complexity of the model but also retains important state information to guide the activation of the output gate, thereby improving the efficiency and overall performance of the model. Figure 6 shows the unit structure of AST-LSTM, and Figure 7 shows the structure of deep AST-LSTM.

The forgetting gate and the input gate are coupled through a fixed connection, from the forgetting gate output to the candidate unit state. The mathematical expression of the forgetting gate is as follows:

\[ f_t = \sigma \left( W_{fx} h_t^{\text{Ind}} + W_{fh} c_{t-1} + b_f \right) \]  

(7)

where \( W_{fx}, W_{fh}, \) and \( b_f \) are the input, recurrent, and bias weights of the forget gate, respectively, and \( \sigma \) is the sigmoid activation function.

The fusion state input vector in AST-LSTM is as follows:

\[ i_t = (1 - f_t) \odot \sigma(c_{t-1} \odot p_i) \]  

(8)

where \( f_t \) is the output vector of the forgetting gate, \( i_t \) is the output vector of the input gate, \( c_{t-1} \) is the cell state of the previous time step, and \( \odot \) is the product of elements. The \((1 - f_t)\) denotes the operation opposite to the forgetting gate, which determines how much new
information will be saved. Among them is the weight of the $p_j$ window connection, which is used to adjust the amount of information transmitted by the previous state $c_{t-1}$.

Figure 6. Unit structure of AST-LSTM.

Time scale

Figure 7. Structure of deep AST-LSTM.
The unit state of AST-LSTM updates the unit state $c_t$ by using the output of the forgetting gate and the input gate, as follows:

$$c_t = c_{t-1} \odot f_t + i_t \odot z_t$$

The formula combines the results of the old cell state $c_{t-1}$ filtered by the forgotten gate $f_t$ and the new candidate cell state $z_t$ multiplied by the input gate $i_t$ to update the cell state.

The candidate state $z_t$ is calculated using the following expression:

$$q_t = W_{zx} \cdot x_t + W_{zh} \cdot h_{t-1} + b_z$$

$$z_t = g(q_t)$$

where $W_{zx}$ and $W_{zh}$ are the input and recurrent weights of the block gate, $q_t$ is the activation vector of the block input, and $g(x)$ is the activation function.

Finally, the output gate of AST-LSTM is as follows:

$$o_t = \sigma(W_o x_t + W_{oh} h_{t-1} + p_o \odot c_t + b_o)$$

where $W_o$, $W_{oh}$, and $p_o$ are the input weight matrix, recursive weight matrix, and window connection weight matrix of the output gate, respectively; $h_t$ is the bias matrix; and $p_o \odot c_t$ is the weighted information of the current state $c_t$ through the window connection $p_o$, which helps the output gate to adjust its output according to the latest cell state.

$$h_t = o_t \odot \tanh(c_t)$$

Through the window connection, AST-LSTM can process time series data more efficiently and improve the adaptability and prediction accuracy of the model in a dynamic environment.

### 2.5.3. Adaptive Gating Mechanism (AGM) Layer

The AGM layer dynamically adjusts the information flow through the gating function, and its calculation can be expressed as follows:

$$G_t = \sigma(W_g \cdot h_{AST}^t + b_g)$$

where $G_t$ is the output of the gating function, $W_g$ is the gating weight matrix, $\sigma$ represents the sigmoid activation function, $b_g$ is the gating bias term, and $h_{AST}^t$ is the output of the AST-LSTM layer. The gating function determines which information in the output of the AST-LSTM layer should be retained and which information can reduce its impact by adjusting the weight of each element. Such a mechanism allows the network to optimize its information processing according to the dynamic needs of the current task.

The output $h_t^{AGM}$ of the AGM layer is obtained using the element-level product, calculated as follows:

$$h_t^{AGM} = G_t \odot h_{AST}^t$$

This operation ensures that only important information will affect the final output of the network.

Finally, the output of the AGM is transformed into the final prediction result through the full connection layer, calculated as follows:

$$O_t = \text{softmax}(W_{FC} \cdot h_t^{AGM} + b_{FC})$$

where $O_t$ is the final output of the time step $t$, $W_{FC}$ is the weight matrix of the fully connected layer, and $b_{FC}$ is the bias term.
2.5.4. Bayesian Optimization Algorithm

Bayesian optimization is a global optimization method based on the probability model, which is widely used in the hyperparameter optimization of high-cost evaluation functions [31]. This method combines the prior probability distribution and observation data to update the posterior probability distribution of the objective function and guide the search process toward better performance parameter regions.

In the adaptive gating sequence network, the performance of the model is deeply affected by its hyperparameter configuration, including \( c \) (hidden layers), \( h \) (the hidden layer size), \( \beta \) (the batch size), \( \eta \) (the learning rate), \( \alpha \) (the recursive weight initialization), and \( r \) (the gating weight sensitivity). These parameters are directly related to the capacity, learning speed, and complexity control of the model and have a decisive influence on the generalization ability and prediction accuracy of the model. The traditional method finds the optimal value by traversing the parameter combination, but this method is time-consuming and inefficient for an integrated model with many parameters. Therefore, the introduction of Bayesian optimization can more efficiently determine the optimal model hyperparameters.

Bayesian optimization uses the Gaussian process as a prior model, and the optimization process is carried out within a predetermined number of iterations. In each iteration, based on the current Gaussian process model and the acquisition function, a parameter combination with the maximum expected improvement is selected to evaluate the objective function; that is, the AGSN model is trained, and the loss on the validation set is calculated. Then, the newly obtained observation data (the new parameter combination and its corresponding loss) are used to update the Gaussian process model to gradually find the optimal hyperparameters. The hyperparameters of the model trained on the dataset are shown in Table 2.

Table 2. Hyperparameters of the model.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>( c )</th>
<th>( h )</th>
<th>( \beta )</th>
<th>( \eta )</th>
<th>( \alpha )</th>
<th>( r )</th>
<th>( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>48</td>
<td>16</td>
<td>0.0001</td>
<td>0.71</td>
<td>0.61</td>
<td>200</td>
</tr>
</tbody>
</table>

3. Simulation Analysis

3.1. Hardware and Software Environment

All the experiments were conducted on a computer featuring an Intel i5-11700K processor, 16 GB of RAM, and the Microsoft Windows 11 operating system. This study used Jupyter Notebook 5.6.0 as the software development platform and the PyTorch 2.4 deep learning framework to develop and test the data model in a Python 3.8 environment.

3.2. Evaluation Indicators

Various metrics, such as the root mean square error (RMSE), the mean absolute error (MAE), and the coefficient of determination (\( R^2 \)), were used to evaluate the performance of the integrated model and the control model. These indicators reliably assessed the difference between the model’s predicted and actual values, calculated as follows:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y'_i - y_i)^2}
\]

(17)

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y'_i - y_i}{y_i} \right| \times 100
\]

(18)

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (y'_i - y_i)^2}{\sum_{i=1}^{n} (y'_i - \bar{y})^2}
\]

(19)
where \( y' \) is the actual SOH value, \( y_i \) is the estimated SOH value, \( \overline{y} \) is the average of the actual value, and \( N \) is the length of the capacity sequence.

### 3.3. Prediction Results

After data preprocessing, the raw data were divided into training and test sets, with the first 60% of the effective cycle data of lithium-ion batteries used as the training set and the remaining 40% as the test set. Features from the constant current voltage charging curve were selected as inputs, while the SOH of the battery was used as the output. This study systematically compared the AGSN model with several existing neural network models, including the RNN, LSTM, Bi-LSTM [32], and AST-LSTM. Cyclic aging tests were conducted on four different models of batteries (B0005, B0006, B0007, and B0018), with each battery undergoing cyclic aging experiments under different operating conditions. Therefore, the aging rates of the batteries differed under the same number of cycles; for example, at 100 cycles, the SOH of battery B0018 was 12.03% lower than that of battery B0005. These tests covered the performance of batteries under different operating conditions, with the evaluation metrics including RMSE, MAE, and \( R^2 \).

Figure 8 shows the fitted curves and absolute error plots of the proposed AGSN model compared to existing models (RNN, LSTM, Bi-LSTM, and AST-LSTM) in predicting the SOH of the battery. The experiments were conducted at a temperature of 24 °C and a discharge current of 2 A, with the data being derived from the multi-cycle test results of four different battery models (B0005, B0006, B0007, and B0018).

As seen in Figure 8, in the early and mid-stages of prediction, all the models performed well. However, as the number of prediction steps increased, the prediction errors of the RNN and LSTM models increased significantly. This was due to the fact that, during the aging process of lithium-ion batteries, internal structural alterations and intricate electro-chemical reactions typically do not manifest in the initial stages of capacity degradation but rather accumulate over extended cycles [33]. Therefore, an SOH prediction in the later stages became more challenging for the sub-models, and the estimation error between the single LSTM and RNN models and the actual SOH was larger. The AST-LSTM model effectively improved the estimation accuracy but still fell short. The experimental results showed that, compared to other models, the AGSN prediction model provided the most accurate SOH estimates with the least error. This was mainly due to the AGSN model’s unique advantages in solving gradient issues by introducing independent recurrent weights and gating mechanisms, enabling the network to learn long-term trends.

![Figure 8. Cont.](image-url)
Figure 8. SOH prediction results for batteries B0005, B0006, B0007, and B0018. (a) B0005 prediction results. (b) B0005 absolute error. (c) B0006 prediction results. (d) B0006 absolute error. (e) B0007 prediction results. (f) B0007 absolute error. (g) B0018 prediction results. (h) B0018 absolute error.

Furthermore, during peak regeneration, the other four methods failed to capture the SOH change points and showed larger errors if local regeneration occurred. In contrast, the AGSN model quickly identified the battery’s peaks. This trend was particularly significant in the B0018 battery model compared to the other battery models. Nonethe-
less, the proposed AGSN method more effectively tracked the aging trajectory of battery B0018 and offered a higher prediction accuracy. The error of this method remained within 1% throughout the capacity decline period, demonstrating that the AGSN improved the prediction accuracy.

The performance metric bar chart in Figure 9 reveals substantial differences in the performance of individual models, whereas the integrated model exhibited consistent outcomes across various batteries. The AGSN model exhibited superior performance compared to traditional models across all the metrics. As shown in the figure, the mean absolute error (MAE) and the RMSE for all the batteries were the lowest among the four models.

![Figure 9. Error histogram on NASA dataset.](image)

Table 3 presents a comparison of the SOH estimation results for the four battery models (B0005, B0006, B0007, and B0018) under the conditions of a 24 °C temperature and a 2 A discharge current. This study used three main error metrics for the five prediction methods: the RMSE, the MAE, and \(R^2\). The results showed that the proposed method outperformed the other four prediction methods across all the metrics.

<table>
<thead>
<tr>
<th>Battery Type</th>
<th>Indicator</th>
<th>RNN</th>
<th>LSTM</th>
<th>Bi-LSTM</th>
<th>AST-LSTM</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>B0005</td>
<td>RMSE</td>
<td>0.0194</td>
<td>0.0455</td>
<td>0.0290</td>
<td>0.0170</td>
<td>0.0049</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.0171</td>
<td>0.0406</td>
<td>0.0273</td>
<td>0.0153</td>
<td>0.0036</td>
</tr>
<tr>
<td></td>
<td>(R^2)</td>
<td>0.8876</td>
<td>0.7837</td>
<td>0.7497</td>
<td>0.9142</td>
<td>0.9927</td>
</tr>
<tr>
<td>B0006</td>
<td>RMSE</td>
<td>0.0355</td>
<td>0.0453</td>
<td>0.0302</td>
<td>0.0184</td>
<td>0.00833</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.0311</td>
<td>0.0372</td>
<td>0.0253</td>
<td>0.0145</td>
<td>0.00676</td>
</tr>
<tr>
<td></td>
<td>(R^2)</td>
<td>0.7982</td>
<td>0.6713</td>
<td>0.8542</td>
<td>0.9460</td>
<td>0.9889</td>
</tr>
<tr>
<td>B0007</td>
<td>RMSE</td>
<td>0.0254</td>
<td>0.0720</td>
<td>0.0231</td>
<td>0.0324</td>
<td>0.0060</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.0238</td>
<td>0.0627</td>
<td>0.0204</td>
<td>0.0299</td>
<td>0.0049</td>
</tr>
<tr>
<td></td>
<td>(R^2)</td>
<td>0.7184</td>
<td>0.4558</td>
<td>0.7678</td>
<td>0.5441</td>
<td>0.9844</td>
</tr>
<tr>
<td>B0018</td>
<td>RMSE</td>
<td>0.0188</td>
<td>0.0614</td>
<td>0.0341</td>
<td>0.0113</td>
<td>0.0055</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.0180</td>
<td>0.0480</td>
<td>0.0317</td>
<td>0.0086</td>
<td>0.0044</td>
</tr>
<tr>
<td></td>
<td>(R^2)</td>
<td>0.7852</td>
<td>0.3554</td>
<td>0.0372</td>
<td>0.8871</td>
<td>0.9735</td>
</tr>
</tbody>
</table>

When evaluating the performance of individual models such as the RNN and AST-LSTM, although they performed well in certain cases, such as the RMSE value for model B0006 being below 0.03, these models may lead to unreliable SOH estimates in some situations. For instance, for battery B0018, the RMSE of the RNN and AST-LSTM models was as high as 6%. To address this, this study proposes a new framework designed to integrate the advantages of the RNN and AST-LSTM layers. By using ensemble learning techniques, the
proposed framework reduced the prediction errors associated with the individual models, thereby enhancing the overall reliability and accuracy of SOH estimation.

Using the B0005 battery model as an example, the proposed AGSN model achieved an RMSE of 0.0049, an MAE of 0.0036, and an $R^2$ value of 0.9927. This indicates that the AGSN model can predict the battery’s state of health with high precision, significantly outperforming other models. Similar trends were observed for other battery models, with the new model demonstrating significantly higher prediction accuracy and precision than the benchmark models.

Based on the above discussion, the AGSN model demonstrated high accuracy and generalization in predicting the SOH of batteries.

4. Conclusions

In this study, a new battery SOH estimation method based on an AGSN ensemble learning model was proposed. This model was constructed based on an IndRNN layer, an AST-LSTM layer, and an AGM layer, and it was verified under different working conditions using a NASA battery dataset. In order to study the estimation performance of the model, we constructed four basic models—RNN, LSTM, Bi-LSTM, and AST-LSTM—as control models.

1. A feature extraction method based on the charging voltage curve was proposed. Four features were extracted using a hierarchical inflection point strategy as the sample input, and the correlation between these features and the SOH was verified using the battery dataset, which proved the effectiveness of the extracted features in SOH predictions.

2. In the SOH estimation results, the proposed AGSN model was superior to other neural network models, such as RNN, LSTM, Bi-LSTM, and AST-LSTM. The RMSE, MAE, and $R^2$ results were the lowest, indicating that the integrated model proposed in this study has a better SOH estimation ability than the other models.

3. Using the AGSN model, the network can dynamically adjust the information flow according to the importance of the current input and historical information, ensure that key information is fully utilized in the prediction, and demonstrate better performance than a single model. The AGSN-integrated model is more accurate than a single model.

In future work, we plan to collect more battery data on different charging strategies and systematically analyze the extraction of battery features from partial charging states to further improve the applicability and accuracy of our method. Additionally, we will apply machine learning and data fusion techniques to optimize the feature set and enhance the model’s adaptability.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOH</td>
<td>state of health</td>
</tr>
<tr>
<td>OCV</td>
<td>opencircuit voltage</td>
</tr>
<tr>
<td>HCI</td>
<td>health indicators</td>
</tr>
<tr>
<td>IC</td>
<td>incremental capacity</td>
</tr>
<tr>
<td>CC</td>
<td>constant current</td>
</tr>
<tr>
<td>CV</td>
<td>constant voltage</td>
</tr>
<tr>
<td>SVM</td>
<td>support vector machine</td>
</tr>
<tr>
<td>LSTM</td>
<td>long short-term memory networks</td>
</tr>
<tr>
<td>RNN</td>
<td>recurrent neural networks</td>
</tr>
<tr>
<td>GPR</td>
<td>Gaussian process regression</td>
</tr>
<tr>
<td>Bi-LSTM</td>
<td>bidirectional long short-term memory networks</td>
</tr>
<tr>
<td>AGSN</td>
<td>adaptive gated sequence network</td>
</tr>
<tr>
<td>IndRNN</td>
<td>independently recurrent neural network</td>
</tr>
<tr>
<td>AST-LSTM</td>
<td>active state tracking long short-term memory network</td>
</tr>
<tr>
<td>AGM</td>
<td>adaptive gating mechanism</td>
</tr>
<tr>
<td>RMSE</td>
<td>root mean square error</td>
</tr>
<tr>
<td>MAE</td>
<td>mean absolute error</td>
</tr>
<tr>
<td>$R^2$</td>
<td>coefficient of determination</td>
</tr>
</tbody>
</table>

Symbols

- $V$: the whole charging voltage curve
- $l$: the hierarchical level
- $F$: voltage features
- $L$: extreme line
- $d$: the vertical distance
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