A Physics–Guided Machine Learning Approach for Capacity Fading Mechanism Detection and Fading Rate Prediction Using Early Cycle Data
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Abstract: Lithium–ion battery development necessitates predicting capacity fading using early cycle data to minimize testing time and costs. This study introduces a hybrid physics–guided data–driven approach to address this challenge by accurately determining the dominant fading mechanism and predicting the average capacity fading rate. Physics–guided features, derived from the electrochemical properties and behaviors within the battery, are extracted from the first five cycles to provide meaningful, interpretable, and predictive data. Unlike previous models that rely on a single regression approach, our method utilizes two separate regression models tailored to the identified dominant fading mechanisms. Our model achieves 95.6% accuracy in determining the dominant fading mechanism using data from the second cycle and a mean absolute percentage error of 17.09% in predicting lifetime capacity fade from the first five cycles. This represents a substantial improvement over state–of–the–art models, which have an error rate approximately three times higher. This study underscores the significance of physics–guided data characterization and the necessity of identifying the primary fading mechanism prior to predicting the capacity fading rate in lithium–ion batteries.
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1. Introduction

Lithium–ion batteries (LiBs) have become a key element in the transition to renewable energy due to their high specific energy and power density, falling costs, long life, low self–discharge rate, and lack of memory effect [1]. Many battery studies have focused on material synthesis, electrolyte development, and cell engineering. These efforts have advanced battery performance by controlling its design and manufacturing. A capacity degradation study is usually conducted to evaluate the performance of such a development. However, the degradation of LiBs is a lengthy process that poses a challenge to their development and deployment. Given the widespread use of LiBs, early prediction of their degradation behavior has become increasingly important. However, this task is challenging due to their nonlinear degradation over cycles, wide variability, and the necessity to meet specific operating conditions.

Model–based methods have been developed to predict the degradation behavior and address the early prediction problem. Model–based methods utilize models that describe batteries’ internal chemical reactions and degradation mechanisms to predict the cycle life by considering the changes in specific mechanisms. These methods range from semi–empirical models to electrochemical models [2–4]. A challenge for these methods is parameterization, often addressed by parameter estimation algorithms such as the Kalman filter [5], and Particle filter [6]. Although these model–based methods have achieved some
predictive success, developing comprehensive models for full cells to predict cycle life and determining model parameters for early cycle life prediction with limited data remains challenging due to the variety of degradation modes in a cell, which are coupled with mechanical and thermal heterogeneities [7].

Due to the complexity of utilizing model–based methods, statistical and machine learning methods have gained popularity for predicting battery lifetime from early cycle data thanks to recent advancements in algorithms, computational power, and data accessibility. Severson et al. developed a linear model–elastic net—that can accurately predict the battery cycle life with features extracted from the first 100 cycles [8]. By utilizing a more advanced regression model and undergoing sophisticated feature selection and engineering, Attia et al. achieved comparable or improved accuracy on the same dataset [9]. Gaussian process regression (GPR) has also become very popular for estimating battery degradation using early cycle data. Li et al. proposed a GPR model to predict the battery capacity and battery lifetime with features extracted from the dQ/dV curves from the first 30 cycles [10]. Richardson et al. proposed the integration of a conventional covariance–function–based GPR model with an explicit mean function, which can provide prior knowledge for lifetime prediction [11]. A support vector machine (SVM) has also been applied to estimate the lifetime [7,12,13]. Neural networks, with their good performance in solving nonlinear dynamic problems, have been applied widely in predicting degradation behavior. With features extracted and transformed from the capacity, voltage, current, and internal resistance recorded in the early cycle, Zhang et al. then employed a general regression neural network to predict the battery lifetime [14]. Xu et al. selected features from the discharge process and used a stacked denoising autoencoder to predict the battery lifetime [15]. Moreover, with a powerful deep neural network, given capacity, voltage, current, and temperature from the first cycle, the author was able to predict the battery life [16]. Yao et al. use autoencoder to extract features from multiple cycle follows with an elastic model to predict the battery lifetime given early cycle data [17]. However, neural networks, especially deep neural networks, are black box models and lack physics insight, leading to poor performance when extrapolating to regions not covered by the training data. Hybrid models, in which the core physics of the battery is combined with a data–driven model, have the potential to tackle such problems. Hybrid models are fast and have a low computational burden once trained by taking advantage of a physics–based model, including battery physics. Moreover, thanks to the core physics, these hybrid models’ interpretability can help generalize the dataset and develop a physics–guided model [18]. Thelen et al. integrated experimental early degradation data with simulation data generated by a physics–based model to predict degradation behavior [19]. Instead of using the physics–based model to generate training data, by incorporating the physics constraint with the neural network’s loss function, Najera–Flores et al. outperformed the model–based method and a machine learning method in battery remaining useful life prediction [20]. Furthermore, by combining a physics–based calendar and cycle aging model with a long short–term memory layer, Shi et al. proposed physics–informed machine learning for remaining useful life prediction [21]. Despite these pioneering works, in these previous studies, even though the cycle data are generated with varying operating conditions, which cover many degradation patterns, these studies attempted to propose a universal prediction model to perform a lifetime prediction, which may affect the model’s predictability due to the underlying different fading mechanism. Some work has been conducted to address this issue. Severson et al. [8], Deng et al. [22], and Jiang et al. [23] proposed methods that can classify batteries into different groups with different capacity fading rates. However, these classification methods are data–driven and lack a physical explanation of the degradation patterns behind them. In contrast, recent works have correlated selected features and degradation modes with electrochemical explanations [24,25]. For example, Chen et al. demonstrated that the end–of–charge voltage is one of the strong indicators that distinguishes two major aging mechanisms: solid–electrolyte interphase (SEI) growth and Li plating [24]. With an understanding of different fading mechanisms, physics–guided
electrochemical features can be extracted and create an explainable classification algorithm along with high accuracy. However, these studies lack predictive capability and fail to forecast the rate of degradation.

In this work, we propose a hybrid physics–guided and data–driven model to address a critical problem during battery operation: predicting capacity fading with early–stage data. Physics–guided features, based on a thorough understanding of battery physics, allow us to effectively identify degradation modes and accurately predict degradation behavior using early cycle data. These physics–guided features are integrated into our model to accurately reflect the physical and chemical states of the battery, thereby enhancing its predictive power and reliability. Moreover, with the understanding of battery physics, a physics–guided framework first determines the dominant fading mechanism of the battery through classification and then applies regression models tailored to each specific fading mechanism. Utilizing these features and the proposed framework, we develop a machine–learning approach that can predict the capacity fade rate with high accuracy. This model can significantly expedite the optimization of the battery charging protocol using early cycle data and reduce the test time for battery cycle tests, a common practice in battery development and deployment.

2. Data Generation

Commercial Li–ion coin cells (LIR2025H produced by EEMB Battery) with nickel manganese cobalt oxide (NMC) cathodes and graphite anodes are cycled on a Landt CT3001A battery test system to generate data for model development at different temperatures (Supplementary Materials Table S1). In each cycle, the battery is first charged by a constant–current constant–voltage (CCCV) method, i.e., the battery is charged at a pre–defined current until its voltage reaches a pre–defined cut–off voltage. Then, the charging voltage is fixed at this cut–off voltage until the charging current drops below C/50. After charging, the battery rests for 3600 s or 600 s and is then discharged to a cut–off voltage of 2.75 V at a constant current (CC), followed by a 600 s rest. Therefore, each cycle consists of four steps: CCCV charge, rest, CC discharge, and rest (Figure 1a). A total of 45 batteries are tested, and they are charged under different conditions during the CCCV charging with differing charging current and cut–off voltage but are discharged at the same rate (C/5) (Supplementary Materials Table S1). Two data streams from the raw cycle data are used for feature engineering and model development:

1. The first data stream contains the voltage of the battery, \( V(t) \), during cycling (Figure 1a). The side reactions inside the battery, lithium deposits on the graphite anode, and the growth of the SEI cause the battery capacity to decay. Their effects are manifested in the shape of the \( V(t) \) curve. Therefore, the features from the \( V(t) \) and \( I(t) \) curves contain physical information about side reactions. For example, incremental capacity analysis can be conducted, and features such as peak location and peak area can be used to identify the fading mode [26]. Note that \( I(t) \) is predetermined as the input for battery cycling for constant current charge and discharge.

2. The second data stream contains the discharging capacity \( C(N) \) and Faraday efficiency \( \eta(N) \) for each cycle (Figure 1b). \( N \) refers to the battery cycle number. \( C(N) \) is used to calculate the rate of capacity fading. The normalized capacity of each battery is shown in Figure 1b. Based on this data stream, the average capacity fading rate at the \( N \)th cycle, \( \xi_N \), is calculated as follows:

\[
\xi_N = \frac{C_1 - C_N}{(N-1)C_1} \times 100\%
\]
Figure 1. Various capacity fading curves under different cycling policies. Data streams show (a) the voltage and current profile of a cycle during battery cycling (Battery #40 at the 22nd cycle) and (b) normalized capacity retention during cycling for different batteries that are charged with different protocols. The color of each curve is scaled by the battery’s average capacity fading rate at the 50th cycle.

3. Model Framework

The model consists of two modules: (1) the fading mechanism classification module, which classifies batteries charged under different protocols into two groups based on the dominant capacity fading mechanism, and (2) the average capacity fading rate prediction module, which separately predicts the average capacity fading rate of the batteries in each group (Figure 2). Li–ion batteries lose usable capacity during charge/discharge cycling, mainly due to the loss of active lithium ions. During charging/discharging, the active
lithium ions carry charges and shuttle back and forth between the cathode/anode host, where side reactions occur. The loss of active lithium ions can be attributed to several mechanisms: (1) SEI growth on graphite particles and (2) irreversible Li plating are the two most common reasons. SEI growth dominates under moderate conditions, and Li plating usually occurs at high charging rates. The current physical understanding does not provide an explicit boundary to distinguish the primary capacity fading mechanism for batteries cycled under different conditions. We show that such a boundary can be drawn with an unsupervised machine learning algorithm based on a feature that carries the physical information of the Li plating mechanism (fading mechanism classification module). With this algorithm, batteries will be classified into two groups: the Slow Fading Group, corresponding to batteries whose capacity fading is mainly governed by SEI growth, and the Fast Fading Group, corresponding to batteries whose capacity fading is dominated by Li plating. Two separate regression algorithms are built using features containing the physical information of the corresponding fading mechanism, which are used to predict the capacity fading rate for batteries in each group.

Figure 2. Data flow diagram of the proposed model. $\Delta V_R$ is extracted to classify the battery into the Fast Fading Group and Slow Fading Group. Then, relevant regression features are selected based on the classification results and are used to predict the average capacity fading rate. In this study, the average capacity fading rates at the 50th cycle are predicted.
4. Machine–Learning Model Development

4.1. K–Mean Clustering

Given an unlabeled dataset, the aim of K–means clustering is to partition the observation into k clusters, which minimizes the within–cluster sum of squares, such as variance. Given a set of datapoints, \( X = \{ x_1, x_2, x_3, \ldots, x_n \} \), K–means clustering aims to group the \( n \) datapoint into \( k \) sets \( S = \{ S_1, S_2, S_3, \ldots, S_k \} \). The objective can be expressed as

\[
\arg \min_S \sum_{i=1}^{k} \sum_{x \in S_i} \| x - \mu_i \|^2
\]

where \( \mu_i \) is the centroid of cluster \( i \). The \( k \) value, which is the number of the cluster, will affect the K–means algorithm and needs to be specified before conducting any clustering analysis [27]. As mentioned before, depending on the operating conditions, the LiBs are subjected to different dominant degradation mechanisms. In this study, \( k \) is set to 2, inspired by the two dominant fading mechanisms: SEI growth and Li plating.

4.2. Linear Support Vector Regression

SVM is initially proposed by Cortes et al. to solve classification problems [28]. Drucker et al. adopted the principle of SVM and proposed a support vector regressor (SVR) [29]. SVMs have a solid theoretical foundation rooted in statistical learning theory and require only a small number of samples for training [30]. However, like any other model, the description and understanding of the data, including the number of dimensions, are crucial for model performance. Given a training dataset \( D = \{ (x_i, y_i), i = 1, 2, \ldots, n \} \left( x_i \in X = R^d, y_i \in Y = R \right) \), the linear SVR method maps the training dataset from the low–dimensional mapping space to the high–dimensional space through nonlinear mapping by solving the following primal problem:

\[
\min_{w, b} \left( \frac{1}{2} w^T w + C \sum_{i=1}^{n} \max\left( 0, |y_i - (w^T \phi(x_i) + b)| - \epsilon \right) \right)
\]

where \( w \in R^d \), \( \epsilon \) is introduced to control sensitivity to loss which ignores errors less than \( \epsilon \), and \( C \) is a regularization term. The dual problem is formulated as

\[
\max_{a, a^*} \left( \sum_{i=1}^{n} (a_i - a_i^*) y_i - \sum_{i=1}^{n} (a_i + a_i^*) \epsilon - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (a_i - a_i^*)^T Q (a_j - a_j^*) \right)
\]

s.t. \( \sum_{i=1}^{n} (a_i - a_i^*) = 0 \)

\( 0 \leq a_i, a_i^* \leq C, \forall i \)

where \( Q \in R^{n \times n} \) and the value within the matrix is calculated as \( Q_{ij} = \phi(x_i)^T \phi(x_j) \). To evaluate the performance, the predicted average capacity fading rate should be compared to the actual fading rate. In this study, two performance metrics are considered: root mean square error (RMSE) and mean absolute percent error (MAPE), which are defined as

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\%
\]
5. Results

5.1. Fading Mechanism Classification

To develop a physics–guided machine learning algorithm for classifying batteries based on their primary capacity fading mechanism, the feature needs to contain the physical information of the fading mechanism. For Li–ion batteries, two mechanisms, SEI growth, and Li plating, contribute to the loss of active lithium ions and cause capacity fading. During charging, lithium ions are extracted from the oxide cathode, and meanwhile, lithium ions in the electrolyte near the anode are intercalated into the graphite anode. Under slow charging conditions (typically < C/3), the battery’s capacity fading is mainly governed by the slow growth of SEI on the graphite anode, which gradually consumes the active lithium–ion inventory in the battery [31]. However, under fast charging conditions, a different capacity fading mechanism kicks in. When charged at a high rate, the insertion of Li into the graphite particles can outpace the diffusion of Li in graphite and lead to the saturation of the graphite particles on the surface [32]. As a result, Li plating occurs on the particles. During battery rest, a portion of the plated Li can still intercalate into the graphite, but some lose electrical contact with the graphite particles and become "dead". Therefore, Li plating consumes the Li inventory much faster than SEI growth, resulting in faster capacity fading.

Among these two data streams, $V(t)$ is a time series that reflects the battery’s changing internal environment during cycling. More specifically, $V(t)$ is determined by the electrochemical potential of the electrode and the dynamics of various physical and chemical processes inside the battery. During the resting stage after charging, the change in voltage reflects the elimination of the Li insertion/extraction reaction at the interface, transportation of ions to balance the concentration inhomogeneity in the electrolyte, and diffusion of lithium ions to balance the chemical potential inhomogeneity in the electrode materials. When the battery enters the resting stage from the charging stage, the voltage profile usually consists of a sudden drop, which corresponds to the elimination of the reaction and ohmic overpotentials, followed by a gradual decay, which corresponds to the removal of the concentration or chemical potential gradient in the electrolyte and the electrode material (both oxide cathode and graphite anode). Given sufficient rest, the voltage reaches a plateau that corresponds to the equilibrium state of the battery. The voltage of the battery can be described by an electrochemical equation with $F$ as Faraday’s constant (Equation (7)) (see Supplementary Materials Note S2 for the derivation), in which the four terms correspond to the difference in surface chemical potential between the oxide cathode and the graphite anode, the concentration overpotential in the electrolyte, the ohmic overpotential in the electrolyte, and the reaction overpotential at the electrode/electrolyte interface. The last two terms vanish instantly once the battery enters the resting stage, and the second term tends toward zero as the electrolyte concentration gradient disappears. Without plated Li, the first term tends to reach the equilibrium voltage of the battery. In the graphite particles, the surface chemical potential ($\mu_{d,g}^c$) decreases because the diffusion of the inserted lithium ions toward the particle’s interior reduces the lithium–ion concentration on the particle surface. However, if Li plates on graphite, the plated Li will react with graphite during the resting stage, so the surface lithium–ion concentration will remain constant until this reaction finishes. As a result, $\mu_{d,g}^c$ remains invariant, and the voltage drop only comes from the oxide, which will be reduced, compared to the case without Li plating,

$$V_{\text{Bat}} = -\frac{\mu_{o}^{d} - \mu_{o}^{g}}{F} + \frac{\mu_{Li}^{d} - \mu_{Li}^{g}}{F} + \left(\phi_{o}^{d} - \phi_{o}^{g}\right) + \left(\eta_{o}^{d} - \eta_{o}^{g}\right)$$

$$\Delta V_{R} = V_{0} - V_{600}$$

Based on the above discussion, the voltage drops during the resting stage, $\Delta V_{R}$, which is the voltage change within the first 600 s after CCCV charging, should effectively represent the capacity fading mechanism (Equation (8)). To confirm this, two batteries with drastically different capacity fade rates are chosen, and their $V(t)$ profiles during the resting stage are...
compared in Figure 3. The fast capacity fading of battery 33 is due to Li plating, whereas the slow capacity fading of battery 43 is due to SEI growth (Supplementary Materials Note S4). Evidently, their $V(t)$ profiles are distinct. Battery 43 (no Li plating) shows a smooth $V(t)$ curve with $\Delta V_R = 118.5$ mV, whereas battery 33 (with Li plating) shows a zig-zag $V(t)$ profile with $\Delta V_R = 4.6$ mV, which is two orders of magnitude lower. The zig-zag shape of the $V(t)$ profile is due to the limited number of data points being sampled in the experiment for a small $\Delta V_R$. As discussed above, such a small voltage drop is because graphite particles with plated lithium fail to relax (reducing their surface lithium–ion concentration) during the resting stage, which occurs because the plated Li keeps intercalating with graphite particles and maintains its surface potential. A similar result has been observed in the experiment, where the voltage changes slowly during the rest period for graphite particles with plated lithium [32]. In contrast, for battery 43, without the intercalation of plated Li, the surface Li–ion concentration will gradually decrease, reducing the Li–ion concentration gradient within the graphite particle. Consequently, the additional relaxation in the graphite particle results in a much higher $\Delta V_R$ compared to the battery 33. A similar behavior can be observed when comparing their $V(t)$ profiles in other cycles (Supplementary Material Figure S3). Additionally, consistent differences are evident when comparing batteries with slow capacity fading (Supplementary Material Figure S5) to those with fast capacity fading (Supplementary Material Figure S4).
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**Figure 3.** Samples of the voltage curve after the second charge and classification result with $\Delta V_R$ attained from the second cycle. Representative $V(t)$ profiles during the resting stage after the second charge. The gradient of the voltage drops during the resting stage, which occurs because the plated Li keeps intercalating with graphite particles and maintains its surface potential. A similar result has been observed in the experiment, where the voltage changes slowly during the rest period for graphite particles with plated lithium [32].
charge. The gradual decline in voltage after charging results from eliminating the concentration or chemical potential gradient in the electrolyte, cathode, and anode. In cells with Li plating, the plated lithium can intercalate into graphite, maintaining the Li-ion concentration at the graphite surface. This leads to minimal or no relaxation of the anode, resulting in a significantly smaller voltage drop compared to cells without Li plating. (a) A battery with Li plating is attained from battery 33 at the second cycle with a shallow voltage drop. (b) A battery without Li plating is attained from battery 43 at the second cycle with a large voltage drop. (c) Classification result with $\Delta V_R$ attained from the second cycle and corresponding decision boundary at 15.6 mV. (d) Distinctive distribution of $\xi_{50}$ for two groups. Fast Fading Group has an average $\xi_{50}$ at 0.43%/cycle, and the Slow Fading Group has an average $\xi_{50}$ at 0.02%/cycle. * Excluding two outliers.

The above examples suggest that $\Delta V_R$ could be a good feature for constructing a classification machine learning algorithm that can group batteries based on the capacity fading mechanism. Moreover, by measuring the voltage drop during the resting stage after constant voltage charging within a cycle, rather than the voltage value itself at a certain time, we can capture the process of relaxation and reduce the impact of different constant charging voltages. This approach allows us to eliminate the influence of different charging conditions and focus on $\Delta V_R$ to understand the cell’s potential relaxation during the resting stage. To develop such an algorithm, $\Delta V_R$ of all the batteries at the 2nd cycle is computed and plotted on a log scale (Figure 3c). Visually, all data points fall into two groups: one located in the bottom-left region of the plot and another located in the top-right area of the plot. Given a total of 45 cells, a boundary can be drawn by unsupervised machine learning using a K-means clustering algorithm (Figure 3c), which divides all batteries into two groups: Fast Fading Group (orange region) showing a $\Delta V_R < 15.6 \text{ mV}$ and Slow Fading Group (blue region) showing a $\Delta V_R > 15.6 \text{ mV}$. To examine if this boundary can distinguish between batteries with different primary fading mechanisms, the capacity fade rate ($\xi_{50}$) of each group is plotted in a boxplot on a log scale (Figure 3d). Clearly, batteries classified into the Fast Fading Group (median = 0.45%/Cycle, mean = 0.43%/Cycle) have significantly higher capacity fading rates than batteries in the Slow Fading Group (median = 0.01%/Cycle, mean = 0.02%/Cycle). By treating outliers as incorrectly classified, given the second cycle data, the classification achieves a 4.3% error rate. A similar classification can be achieved using only the $V(t)$ data from the other early cycles (Supplementary Materials Figure S6), indicating the reliability of the $\Delta V_R$ feature. As the batteries cycle, for batteries with Li plating as the dominant fading mechanism, the usable capacity decreases quickly, resulting in a higher real C-rate, which makes the lithium plating servers. Therefore, the classification result improves with the $\Delta V_R$ collected from a later cycle (Supplementary Materials Figure S6). These results demonstrate that using $\Delta V_R$ as a single feature, an unsupervised machine learning module can accurately cluster batteries into two groups: a Fast Fading Group with Li plating as the main fading mechanism and a Slow Fading Group with SEI growth as the main fading mechanism. Being able to identify the main capacity fading mechanism is a critical step in realizing the accurate prediction of battery capacity during cycling for two reasons: (1) it enables feature selection based on the fading mechanism without having to resort to the time-consuming feature engineering process in a typical machine learning model development; (2) by carefully examining the fading mechanism, features containing the most relevant information can be identified, which can increase the prediction accuracy of the model. In the next section, we discuss how we choose such physics-guided features to construct a machine learning algorithm to predict battery capacity fading based on the dominant fading mechanism.

5.2. Capacity Fading Prediction

With the unsupervised Fading Mechanism Classification algorithm, the batteries are clustered into two groups using a single feature from the second cycle. For batteries in the Fast Fading Group, their capacity loss is mainly caused by the "dead" Li, which forms during charging under a high charging rate. Although $\Delta V_R$ is determined by the evolution of the surface lithium-ion concentration in both the oxide cathode and graphite anode, the
contribution from the graphite anode is negligible because its surface concentration remains invariant due to the reaction between the plated Li and graphite. Therefore, a much smaller $\Delta V_R$ is observed than in batteries without Li plating. With an invariant electrochemical potential from the graphite electrode, the voltage drops after charging comes from the relaxation of the oxide. Additionally, a larger $\Delta V_R$ indicates a steeper concentration gradient in the oxide cathode after charging, corresponding to a more stringent charging condition and more severe Li plating. Therefore, it is expected that $\Delta V_R$ correlates positively with the average capacity fading rate. This conclusion, drawn from the physical analysis, is supported by the correlation analysis shown in Figure 4a. Figure 4a shows the correlation between the average capacity fading rate and $\Delta V_R$ for all batteries in the Fast Fading Group. For most of the region, the correlation is greater than 0.75, which indicates that a battery with a larger $\Delta V_R$ will have a larger $\xi_N$ at the $N$th cycle. This positive correlation corresponds to our physics insight that a larger $\Delta V_R$ is related to more plated Li and a larger $\xi_N$. However, in some regions, particularly with $\Delta V_R$ obtained from the first four cycles, the correlation is relatively low due to the battery experiencing a relatively weak Li plating reaction. In the early cycles, Li plating does occur in these batteries; however, other fading mechanisms also contribute to degradation, affecting the correlation between $\Delta V_R$ and the capacity fading rate. As degradation progresses and Li plating becomes more dominant, the correlation strengthens (see Supplementary Materials Note S8). As the actual capacity decreases, the actual charging environment will deteriorate for a battery dominated by Li plating, given a fixed charging current and an increased actual C-rate. In other words, the relationship between the average capacity fading rate and $\Delta V_R$ only develops after the situation worsens sufficiently. In this case, it occurs after the first four cycles. Overall, a mean correlation of 0.76 is observed after excluding the first four cycles, indicating a strong positive correlation between $\Delta V_R$ and $\xi_N$. Therefore, $\Delta V_R$ is used as a key feature in constructing a regression model (Fading Prediction Module A) to accurately predict the capacity fading rate for batteries in the Fast Fading Group.
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Figure 4. High correlation between $\xi$ and selected features ($\Delta V_R$ and $R_D$). (a) Correlation plot between $\xi_N$ and $\Delta V_R$ from cycle #1 to 50 with an average of 0.76, excluding the first four cycles. (b) Correlation plot between $\xi_N$ and $R_D$ from cycle #1 to 50, with an average of −0.68. * Excluding the first four cycles.

For batteries in the Slow Fading Group, given that their capacity fading is governed by SEI growth, the best feature for predicting capacity fading should contain the characteristics of the SEI growth physics. During battery cycling, the SEI grows by irreversible decomposition of the electrolyte. This process consumes the usable lithium ion in the
battery and leads to capacity loss. Meanwhile, as the SEI grows thicker, its resistance to current, \( R_{SEI} \), increases accordingly. Therefore, more capacity loss means a higher \( R_{SEI} \). In other words, \( R_{SEI} \) correlates positively with the capacity fading rate. Since \( R_{SEI} \) cannot be measured directly during battery cycling, an equivalent resistance must be computed from the \( V(t) \) profiles to approximate \( R_{SEI} \). For this purpose, we first examine the physics governing the battery voltage (Equation (9)). During discharge, the battery voltage is the difference between the equilibrium voltage \( V_{eq} \) and the total overpotential, including the ohmic, the reaction overpotential, the electrolyte concentration overpotential, and the SEI overpotential. The former three can be assumed to be invariant between cycles, given that SEI growth has a negligible influence on them. In addition, \( V_{eq} \) is also invariant between cycles since all the batteries are discharged from the same SOC. Therefore, the \( V(t) \) profile change during the discharge stage is only attributed to SEI growth. For this reason, the computed average resistance during the discharge process is used to approximate the \( R_{SEI} \) (Equation (10)). With these two equations, we can derive and conclude that there is a linear negative relationship between \( R_D \) and \( R_{SEI} \) (Equation (11)).

\[
V_{Bat} = V_{eq} - \eta_{ohm,e} - \eta_{xx} - \eta_e - \eta_{SEI} \tag{9}
\]

\[
R_D(N) = \frac{1}{I} \int_0^t \frac{V_{Bat}(N)}{I_D} \, dt \tag{10}
\]

\[
R_D(N) = \frac{1}{I} \int_0^t \frac{C - \eta_{SEI}(N)}{I_D} \, dt = C - \frac{\eta_{SEI}(N)}{I_D} \sim -R_{SEI}(N) \tag{11}
\]

Based on the above physical analysis, \( R_D \) is the average resistance during the discharge process. For batteries in the Slow Fading Group, the polarization effect from charging diminishes much faster compared to the Fast Fading Group. Consequently, after the resting stage, the polarization effect from charging can be disregarded. However, the polarization progressively increases during discharge. To minimize the impact of discharge–induced polarization, \( R_D \) is calculated using the data from the first three seconds. It is expected that \( R_D \) correlates linearly with \( \xi_N \). To verify this assumption, for all batteries in the Slow Fading Group, a correlation plot between \( R_D \) and \( \xi_N \) at different cycles is presented (Figure 4b). For most regions, the correlation between \( R_{SEI} \) and \( \xi_N \) is lower than -0.68, confirming the strong negative correlation between \( R_D \) and capacity fading. For this reason, \( R_D \) will be used as the feature to construct a regression model (Fading Prediction Module B) to predict \( \xi_N \) for batteries classified as the Slow Fading Group.

Next, we present the machine learning modules with \( \Delta V_R \) and \( R_D \) as the features to predict the capacity fading for batteries in either the Fast Fading Group or Slow Fading Group and show their prediction results. The objective of the regression model is to forecast the average capacity fading rate at the 50th cycle (\( \xi_{50} \)) of a battery charged with a specific charging protocol using data from early cycles. The model uses \( \Delta V_R \) (for batteries in the Fast Fading Group) and \( R_D \) (for batteries in the Slow Fading Group). Due to the previously mentioned poor relationship between \( \xi_{50} \) and \( \Delta V_R \) for the Fast Fading Group in the first four cycles, \( R_D \) and \( \Delta V_R \) are obtained from the fifth cycle.

Such an assessment of the charging protocol using data only from the early cycles can significantly improve the efficiency of the optimization of the charging protocol and shorten the cycle test time. Given the limited dataset, linear SVR is used. SVR can balance the model complexity and prediction error by incorporating an \( \varepsilon \)-insensitive region within the optimization problem, providing excellent generalization ability and high prediction accuracy. In comparison, a deep learning model, such as a deep neural network involving many training parameters, needs a large dataset for model training, which is not applicable in this study. In this study, a 70/30 training/test split on the dataset was used. The training data contains 19 batteries from the Fast Fading Group and 10 batteries from the Slow Fading Group. The testing data includes nine batteries and five batteries from the Fast Fading...
Group and Slow Fading Group, respectively. Furthermore, to avoid over-fitting on the training dataset, $k$-fold cross-validation was performed to choose the hyper-parameters. Various $k$ values are evaluated, with the results showing that 5-fold cross-validation provides the best result.

To demonstrate the predictability of the physics-guided features, single-feature regression models are developed with $\Delta V_R$ and $R_D$ from the fifth cycle, respectively. A previously reported model, the Variance model, which also utilizes one feature, is used as the benchmark to validate the proposed framework. According to Severson et al., the log variance of the discharging curve difference $\Delta Q_{N-1}(V)$ is selected due to its strong correlation with the predicted features [8]. The parity plots of the actual and predicted $\xi_{50}$ are demonstrated in Figure 5a (Fading Prediction Module A for the Fast Fading Group and Fading Prediction Module B for the Slow Fading Group), while Figure 5b presents the error distribution. In contrast, for the benchmark model, the parity plot and the prediction error are presented in Figure 5c and Figure 5d, respectively. According to parity plots, the Variance model performs relatively poorly because of the high prediction error for batteries with a low capacity fade rate. This indicates that the selected features, log $\Delta Q_{5-1}(V)$, cannot determine the dominant fading mechanism. This error is also shown by the distribution of the mean absolute percentage error (MAPE) in the histogram in Figure 5d. In the Variance model, for batteries classified as slow fading in the test set, the maximum absolute percentage error reaches 1201.13%, and the corresponding mean MAPE is $480.69\%$. The poor performance indicates that the benchmark fails to make capacity fading rate predictions for batteries classified in the Slow Fading Group. In contrast, the proposed model can avoid this problem by first discerning the dominant capacity fading mechanism. By selecting specific physics-guided features, $\Delta V_R$ and $R_D$, for each group, we achieve an overall test MAPE of 27.96%. In contrast, because the selected features, log $\Delta Q_{5-1}(V)$, cannot determine the dominant fading mechanism, the Variance model has a 192.61% test MAPE, which is significantly higher than that of the proposed framework.

In addition to the selected features, other physics-guided features have been added to improve prediction accuracy further. For LiBs, the Faraday efficiency describes the efficiency with which electrons are transferred in batteries. Therefore, it can be used to tell how many electrons are consumed by the side reactions which are directly related to capacity loss. By assuming a linear relationship between the geometric average Faraday efficiency of cycle $N_1$ and $N_2$, we can calculate the prospective cumulative Faraday efficiency of cycle $N_2$ to reflect capacity loss (see Supplementary Materials Note S3). Moreover, the average capacity fading rate at the fifth cycle, $\xi_{5}$, is added as the third feature to provide the model with previous fading information.

Two state-of-the-art models are introduced [8,14] to validate the proposed method. These two models target early-stage battery lifetime prediction. In contrast to the proposed model, these models do not have a dominant fading mechanism classifier. Therefore, relevant features are extracted following prediction. However, at the same time, the selected features and proposed models are different (see Supplementary Material Table S3).

1. **Discharge model.** In [8], the authors proposed three models to predict battery lifetime. The model with six features, derived from first-100-cycle data, provided the best prediction result with an elastic net regression model. We reproduce these features using the first-5-cycle degradation data.

2. **General Regression Neural Network (GRNN).** In [14], based on the importance ranking of all features, four features derived from first-100-cycle data were selected and input into a GRNN model. However, the fourth feature, the increase in internal resistance, is not included in our dataset. Therefore, three features are reproduced with our dataset and fed into a GRNN model.
Figure 5. Prediction comparison between the proposed model and the Variance model (benchmark). (a) Parity plot of predicted $\xi_{50}$ vs. actual $\xi_{50}$ for SVR regression of Fading Prediction Module A (Fast Fading Group) using only $\Delta V_R$ obtained from the fifth cycle, Fading Prediction Module B (Slow Fading Group) with $R_D$ obtained from the fifth cycle. (b) Distribution of the test MAPE of the proposed model which has a mean of 27.96%, median of 24.76%, and standard deviation of 16.52%. (c) Parity plot of predicted $\xi_{50}$ vs. actual $\xi_{50}$ for SVR regression of the Variance model with log variance of $\Delta Q_{5-1}(V)$. It fails to predict batteries with a low capacity fading rate. (d) The distribution of the test MAPE of the Variance model with a mean of 192.61%, median of 44.31%, and standard deviation of 322.58%. The prediction performance of the variance model is poorer than that of the proposed model according to the distribution of the test MAPE.

Tree–based regression has also been used to forecast battery lifespan [33]. The proposed framework, which includes a clustering method to determine a primary fading mechanism followed by regression, is similar to tree–based regression. Consequently, a random forest regression (RFR) technique has been incorporated as a benchmark with $\Delta V_R$, $R_D$, prospective cumulative Faraday efficiency, and $\xi_5$. The prospective cumulative Faraday efficiency and $\xi_5$ are added to the Variance model, which denotes as Variance–M. Furthermore, three naïve models are also added (Supplementary Materials Table S2). To ensure a robust model evaluation, we performed 10 random train–test splits. A comparison of the mean test errors between the proposed framework and other models is summarized...
in Figure 6. With the help of two extra features, prospective Faraday efficiency and $\xi_5$, for the proposed method, the test MAPE is reduced to 17.09% while the test RMSE is at 0.09%/cycle. In contrast, the Discharge model only achieves a test MAPE of 206.15% and a test RMSE of 0.11%/cycle. The GRNN model has a test MAPE of 73.13% and a test RMSE of 0.11%/cycle. The RFR performs relatively well, which suggests that it is important to separate the battery. Among the nine models, the proposed method has the lowest test MAPE and outperforms all other benchmarks, including three naïve models. As for the test RMSE, the Variance–M provides the lowest RMSE of 0.08%/cycle while the proposed model has a comparable value at 0.09%/cycle. The relatively low performance at the test RMSE can be attributed to the distinctive and large difference in fading behavior between the Fast Fading Group and the Slow Fading Group. The RMSE is skewed by the high average capacity fading rate in the Fast Fading Group. Therefore, the Variance–M model tends to fit the batteries with a higher average fading rate to lower the fitting error while accepting a significant percentage error in the Slowing Fading Group, resulting in a small test RMSE and large test MAPE (see Supplementary Materials Table S3).
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Figure 6. The proposed model outperforms the benchmarks (Variance Model [8], Discharge Model [8], and GRNN [14]). The proposed method provides the lowest test MAPE of 17.09%, and the corresponding test RMSE is 0.09%/cycle. The Variance–M model achieves the lowest test RMSE of 0.08%/cycle and comes with a test MAPE of 52.69%.

6. Discussion

Our work aims to use the physical mechanism to guide the feature selection and use a data–driven method to describe the relationship between physics–based inputs, (1) $\Delta V_R$ and the dominant capacity fading mechanism and (2) $\Delta V_R$ and $R_D$, and the target output, $\xi_N$. In our work, inspired by the two different fading mechanisms within Li–ion batteries, a fading mechanism classification is performed to determine which fading mechanism is dominant before making a capacity fading prediction. However, it is worth noting that there are cases where the classifier fails to describe the dominant fading mechanism. As mentioned in the previous paragraph and shown by many studies, for Li plating to occur, the battery must operate at a high current ratio with respect to its present capacity and active lithium–ion concentration [32,34–37]. For a fresh battery, due to its relatively small loss of active Li–ion, the operating environment is not harsh enough to reduce and deposit sufficient Li, which leads to an incorrect classification result. However, this situation only occurs in a few batteries and can be avoided by selecting $\Delta V_R$ from later cycles. The selected feature $\Delta V_R$
provides a distinctive classification result even with data obtained from the second cycle and achieves 95.6% accuracy. This highlights the importance of physics–guided insights in model development. Due to the different characteristics of these two fading mechanisms, growth of SEI and Li plating, physics–guided data characterization is performed, and two features, $\Delta V_R$ and $R_D$, are extracted from the cycle data. Along with other physical features, prospective cumulative Faraday efficiency, and past average capacity fading rate, regression models for each group have a good performance given five cycles data, compared to that of the Variance–M, which uses the log variance of $\Delta Q_{N-1}(V)$ for all batteries. The reason for the accurate results and good extrapolation of these regression models with selected features can be summarized by two factors. (1) Thanks to the dominant fading mechanism classifier, in the proposed model, each regression module is responsible for one fading mechanism with corresponding physics–guided features. In contrast, the Variance–M tried to generate a model that fit both fading mechanisms, leading to poor performance for batteries classified as the Slow Fading Group. (2) The physics–guided data characterization provides the model with good extrapolation and generalizability. Therefore, even though only five cycles are given, the regression model still outperforms all benchmarks. Moreover, the selected features can be easily obtained in the filed application, $\Delta V_R$ can be obtained from the short rest immediately after the high constant current charging, while $R_D$ can be acquired once the battery is discharged after a rest period.

7. Conclusions

In this study, we proposed a physics–guided, data–driven model designed to predict capacity fading under fast charge conditions for Li–ion batteries. With an understanding of battery physics, the framework includes a classifier to identify the dominant battery fading mechanism and two regressors tailored to predict battery capacity fading based on the identified mechanism. Inspired by the two capacity fading mechanisms, SEI growth, and Li plating, and guided by an understanding of battery physics, we use a physics–guided feature, $\Delta V_R$, which represents the voltage drop during the rest period after charging. This feature effectively captures the potential relaxation process and is used to identify the dominant fading mechanism. We then classify the batteries into two groups: the Fast Fading Group and the Slow Fading Group. With the $\Delta V_R$ obtained from the second cycle, we achieve an accuracy of 95.6%. Following the clustering, there is a corresponding capacity fading prediction model for each fading mechanism. With two additional physics–guided features, the proposed method achieved an overall test MAPE of 17.09% and test RMSE of 0.09%/cycle. In contrast, the state–of–art models, the Discharge model, and GRNN, have a test MAPE of 206.15% and 73.13%, respectively. The poor performance of these two models is caused by the inability to discern the dominant fading mechanism, which leads to poor performance of batteries with a slow fading rate. Moreover, because the model is based on electrochemical principles, it is expected that physics–guided features can still capture fading mechanisms such as SEI growth and Li plating. Consequently, the proposed model has the potential to be applied to other types of lithium–ion batteries with different chemistries, which remains a subject for future validation. Moreover, other fading modes, such as the loss of active materials and conductivity loss, should also be considered in future work.
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