Calibrating Glucose Sensors at the Edge: A Stress Generation Model for Tiny ML Drift Compensation
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Abstract: Background: Continuous glucose monitoring (CGM) systems offer the advantage of noninvasive monitoring and continuous data on glucose fluctuations. This study introduces a new model that enables the generation of synthetic but realistic databases that integrate physiological variables and sensor attributes into a dataset generation model and this, in turn, enables the design of improved CGM systems. Methods: The presented approach uses a combination of physiological data and sensor characteristics to construct a model that considers the impact of these variables on the accuracy of CGM measures. A dataset of 500 sensor responses over a 15-day period is generated and analyzed using machine learning algorithms (random forest regressor and support vector regressor). Results: The random forest and support vector regression models achieved Mean Absolute Errors (MAEs) of 16.13 mg/dL and 16.22 mg/dL, respectively. In contrast, models trained solely on single sensor outputs recorded an average MAE of 11.01 ± 5.12 mg/dL. These findings demonstrate the variable impact of integrating multiple data sources on the predictive accuracy of CGM systems, as well as the complexity of the dataset. Conclusions: This approach provides a foundation for developing more precise algorithms and introduces its initial application of Tiny Machine Control Units (MCUs). More research is recommended to refine these models and validate their effectiveness in clinical settings.
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1. Introduction

Diabetes, characterized by chronically elevated blood glucose levels, is a formidable global health challenge. In the worst cases, this disease has serious consequences, such as cardiovascular complications, kidney dysfunction, retinal damage, neuropathy, and other debilitating conditions over time [1]. A comprehensive estimate by Basu et al. in 2019 revealed a staggering statistic: a total of 422 million people worldwide suffer from this metabolic disorder, with an annual mortality toll of 3.4 million [2]. Alarming projections paint a grim picture for the future, anticipating a surge of 29 million affected people by 2030, underscoring the urgency for effective management solutions [2]. In particular, the burden of diabetes is disproportionately borne by low- and middle-income countries, where three out of four diabetic adults live [3].

Central to diabetes management is meticulous control of blood glucose levels, ideally maintaining them within a narrow range typically between 70 and 180 mg/dL, a feat achieved primarily through insulin therapy [4]. Real-time monitoring of blood glucose levels is paramount, facilitated by methods such as Blood Glucose Monitoring (BGM) and Continuous Glucose Monitoring (CGM) [5]. Although BGM, with its use of finger-prick devices, provides precise readings, its invasive nature and limited capability to detect
trends present notable drawbacks. On the other hand, CGM offers a more comfortable alternative by measuring glucose levels in the interstitial fluid. However, challenges such as potential inaccuracies, sensor drift, and susceptibility to environmental influences persist, underscoring the ongoing need for technological advancements [6,7].

Addressing the intricacies and challenges inherent in CGM requires meticulous characterization and modeling factors that influence the accuracy of the measurement. This paper relies on physiological data and sensor characteristics to construct a model that considers the impact of these variables on the accuracy of CGM measures. The availability of this model enables the design and validation of advanced approaches that mitigate the effects of disturbances on measures, laying the foundations for future innovations in this critical field of healthcare.

2. Research Questions

Is it possible to enhance the calibration of a device over time, addressing a critical challenge in maintaining the accuracy and confidence of measurements?

Several factors influence the degradation of measurement processes, including environmental changes, physical wear, and alterations in sensor materials, and this translates to a loss of calibration. Understanding and predicting this loss is crucial to develop effective compensation strategies that the system can automatically implement. By accurately modeling sensor degradation, timely calibration adjustments can be made, ensuring that the device maintains optimal efficiency and precision over time. This approach not only extends the sensor’s operational life but also ensures that the collected data remain high-quality and confident, which is essential for the critical applications where these devices are employed.

3. Related Work

Several studies have focused on modeling the inherent errors associated with GCM sensors, shedding light on critical aspects that impact their accuracy and reliability.

Krouwer and Cembrowski emphasized the need for standards and statistics to describe the performance of the blood glucose monitor [8] in a comprehensive way. This laid the groundwork for a holistic approach to the evaluation of CGM sensors, considering analytical errors and addressing medical errors that could potentially harm patients. Facchinetti et al. delved into modeling the glucose sensor error [9]. Their work highlighted the challenges faced by CGM sensors, citing distortions due to diffusion processes, time-varying systematic under/overestimations from calibrations and sensor drifts, and the presence of measurement noise. In another study, Facchinetti identified and evaluated error models for the G4 Platinum (G4P) and advanced G4 for artificial pancreas studies [10]. In their research, the authors highlighted the technological progress, with the G4P surpassing its forerunner, the SEVEN Plus, in performance, and the G4AP exhibiting enhanced reliability due to advanced data processing algorithms. Vettoretti et al. broadened the examination to include self-monitoring blood glucose (SMBG) measurements, introducing an innovative method for developing more accurate models of SMBG error probability density functions (PDFs). Their study segmented the blood glucose spectrum into zones, each defined by a consistent standard deviation. This novel strategy overcame the shortcomings of conventional Gaussian models and offered a more precise depiction of the experimental data.

With the diffusion of factory-calibrated CGM sensors, Vettoretti developed a model that dissects the error into BG-to-IG kinetics, calibration error, and measurement noise [11]. This model extended the applicability to the entire sensor lifetime, a significant advancement considering the 10-day duration of these sensors. In long-term glucose forecasting, Liu et al. proposed an algorithm based on physiological models and the deconvolution of CGM signals [12]. Their research tackled the difficult task of making accurate long-term forecasts, an essential component for applications like precision insulin dosing and artificial pancreas systems. In [9], Facchinetti et al. utilized real data from multiple simultaneous
CGM recordings of Dexcom SEVEN Plus sensors, alongside frequent BG references, to propose a model describing CGM sensor errors without distinguishing between physiological and technological errors. They reported a Mean Absolute Relative Difference (MARD) with an average global MARD of 14.2%, including contributions from the BG-to-IG diffusion process (3.5%), calibration errors (12.8%), and measurement noise (5.6%). Drecogna et al. (2021) used real data from 167 adults with the Dexcom G6 sensor to model data gaps in CGM sensor data due to temporary sensor errors or disconnections, employing a two-state Markov model for parameter estimation [13]. Talukder et al. (2022) utilized datasets from live rats and FDA-approved virtual diabetic patient models to develop a Bayesian inference-based nonlinear, noncausal dynamic calibration method for sensors with nonlinear, time-drifting characteristics, achieving estimation errors within 9.83% of true BG values [14]. These studies provide a comprehensive background and benchmark for our method, which aims to generate a dataset enhancing sensor calibration and simulating numerous sensor responses for advanced AI model development.

4. Paper Contribution

In the literature, the issue of glucose sensor error modeling is extensively studied, with all approaches using real data obtained from clinical studies where subjects are monitored using commercial CGM sensors and blood glucose concentrations are tracked as references. The models are developed to better fit these recorded datasets. In contrast, our study focuses on using simulated data from a publicly developed simulator, incorporating additional specific interference effects to emulate a wide range of sensor conditions, with the aim of providing a solid basis for the design and the stress test of calibration and self-calibration algorithms. This paper aims to model the sensor response of a commercial sensor, incorporating additional interferences that are described in the literature. The model to be described will have strong foundations with data generated from the characteristics of commercial devices. A preliminary implementation of a nonneural ML algorithm for MCUs will be provided to support the thesis that the dataset is instrumental to compensation via ML deployable on a modern low-power MCU.

Case Study

The case study focuses on the modeling of a family of sensors that mimic the real distribution of measurement errors found in commercial sensors. A dataset will be generated considering multiple effects (physiological and technological).

5. Materials and Methods

This section focuses on three important tools used in the work: (i) the simulator, (ii) the proposed sensor model, and (iii) the metrics used to evaluate the dataset complexity.

5.1. Simulator

The simulator used in this paper is a Python implementation of the FDA-approved UVa/Padova Simulator (2008 version) for research purposes only. The simulator name is Simglucose v0.2.1 (2018) and supports Python version \( \geq 3.9 \). The simulator includes 30 virtual patients: 10 adolescents, 10 adults, and 10 children [15]. In this study, the simulator is used to generate the blood glucose profiles that are employed as reference values for the traces that simulate sensor responses.

5.2. Model Description

In this study, the model processes input data derived from 500 simulations of 10 adult individuals. For each subject, an interval of 15 days glucose response was generated, in accordance with the lifetime of CGM sensors, which varies between 8 and 14 days.

The generation of a daily meal plan mimics the dietary patterns of an individual and it is called a scenario. It defines the probabilities for different meals throughout the day (breakfast, two snacks, lunch, dinner, and a third snack), along with their usual time
ranges and nutritional amounts. For each meal, a truncated normal distribution is used to determine the meal time, ensuring that it falls within realistic bounds, while the amount of the meal is determined based on a normal distribution. Upon the conclusion of each day, the scenario undergoes a reset to initiate a new cycle, this approach enables the generation of several meal distributions across different days, both in terms of quantity and timing. Based on the scenario and the characteristics of the patient, the simulator gives the response in terms of blood glucose concentration over time, $BG(t)$, generating this value every 3 min.

The sensor response combines several contributions that mimic the real effect of the measurement process on the analyte. It can be described by the following equation:

$$\text{CGM}(t) = \text{IG}(t) + \eta(BG(t)) + \zeta(t) + \epsilon(t)$$  \hspace{1cm} (1)

where $\text{IG}(t)$ captures the blood glucose-to-interstitial glucose (BG-to-IG) kinetics, $\eta(a)$ shows the measurement sensor error based on the data reported from commercial sensors, $\zeta(t)$ represents the white noise affecting the measure, and $\epsilon(t)$ is the sensor drift over the time. All these effects are represented in a block diagram in Figure 1.

![Figure 1. Graphical representation of the sensor response: BG(t)—blood glucose concentration, IG(t)—interstitial glucose concentration, $\eta(a)$—measurement sensor error; $\zeta(t)$—white noise and $\epsilon(t)$—sensor drift over the time.](image)

Going deeper into the specific elements of the equation:

- **IG(t)**: this aspect was deeply studied in the literature. It indicates the diffusion of glucose from the blood to the measurement site of CGM: the interstitium. This diffusion process causes an attenuation of the amplitude and phase delay of the $\text{IG}(T)$ compared to the $BG(t)$ profile. The time constant $\tau$ that describes this process has a variability within and between subjects and ranges from 6 to 15 min [16]. In this study, based on the equation reported in [17], it is calculated considering also the previous value of estimated $\text{IG}(t)$:

$$\text{IG}(t) = \text{IG}(t-1) \cdot \exp\left(-\frac{t}{\tau}\right) + \text{BG}(t-1) \cdot \left(1 - \exp\left(-\frac{t}{\tau}\right)\right)$$  \hspace{1cm} (2)

- **$\eta(a)$**: the measurement sensor error is introduced into the model to characterize the commercial sensor response. Although the commonly used simulator employs global metrics to evaluate the behavior of a specific sensor, this model has set its goal to achieve a response that more accurately mimics the real signals obtained from the sensors. As the technical user guides report, when the sensors are used, they show an error compared to the reference measure obtained from a gold standard blood glucose. Data obtained in a clinical study were compared with the response of the YSI 2300 STAT PlusTM glucose analyze (YSI Incorporated, Yellow Springs, Ohio 45387 USA). In this way, from the sensor datasheet it was possible to obtain the concurrency of the measurement and measurement error on a group of adult subjects [18]:

To simulate the sensor response, for each YSI interval of values reported in Table 1 as columns, based on the probabilities reported in each row of the same column, the CGM upper limit in the interval is calculated as:
\[ \text{CGM}_i \sim f_{\text{CGM}}(.) \quad \forall i \in \{1, 2, \ldots, 11\} \]

where:

\[ f_{\text{CGM}}(.) = \sum_{j=1}^{11} P_{ij} \times U(m\text{CGM}_j, M\text{CGM}_j) \]

In the above equation, the values \( \text{mCGM}_j \) and \( \text{MCGM}_j \) represent the minimum and maximum limits of the interval corresponding to row \( j \), respectively. This operation is repeated for all intervals, ensuring an increasing response in the extraction process. If \( \{(\text{CGM}_i, \text{YSI}_i)\} \forall i \in \{1, 2, \ldots, 11\} \) is the set of points obtained above, the values between them are computed based on linear interpolation as:

\[ \text{CGM}(x) = \text{CGM}_i + \frac{(\text{CGM}_{i+1} - \text{CGM}_i)}{\text{YSI}_{i+1} - \text{YSI}_i} (x - \text{CGM}_i) \quad \forall x \in [\text{YSI}_i, \text{YSI}_{i+1}] \]

In Figure 2, there is a representation of how the sensor response is obtained. The dotted lines represent the thresholds at which the pairs of values are determined (\( \text{CGM}_i, \text{YSI}_i \)), while the red line gives the complete sensor response resulting by the linear interpolation.

To better describe this process, the algorithm is described with pseudocode (Algorithm 1). In the algorithm description, \( \text{bins} \) represents the number of intervals that can be defined in the \( \text{YSI} \) values, which in this specific case is equal to 11.

- \( \xi(t) \): the noise that affects the measure is defined as white noise with an amplitude included in \( \pm 5\% \) of the measure.
- \( \epsilon(t) \): sensor response changes over time due to multiple factors, such as the biological body response that causes electrode oxidation and sensor degradation [19]. For these reasons, commercial sensors can measure glucose concentrations for a duration of 8–14 days depending on the type of device [20]. In this paper, the drift is modeled as a linear effect in which the slope of the line is obtained based on the range of values on the first day of observation, to simulate the effect reported in [21].

### Table 1. Concurrency of G7 sensor readings and YSI values by YSI glucose range obtained from 308 adults expressed in % [18].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;40</td>
<td>61.54</td>
<td>4.71</td>
<td>1.53</td>
<td>0.04</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>40–60</td>
<td>34.62</td>
<td>63.56</td>
<td>14.85</td>
<td>0.99</td>
<td>0.04</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>61–80</td>
<td>3.85</td>
<td>29.45</td>
<td>65.02</td>
<td>9.44</td>
<td>0.21</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>81–120</td>
<td>0.00</td>
<td>2.20</td>
<td>18.48</td>
<td>77.51</td>
<td>12.57</td>
<td>0.71</td>
<td>0.18</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>121–160</td>
<td>0.00</td>
<td>0.09</td>
<td>0.03</td>
<td>11.90</td>
<td>74.01</td>
<td>15.15</td>
<td>1.46</td>
<td>0.13</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>161–200</td>
<td>0.00</td>
<td>0.13</td>
<td>12.95</td>
<td>69.46</td>
<td>64.87</td>
<td>16.85</td>
<td>1.42</td>
<td>0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>201–250</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>14.48</td>
<td>67.77</td>
<td>16.82</td>
<td>1.11</td>
<td>0.34</td>
<td>1.69</td>
</tr>
<tr>
<td>251–300</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
<td>13.57</td>
<td>67.27</td>
<td>25.91</td>
<td>4.37</td>
<td>0.00</td>
</tr>
<tr>
<td>301–350</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.18</td>
<td>14.13</td>
<td>61.01</td>
<td>33.90</td>
<td>3.37</td>
</tr>
<tr>
<td>351–400</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.23</td>
<td>11.57</td>
<td>53.29</td>
<td>26.97</td>
</tr>
<tr>
<td>&gt;400</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.31</td>
<td>8.11</td>
<td>67.98</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Figure 2. Sensor response, the dotted lines represent the extracted values, while the linear interpolation between these points is shown in red.

Algorithm 1 Generate CGM Data Points with Adjusted Concentrations

Require: bins, YSI, mCGM, MCGM, P
Ensure: CGM, interpolator
1: Initialize CGM as an empty array
2: Initialize previousIndex as -1
3: for i = 1 to bins do
4:   currentIndex ← Select a random index from 1 to 11 using column i probabilities
5:   if currentIndex ≤ previousIndex then
6:     currentIndex ← previousIndex
7:   end if
8:   currentRange ← [mCGM_currentIndex, MCGM_currentIndex]
9:   previousIndex ← currentIndex
10:  CGM ← Generate random value within mCGM_currentIndex, MCGM_currentIndex
11:  Append CGM_i to CGM
12: end for
13: interpolator ← Create linear interpolator from YSI and CGM
14: return CGM, interpolator

5.3. Model Evaluation

After producing the dataset as described in the previous section, the model is evaluated in terms of the distribution of obtained error and problem complexity. Two classic machine learning (ML) algorithms are presented, to understand the complexity of the problem: the Random Forest Regressor (RFR) and the Support Vector Regressor (SVR).

The RFR is based on multiple decision trees to predict a continuous outcome. It operates by constructing a multitude of decision trees at training time while outputting the average prediction of the individual trees to form a more accurate and robust prediction. It is widely used for various regression tasks due to its simplicity, ease of use, and ability to capture nonlinear relationships between features and the target variable.

The SVR is a type of Support Vector Machine (SVM) that is used for regression tasks. It works by finding the hyperplane that best fits the data in a high-dimensional space, trying to minimize the error within a certain margin. It is capable of capturing complex,
nonlinear relationships by employing different kernel functions (linear, polynomial, radial basis function, etc.) to map input features into higher-dimensional spaces.

The RFR is evaluated considering different maximum values of parameters, referred to within the paper as max depth, in the range of 1–9, while SVR is evaluated using the linear kernel. For both the ML algorithms the Root Mean Square Error (RMSE), the Mean Absolute Error (MAE) and the $R^2$ are evaluated and compared.

All the analyses presented in this paper are performed considering the dataset that is reshaped into one-dimension array. Results were obtained on Google Colab using Python 3 on a A100 GPU (NVIDIA, Santa Clara, California, Stati Uniti) accelerated hardware.

Model on Specific Sensor

To evaluate the specificity of each sensor response, in this section, we analyze how the goodness of the sensor error response can be predicted given a single sensor output. This analysis was carried out using the RFR optimized in terms of MSE to get the number of estimators and parameters. After optimizing the model, it is applied to each record, which represents a sensor’s data collected over a 15-day period. Each derived dataset, indeed, is composed of a $500 \times 2$ matrix, where the first column represents the time and the second column the sensor error, while the ground truth is represented by the CGM value given by the simulator. Specifically, the initial 80% of the data trace from the specific sensor is employed to train the model. The remaining 20% of the data trace, which corresponds to the latter part of the recording period, is then used to test the model. This segment is particularly critical as it includes data where prediction errors can have more significant consequences, possibly due to the accumulation of small variances over time or abrupt changes in sensor behavior. This methodological approach of dividing the data are systematically applied across all 500 sensors involved in the study. Training and testing the model on these segmented portions of data from each sensor ensures that the model is both robust and capable of handling real-world variabilities in sensor outputs. Upon completion of the training and testing cycles, the MAE and MSE are calculated for each sensor’s predictions. The results are then aggregated to derive mean values and relative standard deviations for these metrics across all sensors. This statistical analysis provides a clear overview of the model’s overall accuracy and reliability in predicting sensor responses, highlighting its strengths and areas for potential improvement.

6. Result

The model is used to generate a dataset of 500 sensor responses for a duration of 15 days. The dataset has a final dimension of $500 \times 7200$. In Figure 3, there are a bunch of sensor responses in the range of 0–500 mg/dL overlapped over an ideal sensor response (dashed red line). Figure 4 shows a compact representation of all the 500 responses, where the blue line shows the average sensor response, and the area is the first and third quartile. It can be noticed that for low and high values of blood glucose concentration, the majority of measures cover a range wider than the region of interest (70–180 mg/dL).

An example of a signal resulting from the model generated over the 15 days is shown in Figure 5, while a representation in terms of the mean and first and third quartile is reported in Figure 6. The absolute error grows over time reflecting the degradation of the sensor.

The absolute error evaluated as the average of every sensor response is expressed as Cumulative Distribution of Frequency (CDF), Figure 7. This graph shows that the error seems to be greater than zero. The distribution has a mean value of 40.79 mg/dL, with the 25th percentile at 21.02 mg/dL and the 75th percentile at 58.46 mg/dL.
Figure 3. 10 sensor responses; the dashed line in red is the bisector that represents the ideal sensor response.

Figure 4. 500 sensor responses; the blue line shows the average sensor response, while the area covers the first and third quartile.

Figure 5. Example of a signal generated by the model for 15 days; the CGM sensor response is shown in orange and the reference signal is shown in blue.
Figure 6. Absolute glucose concentration error; the mean value over time is shown in blue, while the area represents the measures that are within the 25th and 75th percentile.

Figure 7. Cumulative distribution of sensors error. Mean = 40.79 mg/dL, the 25th percentile is at 21.02 mg/dL, and the 75th percentile is at 58.46 mg/dL.

Model Evaluation

The dataset is reshaped in a one-dimensional array and it is split into train and test sets. The RFR model is trained using a max depth of 3 and 100 trees, while the SVR is trained with a linear kernel. Below the obtained results:

The results obtained with RFR are slightly better than SVR, although still not satisfactory for the pre-set task.

Regarding Table 2, the presented results may seem unusual, but this analysis was conducted to grasp the complexity of the problem. Deriving the relative value of blood glucose concentration from the sensor model using traditional machine learning algorithms is challenging. This difficulty highlights the complexity of the dataset and underscores the need for more advanced artificial intelligence algorithms.
Table 2. Mean Square Error (RMSE), Mean Squared Error (MSE), Mean Absolute Error (MAE), and Coefficient of Determination ($R^2$) for RFR and SVR.

<table>
<thead>
<tr>
<th></th>
<th>RMSE [mg/dL]</th>
<th>MSE [(mg/dL)$^2$]</th>
<th>MAE [mg/dL]</th>
<th>$R^2$ [(mg/dL)$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFR</td>
<td>20.55</td>
<td>422.24</td>
<td>16.13</td>
<td>0.42</td>
</tr>
<tr>
<td>SVR</td>
<td>20.90</td>
<td>436.89</td>
<td>16.22</td>
<td>0.41</td>
</tr>
</tbody>
</table>

Model on the Specific Sensor

The last analysis made it possible to evaluate the performance of the trained models on the responses of individual sensors. The results obtained in terms of MSE is $223.93 \pm 234.11$ [(mg/dL)$^2$] and MAE $11.01 \pm 5.12$ [mg/dL]. The latter result demonstrates the strong variability of traces within the dataset, whereby some specific models on some sensors perform very well, while others perform very poorly, as reported by the high standard deviation on the MSE metric.

7. Deployability on MCU

Considering that the CGM task requires an implementation of algorithms on a microcontroller (MCU) or a sensor itself, the definition of the mandatory requirements for the applicability of a model on such devices must be calculated. After choosing the max depth that results in less than 1% decrease in error, the portability of this model on the MCU is evaluated. From the graph shown in Figure 8, it is noticeable that by increasing max depth, there are no great improvements in terms of RMSE. This suggests that due to the complexity of the dataset, probably more complex algorithms of regression are needed.

![Figure 8. RMSE evaluation for RF models with a variation of the model max depth parameter.](image-url)
2 KiB. Benchmark on the selected board determined an inference time of 0.1920 ms. The complete result is shown in Table 3.

Table 3. Details of algorithm implementation using the optimization of STM32Cube.AI Developer Cloud tool.

<table>
<thead>
<tr>
<th>Software Version</th>
<th>Optimization</th>
<th>Allocation Inputs</th>
<th>Allocate Output</th>
<th>MACC</th>
<th>Flash Size</th>
<th>RAM Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.0.0</td>
<td>RAM</td>
<td>TRUE</td>
<td>TRUE</td>
<td>800</td>
<td>Total: 24 KiB</td>
<td>Total: 2 KiB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Weights: 15.43 KiB</td>
<td>Activation: 20 B</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Library: 8 KiB</td>
<td>Library: 2 KiB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>In/Out: 0 B/0 B</td>
<td></td>
</tr>
</tbody>
</table>

8. Discussion and Conclusions

Accurate monitoring of blood glucose is crucial for diabetes management and can significantly influence treatment decisions and patient well-being. A dataset that accurately mimics the behavior of an array of sensor types becomes an essential tool for progress. Such a dataset aids in developing robust machine-learning algorithms that can handle intrinsic variability and potential sensor degradation. Traditional machine learning methods, such as RFR and SVR, show promise but also exhibit limitations, particularly regarding systematic and random errors even when these are trained on data from individual sensors reveal that the outcome is heavily dependent on the quality of the initial signal. This is probably due to the complexity of the task. One of the goals of this paper is to characterize the complexity of the generated dataset. While the presented analysis aligns with the model analyses presented in [9], which are based on real-world data, it demonstrates greater complexity compared to [11]. Unlike the existing literature, which primarily relies on real data, the presented approach is novel in that it utilizes simulated data to perform stress tests.

The primary contribution of this paper is the development of a method to generate datasets enabling the test of calibration and self-calibration strategies under a vast variety of error conditions. This simulated data approach allows for a rigorous evaluation of DSP and ML processing algorithms even under extreme sensor working conditions.

The presented dataset holds substantial promise, as it simulates various interfering factors that affect glucose measurement. The quality of the produced data, indeed, is tunable based on adjustable disturbance levels connected to real-world conditions over short and long time frames. This enriches the machine learning models’ training process, enabling a comprehensive understanding of sensor errors and allowing for the development of more precise algorithms. This not only furthers our understanding of sensor inaccuracies, but also paves the way for advanced glucose monitoring systems. Future models that effectively compensate for signal variability and improve glucose detection could greatly enhance the management of diabetes, thus potentially improving the quality of life for individuals with this condition.
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