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Abstract: This paper proposes an alternative experimental procedure that uses infrared thermography
(IRT) for measuring the surface temperature of building elements, through which it is possible to
approximate the thermal transmittance or the U-value. The literature review showed that all authors
used similar procedures that require semi-stationary heat transfer conditions, which, in most cases,
could not be achieved. The dynamic and the average methods that are given in ISO 9869 were also
used with the IRT and the heat flux method (HFM). The dynamic method (DYNM) shows a higher
level of accuracy compared to the average method (AVGM). Since the algorithm of the DYNM is
more complicated than that of the AVGM, Microsoft Excel VBA was used to implement the algorithm
of the DYNM. Using the procedure given in this paper, the U-value could be approximated within
0–30% of the design U-value. The use of IRT, in combination with the DYNM, could be used in-situ
since the DYNM does not require stable boundary conditions. Furthermore, the procedure given in
this paper could be used for relatively fast and inexpensive U-value approximation without the use
of expensive equipment (e.g., heat flux sensors).

Keywords: thermal transmittance; infrared thermography; heat flux method; dynamic method;
average method; natural convection

1. Introduction

A building’s external envelope represents the barrier that separates the outer and inner
environment, and its purpose is to protect the users from external atmospheric conditions. It also needs
to provide healthy and comfortable internal environmental conditions for building occupants through
its hygrothermal properties, defined by carefully selected materials arranged in the proper order [1].
Nowadays, heat losses through a building’s external envelope represents a significant percentage of
the building’s total energy consumption—the building sector is accountable for circa 32% of final
energy consumption [2]. A building’s thermal properties are determined by the thermal transmittance
(U-value (W/m2 K)), which is the initial parameter for determining the heating and cooling energy
demands [3].

For surface elements (like walls, slabs and roofs) the U-value is determined from Fourier’s
and Stefan–Boltzmann’s laws (conduction and radiation, respectively) and Newton’s law of cooling
(convection). If one-dimensional heat flow is assumed, then the U-value is determined as the inverse
value of the overall thermal resistance, according to ISO 6946 [4]—Equation (1):

U = 1/
(
1/hsi +

∑n

k=1
dk/λk + 1/hse

)
(1)
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where dk is the thickness (m) and λk is the thermal conductivity (W/(m K)) of each layer, and hsi and
hse are surface heat transfer coefficients (W/(m2 K)), which quantify heat transfer from indoor and
outdoor air to element surface.

The U-value determined using Equation (1) does not consider the irregularities of the materials and
degradation of external coating elements caused by aging, and these effects can contribute significantly
to the difference between the designed and real U-value of the element [5]. The necessity for in-situ
measurement of the heat transfer coefficient in real atmospheric conditions exists in order to check if
real heat losses through building elements are close to the designed values. Designed and measured
thermal characteristics (U-values) will decline during the time of building occupancy. It is clear these
buildings require energy renovation to decrease energy consumption and increase energy efficiency,
but to be able to calculate energy savings as well as return on investment one needs to know a baseline
value of energy consumption, which means the real U-value of building elements must be known [6].
There are existing methods which are being used to determine (approximate) the U-values of existing
building elements, like [7].

ISO 9869 [7] gives an easy and efficient method for determining the real (measured in-situ) thermal
resistance and the U-value determined by the heat flux method (HFM). The HFM defined in ISO 9869
measures the heat flow density using a heat flowmeter while simultaneously measuring the indoor
and outdoor air temperatures using thermocouples. The major disadvantage of the HFM is that it
gives results only for one or a few data points (depending on how many heat flux sensors are being
used). Furthermore, to get satisfactory results, a minimum temperature difference of 10 ◦C between the
indoor and outdoor air is needed. Measurement is also influenced by thermal bridges, mold, humidity,
and adhesion between the sensor and the element surface. All these factors are the reason why the
real (experimental) U-value differs from the design U-value, and that difference is most significant in
historical buildings where it can be up to 60% [8]. Limitations of the HFM are described in Section 2.1.

ISO 9869 prescribes two methods for analyzing data when using the HFM: 1) the average method
(AVGM) and 2) the dynamic method (DYNM). The basis of the AVGM is averaging the heat flux and
the measured temperatures over the whole measurement period, and it should be used if measured
values (heat flows and temperatures) do not vary much. Contrary to the AVGM, the DYNM is a more
advanced method that is based on representing the heat equation with a set of parameters and the
selected number of time constants. One of those parameters is also the U-value. These parameters
are adjusted using a method of curve fitting to fit the measured data. The DYNM can be used even if
the boundary conditions and the measured values are not stationary. In their work, Gaspar et al. [9]
used the DYNM to show its superiority compared to the AVGM. Their work shows that the designed
and the approximated U-values differed less when using the DYNM for the analysis compared to the
difference when the AVGM was used.

Furthermore, they showed that for ideal environmental conditions, the difference was smaller than
±5% for the AVGM and±1% for the DYNM. If the AVGM is used for data analysis, then it is not possible
to capture the effect of heat storage in the building elements. The AVGM is valid for heavier building
elements with specific heat per square meter greater than 20 kJ/(m2 K) [7]. If significant differences
occur in measured heat flow and temperature rates, then the DYNM must be used. In practice,
however, the HFM can, with the above disadvantages, be too expensive and very time-consuming.
If conditions are ideal (boundary conditions are stationary, the temperature difference between the
indoor and outdoor air is more than 10 ◦C, no wind on the exterior surface, and no direct solar
radiation), the measurement period should be 72 hours; otherwise, it should be more than seven days.
For both methods, the HFM and the IRT, results are profoundly affected by environmental conditions:
direct solar radiation should be avoided, wind speed should not exceed 1 m/s (best results are expected
for wind speed < 0.2 m/s), and minimal temperature difference between the indoor and outdoor air
should be 10–15 ◦C.

Due to the increasing use of infrared thermography in the building sector, a new method has been
proposed that, unlike the HFM that measures heat flux at specific points, is based on approximation
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of the heat flux from measured surface temperatures using the IRT [8,10–15]. These authors used
the AVGM for determining the U-value. Results obtained in this way vary from 2% to 60% from
the designed U-values in severe environmental conditions and up to 20% in good environmental
conditions. This paper acknowledges the previous U-value measurements using the HFM as well
as the IRT but proposes a new approach which is based on an approximation of the heat flux from
measured temperatures using the IRT and thermocouples, and data analysis using the DYNM. As far
as the authors are aware, there are few or no research papers published on combined IRT and dynamic
analysis method. This paper then compares two approaches of data gathering (HFM and IRT) and
data analysis (AVGM and DYNM), respectively, to compare acquired results for different measurement
periods. Additionally, the comparison with the design U-values is given to show once again that
significant differences exist.

2. Nondestructive Methods for Building Inspections

Substantial improvements are made in the field of building inspection technologies.
Nondestructive methods are used more intensively because of their non-contact, precise, and fast
nature. Nondestructive methods are compelling tools for building maintenance and for the
examination of old buildings. Different theoretical principals govern different nondestructive methods.
Results obtained during the measurement vary with the physical properties of the object under
examination. Nondestructive methods used in this paper are the HFM and the IRT, and both can be
used for quantifying the thermal efficiency of the building’s external envelope.

2.1. Heat Flux Method (HFM)

The HFM is based on measuring the heat flow density using heat flowmeter and the air temperature
using temperature sensors (thermocouples).

The heat flow sensor is a device that produces an electrical signal, and that signal is a linear function
of the heat passing through the sensor. The sensors are usually flat, thermally resistive plates with
thermocouples that have several thermophiles integrated into the thermocouple substrate (Figure 1).
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Figure 1. Section through a typical heat flowmeter showing the various parts (the vertical scale
is enlarged).

Temperature sensors are devices that produce an electrical signal, which is a linear function of its
temperature. Minimally, two sensors must be used for the measurement of the U-value, one for the
indoor and one for the outdoor air temperature.

Sensors (heat flowmeter and thermocouples) are mounted in such a way that ensures the result
is a representative of the whole element. The best location for the mounting of the sensors can be
determined by IRT, according to EN 13187 [16]. Therefore, before the measurement, it is necessary to
fulfil specific requirements according to ISO 9869 [7]:

(1) Heat flux sensor should not be installed close to the parts with high thermal conductivity
(i.e., thermal bridges), cracks, or other causes of error.

(2) The surface under examination has to be shielded from rain, snow, and solar radiation.
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(3) Data acquisition intervals should be less than 30 minutes. This interval depends on the thermal
inertia of the element, indoor an and outdoor air temperature difference, and method used for
data analysis (AVGM or DYNM).

(4) The minimal measurement period should be 72 hours for stable boundary temperatures; otherwise,
it should be more than seven days.

(5) The minimal indoor and outdoor air temperature difference should be 10 ◦C.
(6) It is necessary to achieve quasi-stationary conditions three to four hours before the measurement.
(7) The U-value should be approximated for the first 24 hours and 2/3 of the overall measurement

period. These values should not vary more than 5% from the U-value calculated at the end of the
measurement period.

2.1.1. Determining the U-Value According to ISO 9869

The HFM is a nondestructive method standardized in ISO 9869, and it is based on measuring
the heat flow rate using a heat flow sensor while simultaneously measuring indoor and outdoor
air temperatures using thermocouples. ISO 9869 gives two methods for analyzing measured data:
the AVGM and the DYNM.

Average Method (AVGM)

The AVGM divides the average heat flow rate by the average temperature difference between the
indoor and outdoor air. If the measurement period is long enough, then the approximated U-value is
calculated using Equation (2) [7]:

U =
∑N

j=1
qj/

∑N

j=1
(Ti − Te)

j
(2)

where qj is the heat flux, Ti and Te are the indoor and outdoor air temperatures, respectively, while index
j counts the individual measurement.

For the IRT, the U-value is determined by Equation (3):

U =
∑N

j=1

(
qrad + qconv

)
/
∑N

j=1
(Ti − Te)

j
(3)

where qrad and qconv are approximated by the measured surface, reflected, and air temperatures as
described in Section 3.

Dynamic Method (DYNM)

The DYNM is regarded as a more advanced method [7]. This method represents the heat
equation with a set of parameters and the selected number of time constants (usually less than three).
These parameters are adjusted using some curve fitting method to have the best possible fit to the
measured data. The DYNM can be used even when significant changes in the measured values
(heat flow rates and temperatures) are present. In the approximated heat equation, the element is
modelled by its thermal conductance and a few time constants τ [4].

Not many researchers used the DYNM described in ISO 9869 [7] for calculating the U-value
of building elements because of its complexity over the AVGM, as is stated by Ficco et al. [17].
The complexity of the DYNM is also described by Mandilaras et al. [18].
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The DYNM assumes that the heat flux rate in some time j is a function of the temperature in that
time step and all the previous time steps—Equation (4) [7]:

qj = U×
(
Ti,j − Te,j

)
+ K1 ×

.
Te,j+

+
∑

n Pn ×
∑j=1

k=j−p Ti,k × (1−βn) ×βn × (j− k)+

+
∑

n Qn ×
∑j=1

k=j−p Te,k × (1−βn) ×βn × (j− k)

(4)

where dynamic characteristics of the wall are K1, K2, Pn, and Qn, and they have no real meaning.
In Equation (4), p represents a subset of data points used for numerical integration corresponding to
sum over j. The variables βn are exponential functions of the time constant τn. Derivatives of indoor
and outdoor air temperatures are calculated using Equations (5) and (6) [7].

.
Ti,j =

(
Ti,j − Ti,j−1

)
/∆t (5)

.
Te,j =

(
Te,j − Te,j−1

)
/∆t (6)

where ∆t is the time interval between two measurements.
If m time constants are chosen (τ1, τ2, . . . , τm), then 2 ×m + 3 unknown parameters are needed.

These parameters are given by Equation (7) [7]:

U, K1, K2, P1, Q1, P2, Q, . . . , Pm, Qm (7)

Equation (4) is written 2 ×m + 3 times for 2 ×m + 3 discrete time steps, and a system of equation
is derived. By solving this system of equation, unknown parameters are determined. The first solution
to that system of equations is the thermal transmittance or the U-value. One to three time constants
are needed (τ1 = r × τ2 = r2

× τ3) to accurately represent the relation between the measured values
(q, Ti and Te) where r is the ratio between time constants [7].

By using enough data sets at different time steps, an overdetermined system of equation is
derived—Equation (8) [7]: {

q
}
= [X] × {Z} (8)

where {q} is the vector with M elements that are the heat flow data measurements, [X] is a non-square
matrix with M rows and 2 × m + 3 columns, and {Z} is the vector with 2 × m + 3 elements which
are the unknowns. Since matrix [X] is not a quadratic matrix, it is not possible to find the inverse
directly. In other words, Equation (8) represents a predefined linear system that can be solved by the
classical least square method. The inverse of a non-square matrix can be determined by Moore–Penrose
inverse [19]—Equation (9):

[X]+ =
(
[X]H · [X]

)−1
· [X]H (9)

where [X]H is a complex conjugate transpose matrix and if its components are real numbers, which is
true in this case, Equation (9) is then transformed into:

[X]+ =
(
[X]T · [X]−1

)
· [X]T (10)

Substituting Equation (10) in Equation (8) approximated vector {Z}* of the vector {Z} is calculated,
and for every {Z}* the approximated vector {q}* is determined—Equation (11):

{Z}∗ =
(
[X]T · [X]

)−1
· [X]T ·

{
q
}

(11)

Equation (11) is solved by the least square method by varying the time constants τn through the
procedure described in Section 2.2.
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2.2. Procedure for Determining the U-Value Using the DYNM

The DYNM given in [7] is used for the analysis of data collected using the HFM. This paper aims
to use the DYNM in combination with the IRT without the need for using a heat flux meter.

Even though the DYNM is more robust than the AVGM, it can be used for relatively fast and
accurate in situ U-value determination. Figure 2 shows the flowchart programmed in Microsoft Excel
VBA for implementation of the DYNM based on the least square approximation. The procedure
described in ISO 9869 [7] is as follows:

(1) Choosing m numbers of the time constants (1 ≤m ≤ 3).
(2) Choosing the constant ratio between the time constants (3≤ r≤ 10) in such way that τ1 = r× τ2 = r2

× τ3.
(3) Choosing the number of equations M (2 ×m + 3 ≤M ≤ N).
(4) Calculating the minimum and the maximum values of the time constants (∆t ≤ τ1≤ p × ∆t/2).
(5) Calculating the estimated vector {Z}* for the series of time constants using Equation (11),{

q
}∗ = [X] × {X}∗ (12)

(6) and estimate vector {q}* using Equation (12).
(7) Calculating the total square deviation between vectors {q} and {q}* using Equation (13).

S2 = (
{
q
}
−

{
q
}∗)2

=
n∑

i=1

(
qi − q∗i

)2
(13)

(8) Repeating the steps (5) and (6) until the smallest square deviation Smin is obtained.
(9) A good approximation {Z}* of the vector {Z} is obtained this way. The first component Z1 of

vector {Z}* is the approximation of the U-value.
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If the time constant τ1 is larger than the maximum value τmax = p × ∆t/2, then the selected number
of data points for the system of equations is not sufficient and results obtained in this way are not
reliable (for a subset of data points M and ratio r).

The uncertainty is calculated using Equation (14) for the assessment of the results obtained using
the selected data set [7]:

I =

√
S2 ×Y(1, 1)

(M− 2×m− 4)
× F(P, M− 2×m− 5) (14)

where total square difference between {q} and its approximation {q}* is S2, Y(1, 1) is the first element of
the [Y] = ([X]T

× [X]−1) matrix and F is a significance limit of Student’s t-distribution; where P = 0.95 is
the probability and M −2 ×m − 5 are the degrees of freedom.

If I is smaller than 5% of the U-value than the approximated U-value is generally very close to the
actual value.

Excel add-in Solver was used for implementing the least square adjustment procedure.
Figure 3 shows a part of the code that makes the least square adjustment for time step j, and Figure 4
shows Solver parameters used for the analysis.
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2.3. Infrared Thermography (IRT)

Figure 5 is showing the heat transfer scheme of an IRT analysis. Equation (15) is the energy
balance during this process [20]:

Wtot = ε× τ×Wobj + (1− ε) × τ×Wrefl + (1− τ) ×Watm (15)

where Wtot (J) is total energy that reaches the camera lens when the surface is focused and Wobj (J)
is radiated energy from the surface, and it is the only term of importance for measuring the surface
temperature. The total reflected energy that reaches the examined surface is Wrefl (J). It is a function of
the average temperature of all the objects surrounding the surface under analysis, and the physical
properties of the surface itself (mostly its reflectiveness). Watm (J) is the total energy emitted by the
atmosphere. It is the function of the air temperature, relative humidity (RH) and the distance between
the IR camera and the examined surface. ε is surface emissivity, τ is the atmosphere’s transmittance,
and σ is Stefan–Boltzmann constant [20,21].
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Figure 5. An illustration of the general infrared thermography (IRT) measurement. 1: surroundings; 2:
surface; 3: environment; 4: IR camera.

Surface emissivity is mostly influenced by surface temperature, the wavelength of infrared
radiation, and the angle at which the IR camera sees the surface. The angle at which the camera sees
the surface is important due to the “Narcissus effect”—the camera is self-reflecting [22]. For solid
objects and relatively low temperatures (i.e., −10 ◦C to 50 ◦C), the change of the surface emissivity and
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wavelength with temperature can be ignored in most cases [23]. Therefore, a single value of emissivity
is typically assigned to the surface.

Furthermore, surfaces with a high level of emissivity release a higher amount of infrared radiation,
and because of that, those surfaces reflect a lower percentage of radiation from the environment. Due to
their low reflectivity, these surfaces are perfect for reliable determination of surface temperature using
the IRT. If surfaces have a low level of emissivity, then they reflect a higher amount of radiation from
the surfaces in their surroundings that have high temperatures (e.g., light bulbs, radiators, and people).
Transparent surfaces (e.g., windows) behave like reflectors of infrared radiation, which makes it much
more difficult to measure their surface temperatures using the IRT. Glass surfaces are the main problem
when measuring the reflected temperature due to their high exposure to direct sunlight.

Therefore, for measuring the surface temperature using the IR camera, one needs to know the
input parameters: surface emissivity, reflected temperature, indoor or outdoor air temperature, RH of
the air, and distance between the surface and the IR camera.

3. The Surface Heat Transfer Coefficient

Since infrared thermography gives surface temperature distribution of the whole area that the
camera sees, it is possible to approximate the total heat flux rate that passes through the building
element rather than having discrete points where heat flux is measured (i.e., in the HFM). On the other
hand, the main problem of the IRT lies in the determination of the surface heat transfer coefficients
(both convective and radiative) since they are a function of several variables: free fluid flow speed,
characteristic length, fluid thermo-physical properties, etc. Since heat transfer through the walls by
conduction, in steady state conditions, equals the sum of the heat transfer by radiation and convection,
it is possible to determine the heat flux that causes a transfer of heat from the fluid to the surface and
vice versa—Equation (16):

qcond = qconv + qrad
qconv = hc × (Ti − Tsi)

qrad = hr × (Ti − Tsi)

(16)

where qcond, qconv, and qrad are the heat transfer rates by conduction, convection and radiation (W/m2),
hc and hr are the convective and radiative heat transfer coefficients (W/(m2 K)), Ti is the indoor air
temperature, and Tsi is the surface temperature (K).

For relatively low temperatures, like those in building physics (i.e., −10 ◦C to 50 ◦C), the radiative
heat transfer coefficient basically has a constant value, like it is shown by Acikgoz [24]. It is calculated
using Equation (17).

hr = ε× σ×
(
T4

i − T4
si

)
/(Ti − Tsi) (17)

where ε is the surface emissivity, and σ is Stefan–Boltzmann constant. hr can also be calculated using
the reflected surface temperature Tref instead of Tsi.

The convective heat transfer coefficient is highly influenced by airspeed and surface morphology.
Three mechanisms of convective heat transfer exist: natural, forced, and mixed convection.
Natural convection is described by the heat transfer inside the fluid in which the motion of the
fluid is not caused by an outside force (e.g., by a pump or a fan) but only by the pressure variations
inside the fluid (i.e., temperature gradients) [25]. Forced convection is described by the heat transfer
in which an external force generates the motion of the fluid (e.g., by a pump or a fan), and in mixed
convection, both mechanisms are present—the temperature difference and the forced fluid flow [25].
The theoretical formulae originated from the boundary layer theory of a vertical heated or unheated
plate in an undisturbed surrounding. The theoretical local convective heat transfer coefficient is
calculated by Equation (18) [26].

hc,x = Nu× λf/x (18)
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where Nu and λf (W/(m K)) are the Nusselt number and thermal conductivity of the fluid (air in
this case), respectively, and x is the distance (m) from the edge of the object that first contacts the air
(i.e., leading edge).

Several factors influence the convective heat transfer coefficient. Such factors are surface geometry,
surface surroundings, the position of the surface on the building, surface roughness, speed of air over
the surface, local airflow whirls, and the surface to air temperature gradient [16,27–29]. There are
different values for determining the convective heat transfer coefficient—analytical (theoretical),
numerical, and experimental methods. Theoretical methods typically give minimum values of
the convective coefficient. Numerical methods, primarily computational fluid dynamics (CFD),
are a powerful tool for calculating both the internal and the external convective coefficients.
However, CFD simulations, even with today’s technological advancements, require a substantial
computational means. Experimental methods, both small-scale and large-scale, are still the main
source for calculating the surface heat transfer coefficients. Empirical formulae are obtained from an
extensive range of situations, and the temperature is usually measured in the center of the test chamber
or at a location close to the wall. Surface heat transfer coefficient is determined from experimental
data by the least square curve fitting using Equation (19). For natural convection, coefficient hc can be
expressed using Equation (19) for all surfaces [5].

hc = C× ∆Tn (19)

where C and n are constants that are used for the curve fitting, and ∆T = Ti − Tsi.
Table 1 shows various choices for constants C and n for the natural convection with the name of

the authors who calculated the empirical expressions. The formula for hc in Table 1 is derived from
experimental data sets using Equation (19).

Table 1. The convective heat transfer coefficients for natural convection.

Authors hc (W/(m2 K))

Awbi et al. [30] 1.49 × ∆T0.345

Khalifa et al. [31] 2.07 × ∆T0.230

Michejev [32] 1.55 × ∆T0.330

King [33] 1.51 × ∆T0.330

Nusselt [34] 2.56 × ∆T0.250

Heilman [35] 1.67 × ∆T0.250

Wilkers et al. [36] 3.04 × ∆T0.120

ASHRAE [37] 1.31 × ∆T0.330

Bejan [38] and Chu [39] Equation (20)
Almadari and Hammond [40] Equation (21)

ISO 9869 [7] 3.00

If the flow is laminar, then empirical formulae used for calculating the convective heat transfer
coefficient can also be taken from Bejan [38] and Chu [39]—Equation (20):

hc =

{
1.34× (|∆T|/H)0.25

|∆T| ×H3 < 9.5
1.33× |∆T|1/2

− 0.474/H |∆T| ×H3 < 9.5

}
(20)

where H is the wall height (m) or surface height if the wall is composed of more than one surfaces.
The formula that can be used for both the laminar and the turbulent flow is suggested by Almadari

and Hammond [40]—Equation (21):

hc =
[(

1.51× (|∆T|/H)0.25
)6
+

(
1.33× |∆T|1/3

)6
]1/6

(21)
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Wallenten et al. [41] derived their formula from full-scale experiments. The formula gives
somewhat greater value than analytical or small-scale experiments.

Another approximation for the convective heat transfer coefficient is given in ISO 9869 [7] as
usually assumed value of 3.00 W/(m2K) for vertical surfaces that are not directly heated or near
windows where the surface is not plain.

Procedure for Calculating the Convection Heat Transfer Coefficient of Vertical Isothermal Planes

The theoretical convection coefficient is calculated by Equation (18). Before hc can be calculated,
Nusellt, Grashof, and Rayleigh numbers are needed. The analytical procedure for calculating the
average convective heat transfer coefficient h is described below.

All thermal properties are calculated for the film temperature Tf—Equation (22) [42]:

Tf = (Ti − Tsi)/2 (22)

Grashof number is calculated using Equation (23) [25]:

Gr = (g×β× (Tsi − Ti)) × L3/ν (23)

where g is gravitational acceleration (m/s2), L is the height of the vertical surface (m), ν is cinematic
viscosity (m2/s), and β represents the temperature coefficient of thermal conductivity (K−1). β is equal
to the 1/Tf.

Equation (24) gives the Rayleigh number [25]:

Ra = Gr× Pr (24)

where Pr represents the Prandtl number of the convective fluid at Tf. The average Nusselt number is
given by Churchill and Chu [39]—Equation (25):

Nu = 0.680 + 0.670×Ra1/4/
[
1 + (0.492/Pr)9/16

]4/9
RaL < 109

Nu
1/2

= 0.825 + 0.387×Ra1/6/
[
1 + (0.492/Pr)9/16

]8/17
109
≥ RaL < 1012

(25)

Equation (26) gives the average local convection coefficient for the whole area for a vertical
isothermal plane [25]:

h = Nu× λf/L (26)

4. Experimental Setup

For the approximation of the U-value, three walls were observed. First wall (Wall 1) is composed
of the following layers: thermal insulating plaster on the exterior side, concrete, and lime cement
mortar on the interior side.

Second and third wall (Wall 2 and 3) are composed of the following layers: gypsum cardboard and
plaster on the interior side, brick, and cement mortar and thermal insulating plaster on the exterior side.

Tables 2 and 3 show the thicknesses and thermal properties of each component built in the
walls, and they also show the design U-values of all three walls. Since properties of the concrete
used in the first wall are not known, λ is taken in the range from 2.00 for regular concrete to 2.60 for
reinforced concrete.
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Table 2. Design U-value determination (Wall 1).

Layer λ D R

– W/m K mm m2 K/W

Rsi – – 0.13
Lime cement mortar 1 30 0.03

Concrete 2.00–2.60 250 0.1–0.13
Thermal insulating

plaster 0.11 30 0.27

Rse – – 0.04

ΣR (m2 K/W) 0.57–0.60
U (W/m2 K) 1.67–1.76

Table 3. Design U-value determination (Wall 2 and Wall 3).

Layer λ D R

– W/m K mm m2 K/W

Rsi – – 0.13
Gypsum cardboards 0.25 12.5 0.05

Plaster 1 20 0.02
Brick 0.81 380 0.469

Cement mortar 0.90 5.0 0.006
Thermal insulating

plaster 0.11 40 0.364

Mineral plaster 0.70 15 0.021
Rse – – 0.04

ΣR (m2 K/W) 1.10
U (W/m2 K) 0.91

Tables 4 and 5 show an overview of the measuring equipment used in this research.

Table 4. IR camera specifications.

Model ThermaCAM P640
Serial code 3009001177

Lens FOV 24◦ (38 mm)
IR resolution 640 × 480

Temperature sensitivity ±0.05 K
Temperature range −40 ◦C/2000 ◦C

Table 5. Heat flux kit specifications (heat flux sensor and thermocouples).

Model gSKIN®Heat Flux Sensor
Sensitivity 10.93 µV/(W/m2)

Correction factor 0.0137 (µV/(W/m2))/◦C
Dimensions 30.0 × 30.0 mm
Thickness 2.0 mm

Electrical resistance at 22.5 ◦C < 100 Ω
Relative error ±3%

Temperature range −50 ◦C/+150 ◦C

Measuring Procedure

The camera and the temperature sensors were set to capture data every 10 minutes.
Temperatures from thermograms were analyzed using FLIR ResearchIR software [43]. After extensive
background analysis of the influence of the position of the Box ROI on the results (the U-value,
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convective coefficients) it was concluded that position of the Box ROI is not an important parameter—the
U-value for different positions varied from around 3 to 5%. Both the surface temperature and reflected
temperature were calculated as an average temperature inside of the used Box ROI. The analysis was
done using the AVGM and the DYNM for both the IRT and the HFM.

For Wall 1, the measurement was carried out in the period between 14 December 2018 and
17 December 2018—the duration of measurement was 72 hours, and 433 data points (heat fluxes,
thermograms, and air temperatures) were captured. The wall is located in the Construction Materials
Laboratory at the University of Zagreb, Faculty of Civil Engineering. The internal environment was
heated using radiators from 6:00 until 22:00, and the internal surface was not directly exposed to
sunlight. The air conditioning unit was turned off during the whole measurement period. The external
environment is located in the laboratory’s atrium, which is not heated. The exterior surface is
protected from environmental conditions (rain, wind, direct solar radiation) by the atrium’s roof.
The camera was placed 2.70 meters from the measured wall (Figure 6a), and the heat flux sensor
was placed on the same wall with thermocouples for measuring indoor (Figure 6a) and outdoor air
temperatures. Camera parameters were set to reflected temperature 25.0 ◦C, RH 60%, and atmospheric
temperature 22.5 ◦C.
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For Wall 2, the measurement was carried out in the period between 22 February 2019 and
26 February 2019. Duration of the measurement was 92 hours, and 554 data points (heat fluxes,
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thermograms, and air temperatures) were captured. The wall is located on the western part of the
building at the University of Zagreb, Faculty of Civil Engineering. The internal environment was
heated using radiators from 6:00 until 22:00, and the internal surface was partially protected from
the sunlight by curtains. The air conditioning unit was turned off during the whole measurement
period. The exterior wall surface was exposed to environmental conditions (rain, wind, and direct
solar radiation). It was not possible to protect the outer surface from environmental conditions because
it is located on the first floor with no way of reaching it (Figure 6b). The camera was placed 3.50 meters
from the measured wall (Figure 6a), and the heat flux sensor was placed on the same wall with the
thermocouples for measuring indoor (Figure 6a) and outdoor air temperatures. The heat flux sensor
was placed 1.34 m from the adjacent wall (potential thermal bridge) and approximately 0.45 m from
all obstacles (painting, bookcases, folders) which were confirmed using the IRT to be free of thermal
bridges and to have almost uniform temperature distribution (Figure 8b). Camera parameters were set
to reflected temperature 25.0 ◦C, RH 60%, and atmospheric temperature 22.5 ◦C.

For Wall 3, the measurement was carried out in the period between 28 February 2019 and 4 March
2019. The duration of the measurement was 105 hours, and 633 data points (heat fluxes, thermograms,
and air temperatures) were captured. The wall is located on the eastern part of the building at the
University of Zagreb, Faculty of Civil Engineering. The internal environment was heated using
radiators from 6:00 until 22:00, and the internal surface was partially protected from the sunlight by
curtains. The air conditioning unit was turned off during the whole measurement period. The exterior
wall surface is exposed to outside environmental conditions (rain, wind, direct solar radiation). It was
not possible to protect the outer surface from environmental conditions because it is located on the
first floor of the building with no way of reaching it (Figure 6b). The camera was placed 3.50 meters
from the measured wall (Figure 6a), and the heat flux sensor was placed on the same wall with the
thermocouples for measuring indoor (Figure 6a) and outdoor air temperatures. The heat flux sensor
was placed 0.85 m from the adjacent wall (potential thermal bridge) and approximately 0.40 m from all
obstacles (e.g., bookcases) which were confirmed using the IRT to be free of thermal bridges and to
have almost uniform temperature distribution (Figure 8c). Figure 8c could be misleading, but if one
looks at it closely, it is evident that the temperature span was narrow; thus, small variations in surface
temperature appear as considerable. Camera parameters were set to reflected temperature 25.0 ◦C,
RH 60%, and atmospheric temperature 22.5 ◦C.

For all three walls, the surface temperature was measured using duct tape of emissivity ε = 0.95,
and in the software, it was calculated using the region of interest (i.e., “Box ROI”) named “Wall temp.”
shown in Figure 7. The reflected temperature was measured using a crumpled aluminum foil with the
Box ROI named “Refl. Temp” shown in Figure 7.
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Figure 8a–c show different periods of the day and the shift of the temperature during the
measurement period. It is clearly shown that the surfaces are not isothermal. This way of examining
the surface is also one of the main advantages of the IRT—it was possible to capture the temperature of
the whole area in all time steps. Thermal bridges were present on all three surfaces. The first surface
had the problem of air blowing through the window gaps, which is visible throughout the results.
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Thermal bridges for the second and third surfaces had a smaller impact on the surface temperature
distribution—the temperature on the wall surface for different periods of the day varied only by
0.1–0.2 ◦C.
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5. Results

Figure 9 shows input data for approximating the U-value using the IRT and the HFM.Buildings 2018, 8, x FOR PEER REVIEW 17 of 25 
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Using the collected datasets from all three measurements, the U-values and uncertainties using
the AVGM (Uavg) and the DYNM (Udyn) were determined. One time constant was adopted because
it gave the best confidence interval (from 2.13 to 3.87%). For two and three time constants, τ it was
not possible to get satisfactory confidence interval I, and because of the large number of data points,
for three time constants analysis time was around 30 minutes.

To minimize the measurement period, the same sets of data were used for the approximation of
the U-value after one, two, and three days. The U-value calculated after one and two days was then
compared to the U-value calculated after the three-day measurement period.

The first thing that can be noticed in Figure 9 is that for all three walls, the approximated function
of the heat flux is similar to the function acquired by the HFM. For Wall 1, the approximated function
is translated from the measured heat flux function due to the significant impact of air blowing through
the window gaps, which is seen in Figure 9a. The heat convection over the surface of Wall 1 is not
natural, but it is forced by air blowing through the gaps. Secondly, Figure 9 also shows the convergence
of the U-value for the AVGM. That convergence is similar for both the IRT and the HFM.

Table 6 shows a comparison of the U-values determined using the HFM and the IRT, together with
the variation of the measured U-values depending on the convective heat transfer coefficients given by
different authors. These tables show that one needs to be careful in choosing which convective heat
transfer coefficient is being used. Table 7 shows the minimal and maximal values of the approximated
U-values for different convection coefficients. From Table 7, it can be seen that the convection coefficient
affects the U-value significantly and that difference was 5%–32% depending on the duration of the
measurement, formulae used for the convection coefficient approximation, and the method used for
the measurement and the analysis.

Table 6. The approximated U-values using the average method (AVGM) and DYNM (HFM and IRT).

Wall 1 Wall 2 Wall 3

Authors Method
Period Uavg ± σ95% Udyn ± I95% Uavg ± σ95% Udyn ± I95% Uavg ± σ95% Udyn ± I95%

days W/(m2 K) W/(m2 K) W/(m2 K) W/(m2 K) W/(m2 K) W/(m2 K)

ISO 9869 [7] HFM
1 2.095 ± 0.517 2.172 ± 0.082 0.675 ± 0.682 2.153 ± 0.399 1.447 ± 0.661 1.147 ± 0.084

2 1.991 ± 0.446 2.123 ± 0.054 0.599 ± 0.625 1.153 ± 0.115 0.998 ± 0.620 1.190 ± 0.052

3 2.159 ± 0.964 2.134 ± 0.063 0.623 ± 0.656 1.166 ± 0.211 0.877 ± 0.532 1.186 ± 0.045

Awbi et al. [30] IRT
1 1.496 ± 0.367 1.568 ± 0.054 0.811 ± 0.815 2.641 ± 0.423 1.232 ± 0.573 1.050 ± 0.080

2 1.427 ± 0.312 1.526 ± 0.037 0.684 ± 0.709 1.151 ± 0.133 0.861 ± 0.563 1.064 ± 0.062

3 1.563 ± 0.766 1.513 ± 0.048 0.657 ± 0.677 1.184 ± 0.272 0.744 ± 0.467 1.083 ± 0.056

Khalifa et al.
[31] IRT

1 1.584 ± 0.390 1.656 ± 0.059 0.819 ± 0.814 2.732 ± 0.445 1.215 ± 0.587 0.995 ± 0.076

2 1.511 ± 0.331 1.615 ± 0.040 0.690 ± 0.710 1.197 ± 0.131 0.861 ± 0.576 0.990 ± 0.062

3 1.653 ± 0.800 1.604 ± 0.050 0.661 ± 0.678 1.202 ± 0.281 0.738 ± 0.474 1.028 ± 0.056

Michejev [32] IRT
1 1.505 ± 0.370 1.577 ± 0.055 0.820 ± 0.815 2.739 ± 0.447 1.230 ± 0.574 1.044 ± 0.080

2 1.436 ± 0.314 1.535 ± 0.037 0.690 ± 0.710 1.201 ± 0.131 0.861 ± 0.564 1.056 ± 0.062

3 1.572 ± 0.769 1.523 ± 0.048 0.662 ± 0.679 1.203 ± 0.281 0.743 ± 0.468 1.077 ± 0.056

King [33] IRT
1 1.496 ± 0.366 1.569 ± 0.054 0.801 ± 0.813 2.557 ± 0.394 1.232 ± 0.573 1.049 ± 0.080

2 1.428 ± 0.311 1.526 ± 0.037 0.678 ± 0.706 1.112 ± 0.136 0.862 ± 0.563 1.062 ± 0.062

3 1.563 ± 0.764 1.513 ± 0.048 0.652 ± 0.675 1.175 ± 0.264 0.744 ± 0.468 1.082 ± 0.056

Nusselt [34] IRT
1 1.693 ± 0.436 1.757 ± 0.068 0.818 ± 0.814 2.714 ± 0.445 1.193 ± 0.612 0.937 ± 0.075

2 1.611 ± 0.369 1.724 ± 0.045 0.689 ± 0.709 1.185 ± 0.131 0.857 ± 0.592 0.912 ± 0.063

3 1.765 ± 0.861 1.717 ± 0.054 0.661 ± 0.678 1.194 ± 0.279 0.732 ± 0.490 0.968 ± 0.057



Buildings 2019, 9, 132 19 of 23

Table 6. Cont.

Wall 1 Wall 2 Wall 3

Authors Method
Period Uavg ± σ95% Udyn ± I95% Uavg ± σ95% Udyn ± I95% Uavg ± σ95% Udyn ± I95%

days W/(m2 K) W/(m2 K) W/(m2 K) W/(m2 K) W/(m2 K) W/(m2 K)

Heilman [35] IRT
1 1.508 ± 0.363 1.583 ± 0.053 0.796 ± 0.808 2.470 ± 0.385 1.230 ± 0.578 1.038 ± 0.078

2 1.440 ± 0.309 1.539 ± 0.037 0.674 ± 0.702 1.064 ± 0.140 0.863 ± 0.567 1.047 ± 0.062

3 1.575 ± 0.762 1.525 ± 0.047 0.650 ± 0.672 1.147 ± 0.258 0.744 ± 0.470 1.071 ± 0.055

Wilkers et al.
[36] IRT

1 1.728 ± 0.427 1.799 ± 0.066 0.824 ± 0.819 2.774 ± 0.460 1.193 ± 0.629 0.903 ± 0.071

2 1.647 ± 0.363 1.762 ± 0.044 0.693 ± 0.713 1.217 ± 0.130 0.866 ± 0.606 0.861 ± 0.062

3 1.800 ± 0.857 1.752 ± 0.053 0.664 ± 0.681 1.207 ± 0.285 0.737 ± 0.505 0.928 ± 0.057

ASHRAE [37] IRT
1 1.451 ± 0.348 1.527 ± 0.050 0.825 ± 0.820 2.791 ± 0.464 1.241 ± 0.569 1.073 ± 0.081

2 1.386 ± 0.296 1.482 ± 0.035 0.694 ± 0.714 1.225 ± 0.130 0.864 ± 0.560 1.093 ± 0.062

3 1.518 ± 0.740 1.467 ± 0.046 0.664 ± 0.682 1.210 ± 0.287 0.748 ± 0.466 1.104 ± 0.056

Bejan [38] and
Chu [39] IRT

1 1.420 ± 0.339 1.497 ± 0.049 0.822 ± 0.817 2.761 ± 0.456 1.244 ± 0.567 1.082 ± 0.082

2 1.357 ± 0.289 1.450 ± 0.034 0.692 ± 0.712 1.210 ± 0.130 0.865 ± 0.558 1.105 ± 0.062

3 1.486 ± 0.727 1.435 ± 0.045 0.663 ± 0.680 1.204 ± 0.284 0.750 ± 0.465 1.113 ± 0.056

Almadari and
Hammond [40] IRT

1 1.707 ± 0.394 1.770 ± 0.060 0.840 ± 0.817 2.886 ± 0.513 1.239 ± 0.571 1.065 ± 0.081

2 1.635 ± 0.334 1.737 ± 0.040 0.703 ± 0.714 1.265 ± 0.127 0.864 ± 0.561 1.083 ± 0.062

3 1.775 ± 0.788 1.726 ± 0.049 0.672 ± 0.686 1.208 ± 0.299 0.747 ± 0.467 1.097 ± 0.056

Theoretical IRT
1 1.422 ± 0.313 1.512 ± 0.043 0.820 ± 0.815 2.743 ± 0.447 1.283 ± 0.559 1.160 ± 0.087

2 1.363 ± 0.270 1.456 ± 0.031 0.690 ± 0.710 1.203 ± 0.130 0.880 ± 0.545 1.202 ± 0.062

3 1.487 ± 0.700 1.435 ± 0.043 0.662 ± 0.679 1.204 ± 0.282 0.769 ± 0.460 1.184 ± 0.056

Table 7. Comparison of the approximated U-value for different convection coefficients.

Days
AVGM DYNM

UIRT,min UIRT,max ∆U UIRT,min UIRT,max ∆U

W/(m2 K) W/(m2 K) % W/(m2 K) W/(m2 K) %

W
al

l1

1 1.42 2.095 32.22% 1.497 2.172 31.08%

2 1.357 1.991 31.84% 1.45 2.123 31.70%

3 1.486 2.159 31.17% 1.435 2.134 32.76%

W
al

l2

1 0.675 0.84 19.64% 2.153 2.886 25.40%

2 0.599 0.703 14.79% 1.064 1.265 15.89%

3 0.623 0.672 7.29% 1.147 1.21 5.21%

W
al

l3

1 1.193 1.447 17.55% 0.903 1.16 22.16%

2 0.857 0.998 14.13% 0.861 1.202 28.37%

3 0.732 0.877 16.53% 0.928 1.186 21.75%

∆U =
(
UIRT,max −UIRT,min

)
/UIRT,max

For Wall 1, the U-value approximated using the IRT is closer to the designed value—the maximum
error was around 19% if the measurement period was equal to three days and if the theoretical
convective heat transfer coefficient was used. On the other hand, if Wilkers et al. [36] empirical formula
was used for determining the convective heat transfer coefficient, then the difference between the
design and the dynamic U-value was only 0.11%.

Furthermore, if the measurement period was one or two days, the DYNM gave similar results
compared to the results acquired for three days measurement period. The best values are acquired for
Nusselt [34] empirical formula for the convective heat transfer coefficient (Table 1). The difference was
0.41%–5.37% irrespective of the method used for calculating the convective heat transfer coefficient.
The U-value approximated using the HFM differed from the designed value by 22% to 30% if the
measurement period was equal to three days (for both the AVGM and the DYNM). It can be observed in
Figure 10 that the DYNM was more stable than the AVGM for any measurement period—the difference
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between the U-value calculated after one and two days was less than 2% of the U-value approximated
after three days. If the AVGM was used, the maximal difference was around 7%.Buildings 2018, 8, x FOR PEER REVIEW  21 of 25 
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Figure 10. Relative errors between the approximated U-values (between methods and between days).

For Wall 2 and Wall 3, both the DYNM and the AVGM gave similar absolute differences between
the U-value approximated using the IRT and the designed U-values. For Wall 2, the DYNM gave
a 30% higher U-value compared to the designed value, while the AVGM gave 30% smaller U-values.
Results were similar with Wall 3, where the difference is ±20%. The approximated U-values for both
the IRT and the HFM are shown in Table 6. If Wilkers et al. [36] empirical formula was used for the
determination of the convective heat transfer coefficient, then the difference between the designed and
dynamic U-value was 26.01% for Wall 2 and only 1.95% for Wall 3.

If the measurement period was one or two days, the DYNM gave similar results compared to
those acquired for three days measurement period for Wall 3, where that difference was approximately
0.34%–7.19% (Figure 10). For Wall 2 that was true for two-days measurement period where the
difference was approximately 0.16%–7.19% (Figure 10), and for one day measurement period the
difference was 120% (Figure 10) which might have been caused by direct solar radiation on the
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thermocouples and indirect radiation reflected from the windows that were overheated by sunlight.
The effect of solar radiation is seen in Figure 9b,c.

The difference between the U-values calculated using the AVGM and the DYNM differs significantly.
That difference was approximately 80% for Wall 2 and 25%–50% for Wall 3. Since boundary conditions
were not stable during the measurement period (Figure 9b,c), it can be concluded that results obtained
by the AVGM are not satisfactory which can also be seen from the standard deviation of the AVGM
shown in Table 6. It can also be observed, just like in the case of Wall 1, that the DYNM was more
stable than the AVGM.

The difference between the U-values approximated using the IRT and calculated from the HFM
measurements was approximately 4.25%–7.81% for Wall 2 for the AVGM after the measurement
period of three days, and 0.80%–3.81% for the DYNM for the same measurement period. For Wall 3,
that difference was more significant—12.33%–16.48% for the AVGM and 0.11%–21.76% for the DYNM.

The difference between the U-value approximated after the three-day measurement period,
between Wall 2 and Wall 3, which have the same composition, varied from 28.43% to 46.02% for the
IRT and the AVGM of analysis, and for the DYNM, the difference varied from 1.99% to 23.60%. For the
HFM, the difference is approximately 17.21% for the AVGM and 1.68% for the DYNM.

6. Conclusions and Further Research

This paper shows that there is potential for using the IRT for calculating the U-value in real
environmental conditions in-situ.

The surface examined in this paper is not isothermal, and the paper shows that by using the IRT it
is possible to approximate the U-value with a high level of accuracy compared to traditional methods
(i.e., HFM). The differences between the U-values approximated using the IRT, and the designed
U-values are between 0%–19% for Wall 1, ±30% for Wall 2, and ±20% for Wall 3, irrespective of the
method used to calculate the convective heat transfer coefficient.

It is shown that for all three Walls, the approximated function of the heat flux acquired by the
IRT is similar to the function acquired by the HFM, thus confirming the feasibility of using the IRT.
For Wall 1, the approximated function is translated from the measured heat flux function because of
the significant impact of air blowing through the window gaps. The heat convection over the surface
of Wall 1 is not natural, but it is forced by air blowing through the gaps.

Furthermore, it was shown that the DYNM, in combination with the IRT, could be used for
relatively faster and accurate in-situ U-value approximation. This paper shows the potential for the
reduction of the time needed for the measurement without losing the accuracy of the results. It is
shown that with the use of the IRT and the dynamic analysis method, the duration of the measurement
could be reduced by 30%, or even by 60%, compared to the length of the measurement when using the
HFM and the AVGM. The IRT also has the advantage of detecting the surface heat changes during
time, which can be useful for minimizing the thermal bridging effects and detecting air movement
over the surfaces.

The differences between the U-values approximated using the IRT and the HFM are approximately
4.25%–16.48% for the AVGM, and 0.11%–21.76% for the DYNM.

Furthermore, if the measurement period is reduced, then the differences between the U-values
calculated after one or two days, for Wall 1 and Wall 3, are around 5%–20% of the U-value calculated
after three days and if the AVGM is used. If the DYNM is used, then that difference is approximately
0.34%–7.19%. For Wall 2, that difference is highly affected by overheating due to the sunlight.
Thermocouples are overheated by both direct solar radiation and indirect radiation reflected from the
windows. If the measurement period is reduced, then the differences between the U-values calculated
after one or two days are approximately 15%–70% for the AVGM and 0.16%–120% for the DYNM.

Determination of the U-value by infrared thermography is still under development. To improve
the given model, both the HFM and the IRT should be simultaneously used so the surface heat
transfer coefficients can be determined and correlated for future references. These measurements
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will give further insight into why these differences occur and which method is better and under
which conditions.
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