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Abstract: This article presents our findings from a three-stage research project, which consists of
the identification, development, and evaluation of a defect management Augmented Reality (AR)
prototype that incorporates Building Information Modelling (BIM) technologies. Within the first
stage, we conducted a workshop with four construction-industry representatives to capture their
opinions and perceptions of the potentials and barriers associated with the integration of BIM and AR
in the construction industry. The workshop findings led us to the second stage, which consisted of the
development of an on-site BIM-based AR defect management (BIM-ARDM) system for construction
inspections. Finally, a study was conducted to evaluate BIM-ARDM in comparison to the current
paper-based defect management inspection approach employed on construction sites. The findings
from the study revealed BIM-ARDM significantly outperformed current approaches in terms of
usability, workload, performance, completion time, identifying defects, locating building elements,
and assisting the user with the inspection task.

Keywords: Augmented Reality; mixed reality; Building Information Modelling; defect management;
construction inspection; quality assurance; immersive visualisation

1. Introduction

Within the last decade, Building Information Modelling (BIM) has received increased
attention from the academic community with a trend towards integrating BIM within the
architectural design process (Figure 1). BIM improves the quality of the documentation
produced, enabling the BIM model to be leveraged throughout the construction-project
life-cycle. Due to the comprehensive data provided by BIM models, advanced visualisation
tools such as Augmented Reality (AR) and Virtual Reality (VR) have been recognized as
effective media to visualise and interact with BIM data. AR is defined as a tool that combines
the real and virtual worlds by superimposing virtual content onto the physical world.
Using this concept, researchers have explored the integration of AR with BIM models in the
construction-project life-cycle. Some common examples include Safety and Training [1,2],
Risk Management [3,4], Architectural Design [5–7], Facilities Management [8,9], Education
and Learning [10,11], and Building Performance Simulation [12,13].

In this article, we present our findings from a three-stage research project consisting of
the identification, development, and evaluation of a BIM-based AR defect management
(BIM-ARDM) system for conducting on-site construction inspections. In the first stage, we
identified and examined the current uses, barriers, and potential uses for the integration
of immersive AR and BIM within the Architecture, Engineering, and Construction (AEC)
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industries. This was achieved by conducting a workshop consisting of focus-group inter-
views with four construction-industry representatives, each with varying roles and levels
of experience working in the construction industry.

Figure 1. The growth of BIM and BIM + AR based on the yearly Google Scholar article mentions
(patents and citations excluded). The following query terms were used: BIM—(“Building Information
Modeling” OR "Building Information Modelling”), BIM + AR—(“Building Information Modeling”
OR “Building Information Modelling”), AND (“Augmented Reality” OR “AR” OR “Mixed Reality”).

The findings from this workshop led us to the second stage, which consisted of
the development of an on-site defect management BIM-ARDM prototype. The technical
implementation was designed to address the concerns and potential features highlighted
by the industry representatives during the focus-group interviews. In the subsequent third
stage, we conducted a pilot study with 11 participants to evaluate the experimental BIM-
ARDM system by comparing it to the current defect management techniques employed in
the construction industry.

Currently, digital technologies have not been adequately adopted in the construction
industry, and their potential is yet to be fully exploited. Current construction processes such
as conducting defect management inspections on buildings remain relatively traditional
and primarily consist of extracting analogue drawings and building information data
from BIM models and printing them as paper-based documents to use during the on-site
construction inspection. Due to the level of detail required for construction personnel to
sufficiently conduct defect management inspections, a significant amount of paper-based
documents are generally required on-site. Whilst conducting the inspection, analogue
drawings of the architectural model are used as a reference by the inspector to compare
how elements, such as a light switch or door, compare to the architectural plans.

Identifying construction defects from printed drawings can be challenging and re-
quires extensive training to precisely read the 2D drawings and understand their spatial
location in the physical space. During the inspection, building-defect data are managed
by writing inspections notes onto a paper-based or digital checklist. Due to the conven-
tional approach for conducting on-site inspections involving a highly manual component,
this process could potentially lead to errors, mistakes, or loss of data occurring before,
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during, and after the inspection takes place. Additionally, the conventional method for
defect management inspections requires a significant amount of time allocated to set up the
inspection and summarize post-inspection data. This was demonstrated in a recent study
by Ma et al. [14] that illustrated the inspection process using conventional approaches that
required almost double the time to plan the inspection (40 min), summarize results (50 min),
and communicate (20 min) in comparison to performing the actual construction-site defect
management inspection (60 min).

To improve productivity, and minimise unnecessary delays and reworks caused
by misinterpretation of plans, and drawings and imprecise information transfer from
three-dimensional to two-dimensional environments, an improved information-exchange
medium is required.

We believe a more effective approach could be achieved by leveraging the visualisation
capabilities of AR to directly link the BIM model with the physical construction site allowing
the BIM model location and specification data to be shown in-situ to enhance a construction
personnel’s spatial awareness and understanding of the architectural design. This process
also enables inspection data to be digitally recorded during the inspection and linked
directly back to the BIM model, which we believe can further mitigate data loss, mistakes,
and discrepancies that could potentially occur by having workers manually inputting data
from paper-based documents into digital systems.

The specific contributions of this study are:

1. Identification and categorization of current uses, potentials uses, and barriers for BIM
and AR integration within the construction industry.

2. An improved AR system for identifying construction defects during an on-site con-
struction inspection.

3. A set of novel AR visualisations, and features to improve defect management inspec-
tion performance.

4. A Revit plugin to autonomously link data recorded during the construction inspection
back to the original BIM model.

5. Data analysis software to evaluate and assess construction inspection performance through
eye-tracking, and head-tracking data linked to a four-dimensional visualisation.

In the remainder of this article, we explore and summarize the findings from previ-
ous works that have integrated AR technologies and BIM to conduct on-site construction
inspections. We also identify and discuss the current technological challenges associated
with the integration of AR and BIM within the AEC industries. We present our interview
results from a workshop highlighting the current uses, potential uses, and barriers asso-
ciated with integrating BIM and AR within the construction industry. Next, we present
a summary of an experimental BIM-ARDM system that details the implementation and
design decisions involved in the development of the software. We then present our findings
from a pilot study of the proposed BIM-ARDM which demonstrates significant results
for the usability, workload, performance, completion time, locating building elements,
identifying defects, and preferences in comparison to a traditional paper-based approach.
We conclude the study with a discussion of the limitations of our BIM-ARDM prototype
and some final remarks.

2. Background

In this section, we explore and summarize the implementations and findings from
previous works that explore the usage of AR and BIM to conduct on-site construction
inspections. Subsequently, we identify and discuss two common technological and software
limitations that inhibit the current optimum usage of AR within the AEC industries.

2.1. AR Supporting BIM for Construction Inspections

Shin and Dunston [15] stated two issues needed to be addressed before AR technology
could become prevalent in the AEC industries: limitations of AR technology (e.g., tracking)
and identifying applicable areas within the construction industry that AR could be used for.
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The researchers identified eight tasks where AR could benefit the construction industry:
layout, excavation, positioning, inspection, coordination, supervision, commenting, and
strategising. The following year Shin and Dunston [16] presented ARCam: an AR-based
prototype aimed at improving the performance of steel-column inspections. The hardware
consisted of a mounted stationary video camera attached to a HiBall-3100 tracking system.
Inspectors observed virtual content superimposed onto the physical steel columns through
a traditional touch-screen display. A study with sixteen graduate civil engineering students
was conducted to compare ARCam with conventional methods for steel-column inspections.
The findings demonstrated that ARCam required less task load based on the NASA-Task-
Load-Index results [17] and was a more intuitive mode of operation for conducting the
inspection task. However, conventional methods outperformed ARCam in regards to
inspection precision and performance. The authors concluded the graphical appearance of
the virtual model, tracking, and calibration set up all required improvements to improve
the feasibility of ARCam.

In recent years, researchers have utilized more modern immersive AR displays for
construction-based inspections. Portalés et al. [18] developed an AR tablet-based on-
site inspection tool that incorporated visualisations to superimpose virtual content onto
prefabricated buildings. Similarly, García-Pereira et al. [19] presented an annotation-
based tablet AR inspection tool for prefabricated buildings. The system consisted of a
visualisation that allowed inspectors to change the transparency of the virtual building
model by manipulating the value of a virtual slider. Various types of annotations were also
incorporated into the system including text-based annotations, photographic annotations,
and 2D-drawing annotations. A study with 11 participants that had previous experience in
construction-based inspections was conducted to test the various functions in the system.
Participants were tasked to calibrate the virtual model, change the transparency of the
virtual model, revisit a pre-existing annotation, make two new annotations, revisit one
of their own annotations, and delete an annotation. The results from the study showed
that the usability of the system received an 81.36 (excellent) ranking based on the System
Usability Scale (SUS) [20]. A Likert-based ranking (1 strongly disagree to 5 strongly agree)
revealed participants believed the presented system could reduce the inspection time
(mean = 4.18), improve documentation during the inspection process (mean = 4.09), be
suitable for real work environments (mean = 4.45), and be valuable for documenting the
geometry of elements during inspections (mean = 4.73).

Feng et al. [21] used the HoloLens to develop an AR-based inspection tool that
superimposed BIM models onto a physical construction site. The researchers utilized
an AR-based interface allowing inspectors to check off construction elements within a
virtual holographic checklist. Park et al. [22] proposed a conceptual proactive construction
defect management framework that integrated BIM, AR, and data-collection methods to
improve upon the conventional manual construction-inspection processes. The proposed
framework presents a solution to address each of the three stages required in a typical
knowledge-management process: 1. capture, 2. retrieval, and 3. reuse. The presented
solutions consisted of (1) a proposed data-collection template to improve the quality of
data captured during the inspection, (2) a defect domain ontology for improved retrieval
and access of defect data, and (3) an AR-based system that incorporates image-matching
techniques to overcome the conventional manual construction-inspection practices. The
following year Kwon and Park et al. [23] presented two AR-based prototypes to conduct
defect management inspections both remotely and on-site. The remote system consisted
of having an on-site worker take a picture of the physical element, which is relayed
into a server. The 2D image is then run through an image-matching system to identify
the corresponding virtual element to compare the differences between the physical and
virtual elements. The on-site defect management system consisted of a mobile-based AR
application that superimposed virtual building models onto the physical building using
a marker-based tracking technique. Zhou et al. [24] developed an AR system to inspect
segment displacement during tunnel construction. Th eresults from a case study comparing
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the proposed AR system to conventional methods demonstrated that the AR system can
reduce the total duration of the inspection. Furthermore, participants claimed the AR
system was more intuitive and overall a more-effective approach to diagnose segment
displacement in comparison to conventional methods. Other works have proposed the
usage of an IFC-based framework to improve the interoperability of equipment used to
conduct self-inspections of buildings [25].

Other prototypes that do not directly support AR, but that demonstrated potential ben-
efits for construction inspections, were presented by Ma et al. [14]. The authors proposed
a non-immersive collaborative tablet-based quality-management inspection application
that integrated BIM models and indoor positioning. The system was tested by having a
construction manager conduct an on-site inspection using both the proposed tablet-based
system and a traditional paper-based system. The results revealed that the construction
manager spent approximately 30% more time using the proposed tablet-based system for
conducting the actual on-site inspection. However, taking into consideration other factors
associated with the entire inspection process (i.e., inspection-task planning, inspection
results summarizing, and communication), the researchers concluded the system could
save approximately 50% of the time for the entire inspection process. The results from
this test were shown to seven construction site engineers to gather qualitative feedback on
the system. The engineers stated the ability to avoid manually entering inspection data
from paper records into computers, maintain the latest inspection progress from the BIM
model, adhere to inspection standards, and improve stakeholder communication as the key
advantages of the proposed tablet system.

2.2. Current Challenges

Based on our previous literature review of AR supporting BIM for construction inspec-
tions and the results from our workshop, we identified two common technical limitations
that we believe require improvements before BIM-based AR technologies can be adopted
from research into the construction industry. Firstly, before developing a BIM-based AR tool,
a workflow is required to transfer the BIM model from a BIM-based CAD platform (e.g.,
Revit) into an AR-supported software development kit (SDK) or game engine (e.g., Unity
or Unreal) without loss of BIM metadata. Once this has been achieved, a tracking technique
is then required to superimpose the virtual BIM model onto the physical construction site
at a one-to-one mapping whilst the user navigates through the environment.

2.2.1. Integrating BIM Models from CAD Platforms to Game Engines and SDKs

The lack of interoperability to communicate BIM data across different platforms has
been one of the primary technical barriers associated with the development of BIM-based
AR/VR prototypes built off SDKs or game engines. Currently, the Industry Foundation
Class (IFC) remains the most widely adopted approach for transferring BIM models across
platforms. IFC is defined by BuildingSMART as a data model that “can define physical
components of buildings, manufactured products, mechanical/electrical systems, structural
analysis models, energy analysis models, cost breakdowns, work schedules, and more” [26].
This process allows partial metadata associated with the BIM model to be saved within a
single file format, which can be exported and imported across BIM-based CAD platforms
that provide native IFC support. However, game engines, such as Unity, do not provide
native support for IFCs, and third-party libraries [27–29] have been released to parse and
import IFC models into game engines. The primary limitation associated with IFC is that
only specific metadata associated with the BIM model are maintained that can result in a
significant loss of BIM metadata when exporting from the native CAD format (e.g., rvt file
format) to IFC.

However, recently, the Unity Development team released Unity Reflect: A software
package that creates a natural uni-directional linkage between a CAD platform (Revit)
and the Unity game engine (https://unity.com/products/unity-reflect, accessed on 20

https://unity.com/products/unity-reflect
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December 2021). Although, future work is still required to achieve a natural bi-directional
exchange of BIM data between CAD platforms and game engines.

2.2.2. Tracking and Registration

The tracking accuracy associated with the alignment of virtual holographic models
onto the physical world remains one of the prominent ongoing research fields within the AR
research community. Typically, AR tracking techniques [30] are camera-based, and they are
defined through two categorizations: marker-based [31] and marker-less tracking [32,33].
Marker-based tracking methods rely on tracking the position of physical markers (e.g., Vu-
foria [34] frame targets, image targets, QR codes, or ARToolKit markers [35]) to achieve an
alignment between the virtual world and the real world. Although marker-based tracking
techniques yield a more-precise tracking accuracy than marker-less techniques, specific
limitations associated with marker-based techniques make it difficult to employ within a
real-world construction site. Firstly, the most obvious limitation is that physical markers are
required for the tracking to be achieved. As a result, various physical markers would be
needed to be set up on the physical construction site, which would be tedious. Furthermore,
the placement of these physical markers would have to match the exact position of corre-
sponding virtual markers on the BIM model at a one-to-one mapping. This means a point
cloud or spatial map of the construction site would be required as a reference to ensure the
virtual building model is precisely placed at the corresponding position of the real-world
construction site.

Alternatively, marker-less tracking techniques rely strictly on the depth sensors and
cameras built into the AR hardware to simultaneously map and localize the virtual world
in real time. Although currently tracking performance is sacrificed when using marker-less
tracking techniques, as AR hardware and tracking algorithms continue to advance, marker-
less tracking techniques for on-site construction inspections will become more feasible.
Research by Kopsida and Brilakis [36] explored three AR tracking techniques that would
be suitable for on-site construction inspections: model-based, marker-less using monocular
SLAM, and marker-less using Red-Green-Blue—Depth (RGB-D) devices. The researchers
concluded that using the built-in RGB-D depth-sensors of devices such as the Microsoft
Kinect and Google Project Tango was the most feasible out of the three marker-less tracking
solutions for on-site construction-inspection accuracy. Recent works by Hübner et al. [37]
have further validated this claim by demonstrating the accuracy of RGB-D sensors built into
the Microsoft Hololens 1 Head-Mounted Display (HMD), which were capable of tracking
within a two-centimetre accuracy in indoor environments.

3. Workshop

A workshop was conducted to facilitate focus-group interviews with four construction-
industry representatives in attendance, each with different roles and levels of experience
working within the construction industries. All participants were active professionals with
multiple years of prior experience working in the construction industry. Each participant
was selected from different construction companies to represent a range of practices in
the construction sector including sole trader, small to medium enterprises, and larger
practices. The specific roles and expertise of each participant are displayed in Table 1.
Due to the data collected in the focus-group interviews being entirely qualitative, with
the workshop process involving demonstrations and open discussions, the number of
participants selected to take part in the workshop was purposefully kept to a smaller
scale. The primary goal of this workshop was to capture the participants’ opinions and
perceptions regarding the potentials and barriers associated with the integration of BIM
and AR within the construction industry. Specifically, the workshop explored the following
research questions:

1. What is the current adoption related to the integration of BIM and AR within the
construction industry?
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2. What are the barriers associated with integrating BIM and AR within the construc-
tion industry?

3. What potential scenarios across the entire construction-project life-cycle could BIM
and AR be integrated for?

Table 1. This table shows the experience and roles of the workshop participants.

Participant Role Construction-Industry Experience

(1) General Builder and Director 33 Years

(2) BIM Manager 33 Years

(3) BIM Manager 10 Years

(4) Project Administrator 4 Years

3.1. Procedure

The workshop process consisted of presentations, interactive demonstrations, focus-
group interviews, and discussions. The presentations and demonstrations were conducted
prior to the interviews and discussions to familiarise participants with AR and VR tech-
nologies and to showcase some of the potential scenarios the technology could be applied
to within the construction industry. The VR demonstration consisted of a first-person
walk-through visualisation of a virtual BIM model. Participants were able to interact with
virtual elements within the building to display the BIM metadata properties associated with
each element (e.g., manufacturer, cost, material, name, etc.). The AR demonstration utilized
the see-through mixed reality HMD Microsoft Hololens 1, which allowed participants to
visualise a virtual scaled-down BIM model. Participants were able to rescale the BIM model
using the "air tap gesture" through a two-dimensional UI attached to the model. Partic-
ipants were also able to interact with the BIM model by enabling and disabling specific
components and rooms within the building by toggling components on and off in the UI.

Focus-group interviews were the main instrument used to collect data during the work-
shop. The data collected from this workshop were analysed using a content analysis [38]
approach. This process enabled us to make replicable and valid inferences from texts to
the contexts of their use. A three-step methodology was employed to analyse the collected
data. Firstly, data were converted from an audio recording to a transcript and were or-
ganised based on time stamps. Next, the data were coded by segmenting sentences or
paragraphs into categories and labelling those categories with a term associated with the
actual language of the participants. This included finding frequencies of occurring ideas
(or events) in the data relevant to the research questions. Subsequently, three key themes
were identified from the analysis: current uses of using BIM and AR, barriers of using BIM
and AR, and scenarios and future directions for using BIM and AR.

3.2. Current Uses of BIM and AR

Despite all workshop participants having limited prior experience using AR technolo-
gies, all participants had a sufficient understanding of AR. All participants stated that the
technology had not been incorporated within any of their current or previous companies.
However, multiple participants stated their companies were actively utilizing VR as a
walk-through visualisation tool within the design phase of their projects to “bring clients in
and do a bit of a walk-through”.

Although participants stated there are limited current uses of AR within the construc-
tion industry, Figure 1 demonstrates that a comprehensive amount of research has previously
been conducted on the integration of AR and BIM technologies and is continually rising each
year. Furthermore, the literature has also demonstrated that a significant amount of research
has been conducted on the integration of AR across a range of AEC disciplines [39–41]. Due
to the substantial amount of AR research conducted in AEC, and the limited adoption
of AR within the AEC sectors, it is evident that a clear gap exists between the research
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and industry. The broader impact of AR on AEC projects is not well understood. Further
discussions with AEC experts to understand the current barriers surrounding BIM and AR,
and to identify applicable areas for the integration of AR and BIM in the AEC industries,
are required to bridge the gap between the research and practice.

3.3. Current Barriers Surrounding BIM and AR

Before AR technology can be applied to the construction industry, it is necessary
to identify the current barriers inhibiting the optimum usage of AR in construction. In
this section, we explore non-technical aspects from the perspective of experts within the
construction industry that need to be overcome before AR and BIM can become prevalent
within the construction industry. The specific barriers identified by participants that we
discuss include (1) maturity and reliability, (2) accessibility, (3) standards and data exchange,
and (4) stakeholder perception and organisational culture.

3.3.1. Maturity and Reliability

Participants described the lack of maturity and reliability associated with current AR
technologies as one of the leading factors for why their companies had yet to adopt AR
technologies. One participant stated that “we still don’t see huge benefits in jumping into
AR at the moment until the technology matures a little bit more”. We believe that the acces-
sibility and tracking limitations associated with AR technologies are factors that directly
correlate with the advancement of the maturity and reliability of future AR technologies.

3.3.2. Accessibility and Cost

Due to the pricing and limited AR devices available, it is difficult and expensive to
acquire a high-end AR display. Currently, the Hololens II is marketed at USD 3500 (https:
//www.microsoft.com/en-us/hololens/buy, accessed on 20 December 2021) (Table 2),
and due to the cost of hardware and resources, prices of high-end AR HMDs will likely
remain expensive in the future. As a result, accessibility of the technology was stated by
the participants as a major barrier for the adoption of AR within the construction industry.
One participant suggested using a tablet or smartphone as the primary display to make AR
more accessible: “so you are not carrying a whole bunch of devices. That is where I sort of
see an easy way of marketing (AR)”.

Table 2. This table shows the modern AR HMDs commercialized over the last decade and the retail
prices associated with the devices. († Discontinued, ‡ planned, and § rumoured).

AR Headset Year Price (USD)

Meta 1 † 2014 750

Meta 2 † 2016 494

HoloLens 1 † 2016 3000

Magic Leap 1 † 2018 2295

HoloLens 2 2019 3500

Magic Leap 2 ‡ 2021 2295

Apple AR Headset § 2022 3000

Participants stated that the costs associated with designing and maintaining BIM
models was another hurdle as to why BIM has not become fully adopted within construction
companies. Participants pointed out that this issue is especially prevalent for smaller
projects with a lower budget; one participant stated: “You’ve got to sort of work out
something to try and bring smaller projects into using it”.

https://www.microsoft.com/en-us/hololens/buy
https://www.microsoft.com/en-us/hololens/buy
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3.3.3. Standards and Data Exchange

Interoperability and lack of support provided to exchange BIM data across different
platforms is another key barrier associated with the adoption of BIM and AR technologies.
One participant stated, “the models coming through are actually being dumbed down
and all the data is stripped out of them”. Although IFC was introduced as a standardized
data model to exchange BIM data across platforms, only a limited portion of meta-data
associated with the BIM are maintained when exporting to IFC. The participant further
commented: “We have seen an increase in people sharing models in IFC rather than native
Revit or Techno or whatever else. That’s great as you get some geometry with it, but you’ve
lost a whole heap of data”.

Finally, the other challenges are related to the highly fragmented and inconsistent
capabilities across hardware platforms and operating systems. There is an imbalance in
the projects within the construction industry itself with architects, services, and structural
industries still using basic CAD and 2D media. The level of inconsistencies in the platforms
used by different industries including architects, consultants, and construction professionals
affect the level of accuracy through the supply chain. One participant stated, “we’re getting
jobs where we still get CAD and 2D drawings”.

3.3.4. Stakeholder Perception and Organisational Culture

Stakeholder perception and organisational culture also pose challenges for the integra-
tion of AR and BIM technologies within the construction industry. This was highlighted by
a participant who claimed “the major holdup to the advancement and development (of AR
in construction) is not the technology, it is actually the people and processes”. Most of the
construction industry is still very traditional and is quite reluctant to adopt new technology,
especially related to the usage of BIM and AR. One participant stated “there are negative
perceptions created when using new technology,” and “people really have to build the
confidence before they take the next step”.

One participant also commented on the architectural designers’ reluctance to design
and develop BIM models: “The payoff for (BIM) is for the person in front. This means
the driver either has to be the end user clients that are going to see a potential payoff if
the entire tool chain is using BIM to its full extent”. As a solution to the aforementioned
issue, one participant commented: “I think the only way to push the clientele to drive BIM
through the process is to make it an industry standard”.

3.4. Potential and Future Directions for Using BIM and AR

AR systems provide fast and easy access to information through a three-dimensional
medium that creates huge opportunities and potential for the adoption of AR in a range
of construction disciplines. Some of the potential uses of AR in construction mentioned
by participants were as follows: (1) quality assurance and defect management inspections,
(2) safety inductions and training, (3) risk management, (4) facilities management, and (5)
building performance simulation.

3.4.1. Quality Assurance and Defect Management Inspections

Using AR to conduct quality assurance or defect management inspections was one
particular area of interest mentioned by multiple participants throughout the workshop.
Some of the comments from the participants included the following: (1) “I see (AR) as
particularly valuable at this stage in terms of reviewing things before you install ceilings
before you clad walls or things where you actually should be doing your QA checks”; (2) ”If
you have an AR environment (where) you can go into the room so you don’t necessarily
need 100% accuracy of measurement, you are not actually constructing but you just have to
do a building review—’Are all the elements that should be in this room actually installed?
Can I sign off’?”; and (3) “Just doing QA work is a really good use (for AR) and there is no
reason why you can’t do that right now”.
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3.4.2. Safety Inductions and Training

Participants also described the possibilities of using AR to train construction workers
on the safety implications associated with the construction site: “the only (way) we would
potentially use (AR) is probably safety and design upfront. Walking around (a BIM) and as
you’re going through the safety and design review phase looking at certain areas that you
potentially might have some concerns”. The benefit of using AR for safety and training is
that users can simulate, share, and exchange valuable information without any physical
medium. A participant further stated “I think one of the uses for (AR) is safety induction
because you want to familiarise some person with the safety of the site, the egress paths,
where areas are restricted. There’s no reason why all that information can’t be contained
within a model which then could be used in a training environment to familiarise someone
with the building very quickly”. One participant also stated the following negative aspect
of using AR for safety and training: “I think it’s very difficult to replace a real-life situation
with a virtual situation, you might be able to visualise it but to get all other interaction that
you would have on a construction site, and all the other safety factors you got to be aware
of, I still think it is not quite there”.

3.4.3. Risk Management

Similarly, participants identified risk management as another area of interest for the
integration of AR and BIM. Participants described developing a potential AR application
which “provides live visualisation of a building along with the associated high-risk areas,
and exclusion zones, and the ability to manage risks and report them”. Linking geolocation
coordinates and the project schedule to the BIM could be further integrated to provide
four-dimensional visualisations of the BIM model [42].

3.4.4. Facilities Management

Facilities management was described by participants as “a major driver for AR, it
comes into great usage for AR”. The ability to use AR for see-through objects and to
visualise occluded elements was referenced many times throughout the workshop as a
potentially valuable use of the technology. One participant described the following scenario:
“if you can walk into a building and look up at the ceiling and you know what’s above
it, you can point at the ceiling and go: where is the air-conditioning unit for this room?”
Previous research such as ARWindow has demonstrated an optimistic outlook to adopt AR
technologies within facilities management (FM) from the perspective of industrial facility
managers [43].

3.4.5. Building Performance Simulation and Visualisation

Using the immersive three-dimensional qualities of AR to simulate and assess the
performance of building design features was also described as one of the potential uses for
AR within the construction industry. One of the participants stated, “say acoustically you
have to meet certain acoustic requirements, if you could integrate something that spread
out certain sound levels in a room there definitely is a benefit”.

3.5. Potential Features

Throughout the workshop, participants highlighted several features when describing
their optimal AR applications for construction. Specifically, participants mentioned the
following: (1) visualisation and sequencing, (2) UI design and user-friendliness, and (3) ac-
cessibility as important features when developing an AR-based construction application.

3.5.1. Visualisation and Sequencing

Participants described the ability to visualise sequences and the ability to “pull apart
a model and put it back together” to develop a better understanding of “what you need
to go in first” as a potential feature for an AR system. Similarly, another participant
stated: “in terms of interaction, turning things on and off (in the BIM) so people can
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deconstruct and reconstruct the building as many times as they want until they get it
right and say OK this is the way I want to do it”. The ability to sequence components
is demonstrated in commercial AR-based construction applications such as Gamma AR
(https://gamma-ar.com/, accessed on 20 December 2021) and Trimble Connect (https:
//connect.trimble.com/, accessed on 20 December 2021). Colour-coding virtual building
elements, and visualising occluded elements, was also a feature demonstrated by BIM
Holoview (http://www.bimholoview.com/, accessed on 20 December 2021).

3.5.2. UI Design and User-Friendliness

The user-friendliness of the technology was a continuous theme throughout the work-
shop. Participants were asked to describe their optimal AR applications, and participants
responded that it “has to be really simple to use”, with an intuitive UI design. Furthermore,
it should be a “really easy process, so you can wander around a site, point an iPad in a
direction, and it knows exactly where they are and shows them what they should be seeing.
You actually take the human element out of it”.

3.5.3. Accessibility

Integrating AR with existing BIM-based CAD platforms can also make AR more
attractive and accessible to construction companies. One participant stated “you get
someone comfortable in one platform and then the next job they go to its working on a
different platform and what they are able to do one they are not able to do (in the other). It
just brings frustration for people”. However, due to the lack of development tools, support,
and flexibility provided by BIM-based CAD platforms, developers tend to utilize SDKs and
game engines such as Unreal (https://www.unrealengine.com/, accessed on 20 December
2021) or Unity (https://unity.com/, accessed on 20 December 2021) for AR software
development. Participants also discussed the potential of using AR to access everything
needed during a construction task within a single compact device. When referring to an
AR inspection application, one participant commented “if you’ve got everything in your
iPad you can then actually start using checklists and whatever else you need in one device
so you (don’t need to) carry a whole bunch of devices”.

3.6. Summary

A summary of the potential future applications proposed by the workshop respon-
dents is as below:

A1. Using AR technologies to conduct on-site quality assurance and defect management
inspections on a construction site.

A2. The ability to use AR technologies to visualise BIM models and go through the safety
and design review phase and identify which areas on the construction site may have
some potential safety concerns.

A3. An AR-based learning/educational/training risk-management application designed
to familiarise a person with the safety requirements and hazards associated with the
construction site.

A4. A facilities-management-focused AR application that allows facility managers to
visualise obstructed or invisible objects within a physical building.

A5. An AR-based building performance simulation and analysis tool that provides the user
feedback on whether a room in the building meets specific performance requirements
(e.g., acoustics).

Throughout the workshop, the participants also proposed several potential features
when describing their optimal AR applications. We categorized and summarized the poten-
tial features highlighted by workshop participants into four categorizations: visualisations,
interface, tracking, and data exchange.

Visualisations

F1. Using AR to visualise occluded objects (e.g., wiring, pipes) on a construction site.

https://gamma-ar.com/
https://connect.trimble.com/
https://connect.trimble.com/
http://www.bimholoview.com/
https://www.unrealengine.com/
https://unity.com/
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F2. Sequencing a BIM model into specific components to insert things, and having a UI
providing visual feedback on the insertion process.

F3. Representing data using three-dimensional visualisations as opposed to traditional
two-dimensional architectural analogue drawings.

F4. Design the AR application to be highly interactive. Users should have the ability to
visualise the building and turn specific components on and off.

Interface

F5. Ensuring the general user-friendliness of the AR application and UI is a priority. It
needs to be very simple and easy to use for a non-technical user.

F6. Having checklists and other documents required for a construction task to be all
accessible within a single device.

F7. An integration of the AR system with existing BIM platforms to improve accessibility.

Tracking

F8. An improved AR tracking system that is very simple to use and setup.
F9. Linking AR to digital point survey type accuracy for improved tracking.

Data Exchange

F10. A system or workflow capable of maintaining BIM data when exchanging BIM data
across platforms to avoid loss of data.

In the remainder of this article, we explore the implementation of A1. Using AR to
conduct on-site construction inspections from the above-listed potential applications. We
also present the implementation of several features integrated within the system highlighted
by participants from the list of potential features. Specifically, we address all the listed
potential features (F1–F9) in the BIM-ARDM system with the exception of F10 due to the
scope of the development.

The decision-making process, which led to the selection of an AR-based defect man-
agement application from the above list of potential applications identified by workshop
participants, was based on the following factors. Firstly, we narrowed down the primary
potential applications that received the most optimistic responses amongst the workshop
participants. We then consulted with AEC experts from both the research and industrial
sectors to discuss which of the potential applications AR could have the most significant
impact. Finally, a discussion amongst the researchers who have an extensive background
working with AR technologies determined that implementing an AR-based defect manage-
ment application would be feasible to develop as the first step for adopting the results of
the focus-group interviews to advance AR development and adoption in AEC.

4. BIM-ARDM System Development

Current industry approaches for identifying defects on a construction site are still
relatively manual and require construction inspectors to make estimations based on paper-
based, two-dimensional plans and analogue drawings. Higher-tier AEC firms have be-
gun integrating tablet-based application such as Aconex Field (https://help.aconex.com/
aconex/our-main-application/using-aconex/field, accessed on 20 December 2021) into
their project workflow. These applications are designed to improve the data-management
process by having inspectors input data directly into a UI containing digital checklists as
they conduct their inspections. Additionally, the quality of inspection data captured during
on-site inspections still requires inspectors to interpret two-dimensional plans and analogue
drawings to make estimations on whether elements were built correctly. Furthermore, these
tools only provide the capability of storing inspection data into independent databases and
information-management systems separate from the BIM model. As an alternative to the
conventional inspection systems, researchers have proposed the usage of AR technology to
superimpose the virtual BIM model onto the physical construction site. However, from
the previous work highlighted in Section 2.1, we identified the following drawbacks of
previous AR systems, which are specifically addressed in the BIM-ARDM system:

https://help.aconex.com/aconex/our-main-application/using-aconex/field
https://help.aconex.com/aconex/our-main-application/using-aconex/field
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1. All AR implementations that incorporated HMDs used a holographic interface to
input and record data (e.g., checklists). We describe in Section 4.2.1 why we believe
this design consideration would not be suitable on a real-world construction site.

2. No AR systems were proven to perform more effectively than conventional ap-
proaches for conducting on-site construction inspections.

3. Limited AR features and visualisations were integrated to support the inspector with
their on-site inspection performance.

4. No AR systems were tested on a real-world construction project.
5. No AR systems were capable of storing inspection data back to the original BIM

model.
6. No systems were capable of quantitatively assessing or evaluating the on-site inspection

performance.

Based on the aforementioned issues and potential features previously highlighted by
workshop participants in Section 3, we designed and developed an on-site BIM-ARDM
system for construction defect management inspections. The primary goal during the
development phase was to develop a prototype that improved upon the conventional paper-
based methods that utilizes two-dimensional plans and analogue drawings to conduct
defect management inspections. Our approach for achieving this was to leverage the
visualisation capabilities provided by AR technologies (Microsoft HoloLens 2) to visualise
the three-dimensional BIM model superimposed at a one-to-one mapping over the physical
construction site (Figure 2).

Our system also incorporates a handheld tablet-based interface that connects directly
to the HoloLens 2 through a customized TCP/IP network architecture allowing a two-
way transmission of data between the two devices. The handheld tablet-based application
contains a dynamically produced checklist providing inspectors with an interface to directly
input inspection data into.

In this section, we provide a complete overview of the BIM-ARDM prototype and
present the four major components involved in the development of the overall BIM-ARDM
system.

Figure 2. This figure shows a third-person perspective of the BIM-ARDM system. The BIM model is
superimposed over the physical site at a one-to-one mapping. A colour-coded visualisation represents
correct (green), minor (yellow), and major (red) defects.

4.1. Implementation

The BIM-ARDM system was developed to run off a specific set of hardware and
software components. For the hardware, the see-through AR head-mounted display
Microsoft HoloLens 2 was used to show the virtual BIM model on the physical construction
site. Additionally, a Samsung Galaxy S6 Lite tablet was used in-synch with the HoloLens
2 to provide inspectors with a tablet-based UI to input inspection data and control the
various visualisations and features integrated within the BIM-ARDM system.

In terms of the software, all software components in the BIM-ARDM system were
developed entirely in the C# programming language. The AR and playback analysis applica-
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tions were built with the Unity 3D Game Engine. The Revit Plugin was developed with the
Revit API. The Unity libraries we used to develop the AR application consisted of the Mixed-
Reality Toolkit (MRTK) (github.com/Microsoft/MixedRealityToolkit-Unity/releases, ac-
cessed on 20 December 2021) for HoloLens 2 integration, Vuforia (https://developer.
vuforia.com/, accessed on 20 December 2021) to integrate a marker-based tracking so-
lution for coordinate space calibration, and the 3D User Interaction Toolkit (3DUITK)
(github.com/WearableComputerLab/VRInteractionToolkit, accessed on 20 December 2021)
[44] to integrate a “Bendcast” visualisation [45] to aid users in locating elements. An
overview of the various components used in the AR application is presented in Figure 3A.

Figure 3. These diagrams present the system architecture of the BIM-ARDM system. The UML
diagram (A) presents an overview of the primary components integrated into the AR application.
The sequence diagram (B) demonstrates how the main components within BIM-ARDM interact.

4.2. BIM-ARDM System Overview

The BIM-ARDM system is comprised of four major components. The first component
is a tablet-based application designed to handle two primary functions: (1) input and
data collection, which consists of an easy-to-use checklist interface allowing inspectors
to input and collect specific inspection data whilst they conduct their on-site inspection
and (2) controlling the various AR visualisations and features integrated into the system.
The second component is an AR-based application running off the HoloLens 2 HMD,
which allows the inspector to experience the immersive three-dimensional visualisations
integrated into the system. The AR-based application and tablet-based application are
directly connected through a TCP/IP network protocol. The third component is a Revit
plugin that synchronizes data automatically collected during the inspection back to the
original Revit model. The fourth component is a post-inspection data-analysis tool designed
to evaluate and assess the inspection performance of the inspector through eye-tracking
and head-tracking data collected during the inspection. A diagram showing how the four
major components within the BIM-ARDM system interact is presented in Figure 3B.

4.2.1. Tablet-Based Application

The development of an intuitive and easy-to-use UI for inputting checklist data was
one of the primary design considerations during the development of the BIM-ARDM
system. It was evident, based on participants’ responses during the workshop, that practical
AR-based applications in AEC must be simple, easy to use, and have an intuitive UI for
construction personnel to operate (F5). Participants also commented on the importance of
having checklist and other documents required for a construction inspection to be accessible
within a single device (F6). As a result, we aimed to design a complete UI that contained the
functional requirements required to perform a defect management inspection (F6) whilst
still maintaining a simple and easy-to-use UI design (F5).

Initially, we explored using an AR-based holographic UI that utilized a combination of
gestures and audio commands as user input. However, based on our informal observations,
we felt a non-tactile UI would lack intuitiveness and user-friendliness when operating the
UI due to the complex nature of the UI design. Furthermore, the likelihood of false positives

github.com/Microsoft/MixedRealityToolkit-Unity/releases
https://developer.vuforia.com/
https://developer.vuforia.com/
github.com/WearableComputerLab/VRInteractionToolkit
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occurring when using a gesture-based interface would likely contribute to increased errors
occurring whilst the inspector conducts their inspections. We also discussed the potential
of using a speech-based input system; however, due to construction sites being relatively
noisy environments, we concluded that a speech-based input system would not be suitable
for a real-world construction site.

We concluded that a tablet-based interface that could seamlessly communicate data
with the HoloLens II was the most viable and user-friendly approach for inspectors to
operate on a real-world construction site. To achieve this, we developed a TCP/IP network
architecture where a local server is hosted off the Android tablet, and the HoloLens II con-
nects to the local server as a client. This allowed us to create a bi-directional communication,
allowing us to synchronously transmit commands and data between both devices.

The tablet-based application consists of three primary interfaces that allow the inspec-
tor to operate the BIM-ARDM system. The first interface, “Visualisations” (Figure 4A)
enables the inspector to control (turn on/off) and configure the different visualisations
integrated into the AR-based system. The second interface, “Checklist” (Figure 4B) allows
the inspector to input inspection data, and the third interface, “Diagnostics and Calibra-
tion” (Figure 4C) is used to setup the calibration of the AR system and display diagnostic
feedback associated with the tablet-based and AR-based applications.

Figure 4. The left image (A) presents the UI design for the visualisations tab; image (B) displays the
UI design for the checklist tab where a dynamic checklist of each element within the BIM model was
generated; image (C) presents the UI design for the diagnostics tab.

Visualisations: The visualisation interface (Figure 4A) acts as a control panel for the
visualisations, allowing the inspector to control and configure two AR visualisations, cate-
gorizing elements and rendering the distance. The interface also controls some additional
AR features including toggling the visibility of the BIM model and enabling/disabling the
generated AR spatial mapping mesh.

Checklist: The checklist interface (Figure 4B) provides the inspector with a UI to input
inspection data into whilst they conduct their construction inspection. Upon loading the
application, each element in the BIM model is generated within the checklist interface, and
the inspector can assign each element to one of the following three values:

1. Correct (no defect): The construction is correct, contains no defects, and is correctly
aligning with the virtual element. In the pilot study, we defined this as a less-than-5
cm drift between the virtual and physical elements.

2. Close (minor defect): The construction slightly differs from the virtual element. In the
pilot study, we define this as a 5 cm-to-50 cm drift between the virtual and physical
elements.

3. Incorrect (major defect): The construction significantly differs from the virtual element.
In the pilot study, we defined this as a greater-than-or-equal-to-50 cm drift between
the virtual and physical elements.

Upon assigning the element to one of the three above-listed values in the checklist,
the corresponding holographic element within the AR environment will update its colour.
Within the checklist interface, each element also contains a text-box area where inspectors
can input any additional comments related to the inspection of each element.
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The checklist interface also consists of a built-in sorting option feature that allows the
inspector to sort elements based on the following categorizations:

1. Unordered: Displays elements in their default, randomly generated order.
2. Sort by completion: Sorts elements that are currently unassigned before elements that

have been assigned.
3. Alphabetical order: Sorts elements by alphabetical order.
4. Sort by ID: Sorts elements numerically based on their Revit models unique ID.
5. Rendered within field of view (FOV): Only displays checklist elements that are actively

being rendered within the inspector’s FOV.

The system also provides the capability for inspectors to capture images of individual
elements by selecting an element within the checklist UI and pressing the capture-image
button. Images are captured through the HoloLens 2’s built-in camera and stored within
the HoloLens 2 internal storage system. Subsequently, checklist data inputted into the
tablet application during the inspection are autonomously logged to a .csv file, which is
also stored within the HoloLens 2 internal storage system. We also integrated support to
load previous .csv files within the AR-based application, which allows inspectors to load
their previous inspection sessions. Finally, a Revit plugin was developed to import all data
recorded in the BIM-ARDM system back to the original Revit model.

Diagnostics and Calibration: The diagnostics and calibration interface (Figure 4C) was
designed to support two primary functions. Firstly, if a potential issue emerges whilst
operating the BIM-ARDM system, this interface allows the inspector to determine the
problem that caused the issue to occur. This is achieved by having a console UI that
displays the various debug statements outputted by the BIM-ARDM system. Secondly, the
menu contains a set of buttons that allow the inspector to setup and configure the tracking
calibration process.

4.2.2. AR-Based Application

The AR-based application is comprised of two primary functions. The first function
is the visualisations and features that we developed to support inspectors with their on-
site construction inspection performance. The second function is the developed tracking
and calibration system that is used to superimpose the BIM model onto the real-world
construction site at a one-to-one mapping.

Visualisations and Features: User-friendliness (F5) and interactivity (F4) were two
features mentioned by several participants throughout the workshop. Participants also
encouraged representing data through three-dimensional visualisations as opposed to
traditional two-dimensional analogue drawings (F3). To achieve this, we developed a set
of five three-dimensional visualisations designed to assist the inspector with conducting
their inspection. The developed AR visualisations can be controlled and configured by the
inspector directly through the tablet-based application. The specific visualisations were
(1) the ability to visualise specific elements based on their categorizations (F2 and F4), (2)
controlling the camera’s rendering distance to only visualise specific elements within a
specified distance from the user, (3) an element location-finder visualisation, (4) an element
colour-coded visualisation, and (5) a tool that only displays elements within the checklist
UI that are currently being looked at by the inspector. A more-detailed description and
overview of the design motivations associated with each of the visualisations is presented
below.

1. Categorizing elements: The ability to turn on and off specific elements was a feature
highlighted by workshop participants (F4). Due to our system workflow consisting of an
IFC-based approach to import BIM models into Unity, partial metadata associated with the
BIM are maintained. As a result, unique IDs and categorizations of building elements that
are automatically generated in Revit are accessible within the Unity game engine. Using
this data, we developed an approach to automatically and dynamically generate a list
of categorizations based on the corresponding categories associated with each building
element. Within the tablet interface, inspectors can toggle on or off different categories
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to enable or disable the visibility of each AR building element associated with the given
category; for example, electrical fixtures or signs as illustrated in Figure 5. Based on our
informal observations, we believe this visualisation to be most effective when inspecting
complex and dense BIM models. The primary advantage of the visualisation is that it
allows the inspector to focus on specific elements and filter out any irrelevant elements to
avoid confusion and improve visibility.

Figure 5. This figure demonstrates the categorizing elements’ visualisation, which only displays
specific elements in the AR view (B) that have been enabled by the inspector on the tablet UI (A).

2. Rendering distance: A visualisation was also developed that allows the inspector to
control the visibility of elements by manipulating the rendering distance of the AR camera.
A slider on the tablet UI can be controlled by the inspector to specify the rendering-distance
threshold. A transparent holographic box is displayed in the AR environment that provides
visual feedback to the inspector of the specified rendering-distance threshold. All elements
between the user and the displayed holographic box are visible to the AR user; whereas,
elements outside the box are not rendered by the camera (Figure 6).

The visualisation was developed based on two specific design motivations. Firstly, due
to our software rendering several non-occluded objects at a time, we believed a function
to mitigate the amount of virtual objects being rendered by the camera could significantly
improve the visibility of elements within the AR environment. We initially tested this
visualisation on a smaller-scale environment with a Revit model containing approximately
thirty elements, and based on our informal observations, we did not find the visualisation
particularly useful. However, when testing this visualisation on a real-world construction
site with more than 2000 elements, we discovered this visualisation had the potential to
become more effective as the complexity and density of the BIM model increased. This was
demonstrated when it became difficult to focus on specific elements within the scaled-up
BIM model due to having several non-occluded virtual elements actively being rendered by
the AR camera. Therefore, using the visualisation to only display specific elements closer
to the inspector significantly improved the visibility of elements.

The second motivation is that using this feature can significantly increase the frame
rate of the AR application, thus improving performance. It became evident when testing
the BIM-ARDM prototype on a real-world construction site that required a BIM model
with over 2000 virtual elements actively rendered within the AR camera that performance
was an issue. However, when using this visualisation, we discovered the performance of
the AR application system significantly improved due to the visualisation mitigating the
number of elements rendered by the AR camera.
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Figure 6. This figure demonstrates the rendering-distance visualisation, which mitigates the amount
of elements visible by controlling the camera-rendering distance.

3. Element finder visualisation: A visualisation was also developed to make it easier for
inspectors to locate virtual elements whilst conducting their inspection. This visualisation
is autonomously enabled within the AR view when the inspector selects a checklist element
through the checklist UI. The visualisation consists of a virtual Bezier curve that appears in
front of the inspector guiding them to the location of the virtual element that was selected
on the checklist (Figure 7).

When testing an early iteration of the system, we found it extremely difficult to locate
and identify holographic elements based on their corresponding checklist name. Therefore,
the design motivation of this visualisation was to make it easier for an inspector to locate
and identify checklist elements. We initially developed a visualisation that would display a
virtual arrow in front of the user and point to the direction of the selected element. However,
based on our informal observations we found this approach would not be suitable to locate
virtual elements within a dense environment where elements are clustered or closely
confined. As a result, we re-designed the visualisation to incorporate a bendable ray that
would provide a direct path from the position of the inspector to the centre of the selected
element.

Figure 7. This figure shows the Bendray visualisation, which acts as a visual guidance to direct users
to specific elements. In this example, the inspector selected a lighting switch in the tablet-based UI.

4. Colour-coded visualisation: During the construction inspection, inspectors can
input into the tablet-based checklist interface whether elements were built in the correct
(no defect), close (minor defect), or incorrect (major defect) positions. A colour-coding
visualisation tool was integrated into the system to autonomously update the colour of
the corresponding virtual element once it is checked off the checklist by the inspector. The
colour of the virtual element is modified from their default material colour to a green value
to represent if the element is correct (i.e., no defect), yellow if close (i.e., minor defect), or
red if incorrect (i.e., major defect). The primary motivation of this visualisation is to provide
inspectors with visual feedback on what elements have already been inspected within the
checklist. We believe this could improve inspection performance as inspectors can easily
and efficiently keep track of the elements they have previously checked off during the
inspection.

5. Checklist field-of-view (FOV) rendering: The final feature integrated into our
BIM-ARDM system was designed to only display elements within the checklist UI that
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the inspector is currently looking at within the AR application (Figure 8). Based on the
size of the BIM model, checklists can potentially produce a large and comprehensive list
of elements. Therefore, we believed that as the complexity of the BIM model increased,
it would become more difficult for inspectors to identify specific elements from the AR
environment within the checklist UI. Furthermore, specific checklist elements may also
share the same or similar names due to having multiple copies or variations of the same
elements (e.g., windows) within the Revit model. As a result, the motivation of this feature
was to develop an approach that would improve the inspector’s ability to identify a specific
element within the checklist UI. Based on our informal observations, we believe that this
feature achieves this goal by making it significantly easier for an inspector to identify and
locate an element within the checklist UI.

Figure 8. This figure demonstrates the checklist FOV renderer, which only displays elements in the
checklist UI (A) that the inspector is currently looking at in the AR view (B). In this example, the
inspector is looking at the stair rails, which appear in the tablet-based checklist UI.

Tracking and calibration process: During the workshop, participants stated they
require digital surveying-type accuracy (F9) whilst still maintaining a very simple process
to setup the tracking (F8). Due to inspectors requiring millimetre-precise tracking accuracy
between the virtual BIM model and the physical construction site to obtain accurate results,
we prioritized tracking accuracy over developing a user-friendly tracking system. However,
we still integrated various features into our tracking system (e.g., spatial anchors and a
re-calibration system) to improve the tracking setup process.

Previously, we discussed two common methods to superimpose BIM models onto
a physical construction site: marker-based and markerless tracking. To obtain the most-
accurate tracking results, we employed a hybrid tracking approach that uses a marker-
based tracking technique to initially calibrate the system and subsequently a markerless
approach for maintaining the tracking without markers. After the initial calibration was
setup, we also assigned anchors to the BIM model to ensure minimal drift occurs whilst
the user navigates through the building. Using this process, we could achieve up to a
1 cm accuracy precision, but this was heavily dependent on ensuring that the position
of the physical marker was being tracked at the identical position of the corresponding
virtual marker in the BIM model as depicted by Figure 9. To improve the simplicity and
user-friendliness of our tracking system (F8), a set of additional features were integrated
into our tracking system. This includes spatial anchors that allow inspectors to store and
load previously calibrated tracking environments so that a one-time calibration is required
for each construction site. However, based on our testing, we found anchors to be relatively
inconsistent with the HoloLens 2, and it was highly dependent on the spatial mapping
accuracy produced by the built-in depth sensors.

To make minor adjustments to the tracking, we also developed an easy-to-use tracking-
adjustment system that can be controlled by the inspector directly through the tablet-based
application. Simple debugging tools are also available in the tablet-based application to
further assist the inspector with the tracking setup process.
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Figure 9. This diagram shows the basic calibration setup. The left image (A) shows the BIM model of
the real-world building. Image (B) shows the BIM model superimposed onto the virtual point cloud.
Image (C) shows the physical marker placed at the corresponding position of the virtual marker
within the real-world environment.

4.2.3. Revit Plugin

During the workshop, participants described the importance of maintaining BIM
data (F10) and integrating the AR system with existing BIM platforms (F7). Although the
BIM-ARDM system was built off the Unity game engine, we developed a Revit plugin
to ensure all data collected during the inspection using the BIM-ARDM system can be
synchronized back to the original BIM model. The plugin can be executed directly within
Revit and automatically parses a .csv file outputted by the BIM-ARDM software. Data are
then linked back to the Revit model based on the unique ID of each element. The recorded
data consist of two primary categories:

1. The checklist data, which contain data inputted by the user using the tablet interface.
These data include whether the element is correct, close (minor defect), or incorrect
(major defect), as well as any other additional comments inputted by the inspector.

2. Images captured of on-site elements, which are captured through the built-in HoloLens
2 camera and can be captured by selecting a capture image on the tablet-based inter-
face. Running the Revit plugin links each picture taken during the inspection back to
each of the corresponding Revit elements and attaches the images to the elements as a
raster image parameter as illustrated in Figure 10.

Figure 10. This figure showcases how checklist data were linked back to the original Revit model
after running our developed Revit plugin. Image (A) shows images captured of elements that are
stored as raster images in the given elements “Image” parameter. Image (B) shows additional data
associated with checklist data that are stored in the elements “Comments” parameter.

4.2.4. 4D Playback Analysis Tool

We also present an experimental analysis tool built into our system, which aims to
monitor the performance quality of the inspector’s defect management inspection. During
the inspection, the head position and rotation vectors, converged eye gaze position and
rotation vectors of each pupil, calibration data, and associated timestamps (every 0.1 s) are
logged and stored within the HoloLens as a .csv file. After the inspection, the playback
analysis software then allows users to playback this data as a 4D visualisation, which
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displays the inspector’s head and eye-gaze location at any time interval throughout the
inspection. Additional options are built into the system allowing users to slow down, speed
up, play in real-time, or jump between different time intervals using a 2D slider. A heatmap
visualisation, which dynamically generates heatmaps at every point that the user looked
at on the construction site, was incorporated into the system (Figure 11). A three-colour
gradient palette (red, yellow, and green) was used to represent which areas the user was
most focused on throughout the inspection. The advantages of this tool are that it allows
managers to ensure the inspection has been conducted thoroughly and correctly. Using
the playback analysis software, users can identify areas within the BIM model that were
potentially neglected based on the inspector’s eye-tracking data.

Figure 11. This figure showcases the developed 4D Playback Analysis Tool. Image (A) presents
a playback of the inspector from a first-person perspective and Image (B) from a third-person
perspective. The user can adjust the timestamp of the system, and it will display the exact position
of where the user was in the real world at that time and where the user was looking. A heatmap is
dynamically produced to keep track of where the user has and has not looked.

4.3. System Limitations

The presented BIM-ARDM system consists of two common AR limitations, tracking
accuracy and performance.

4.3.1. Tracking Accuracy

Due to defect management inspections requiring millimetre-precision accuracy to
ensure the accuracy of inspection data, tracking was one of the primary limitations as-
sociated with the system. Although we did not conduct any formal tests or analysis on
our tracking accuracy, based on our information observations, we believe the tracking
accuracy would generally produce between 1–2 cm. As a result, during our pilot study,
participants were instructed to only consider virtual elements greater than 5 cm from the
corresponding physical elements as a defect. It also became evident during user-testing
that due to depth-perception issues associated with the HoloLens display, the depth of
virtual objects would appear to change based on the position and angle of the user.

4.3.2. Performance

Throughout the development of the AR-based system, performance was the primary
design consideration during the algorithmic design and implementation of the presented
visualisations and features. Due to the HoloLens running as a standalone device, we had
to ensure the system would be capable of maintaining a steady frame rate whilst rendering
complex geometric building models in addition to several visualisations and features. As
a result, our algorithmic implementation of all visualisations and features maintained an
O(1) time complexity.

This allowed our implementation to run on very large BIM models consisting of
complex geometry. We tested and validated the performance of our BIM-ARDM system
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on a real-world construction site (Adelaide Festival Plaza (https://armarchitecture.com.
au/projects/adelaide-festival-plaza-precinct-masterplan/, accessed on 20 December 2021)
that consisted of a complex BIM model containing over 2000 virtual models. The results
from this test demonstrated that the system was capable of running at a steady frame rate
of 10–15 FPS. However, using the rendering-distance visualisation further improved the
system’s frame rate.

Despite these results demonstrating the scalability of the BIM-ARDM system, the
performance-design limitation resulted in specific features being cut from the system due
to not meeting performance requirements. Future iterations of AR displays will continue
to improve their processing capabilities, and, as a result, more performance-demanding
visualisations and features will become feasible in the future for standalone AR displays.

5. User Study

A comparability pilot study with 11 participants was conducted to assess the perfor-
mance of our proposed BIM-ARDM system in comparison to the conventional paper-based
defect management techniques currently employed within the construction industry. The
11 participants primarily consisted of researchers from the university. All participants who
volunteered to take part in the study had some prior experience using AR technology (45%
use AR 1–10 times per month, 27.3% daily, 18.2% 1–10 times per year, and 9.1% weekly).
From the selection of 11 participants, 10 participants lacked prior experience in conducting
on-site construction inspections within a professional capacity.

5.1. Experimental Design

The experiment comprised of two conditions. The first condition was the conven-
tional approach for conducting defect management inspections, which utilized a three-
dimensional perspective and two-dimensional orthographic paper-based drawings of the
building model as a reference. The second condition was the experimental BIM-ARDM
prototype, which superimposes the virtual building model onto the physical construction
site and incorporates several visualisations and features as described in Section 4. The
experiment consisted of a within-study design, and the order of conditions varied for each
participant to counterbalance data. The different AR visualisations provided in the AR
condition could be toggled on and off based on the participant’s preference. However,
participants were encouraged to test each visualisation at least once. During each condition,
participants were instructed to complete a defect management inspection task that involved
identifying and recording on-site construction defects within a building at the university.

The types of defects we focused on during the study was whether the placement
(position or rotation) of a physical constructed element matched the position of the cor-
responding virtual building element. Participants were instructed to categorize defects
into three categorizations: correct (i.e., no defect) when the virtual element was less than
5 cm of the constructed element, close (i.e., minor defect) when the virtual element was
between 5 cm and 50 cm, and incorrect (i.e., major defect) when the virtual element was
greater than or equal to 50 cm from the constructed element. During each condition, partic-
ipants were required to inspect a total of thirty elements within the building and record
whether each element was correct, close, or incorrect into a tablet-based checklist interface
(Figure 4). From the thirty elements inspected by participants in each condition, eighteen
of the elements were correct (no defects), eight elements were close (minor defects), and
four elements were incorrect (major defects). Each condition contained a different set
of defects and correctly positioned elements, and these elements were counterbalanced
between the two conditions. Despite the paper-based condition relying entirely on using
paper-based drawings, participants still wore a HoloLens 2 HMD with a blank display for
data-collection purposes and to replicate the environmental conditions of the AR condition.

https://armarchitecture.com.au/projects/adelaide-festival-plaza-precinct-masterplan/
https://armarchitecture.com.au/projects/adelaide-festival-plaza-precinct-masterplan/
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5.2. Results

A combination of objective and subjective metrics were utilized to capture specific data
throughout the experiment. The collected subjective data consisted of a System Usability
Scale (SUS) [20], the Paas Mental Effort ranking [46], a combination of shared and specific
Likert-scale based questions, and open-ended short-answer questions as illustrated in Table
3. The objective data, which were used to evaluate the participants’ performance consisted
of completion time and error rates based on the experimental design.

5.2.1. Usability

The usability for both systems was measured by having participants complete the
SUS questionnaire upon completion of each condition. The mean SUS results revealed
participants ranked the usability of the paper-based system at 42.04 (grade = F; adjective
rating: awful; SD = 19.963), whereas the AR-based system received a mean rating of 81.36
(grade = A; adjective rating: excellent; SD = 9.107). A Wilcoxon Signed rank test verified
that participant SUS ratings for the AR system were significantly higher (p < 0.01, r = −0.87)
than the paper-based approach.

5.2.2. Features and Visualisations

A series of Likert-based (not effective (1) to very effective (5)) questions (Table 3 and
Figure 12) were asked to participants to capture their preferred features and visualisations
that assisted them with their inspection task performance. For the AR condition, the
Bendray (M = 4.909, SD = 0.301) and colour-coding elements (M = 4.545, SD = 0.934)
visualisations were ranked among the two most-useful visualisations. Participants also
stated the ability to visualise specific elements based on categories (M = 3.454, SD = 1.368)
and sort elements (M = 3.545, SD = 1.572) within the checklist (for AR) were effective
features. Lastly, the rendering distance visualisation (M = 2.454, SD = 0.934) was ranked as
a relatively neutral feature by participants.

Table 3. Questionnaire results for each condition (paper = paper-based condition; AR = augmented-
reality condition). A Wilcoxon Signed rank test was used to determine the significance for each
Likert-based question (Blue shading represents AR condition, red represents paper-based condition).

# Statements Cond Mean SD p

Q1 Based on the mental effort scale, please
rank the cognitive-load of the task.

Paper
AR

6.545
3.727

1.368
1.793 0.003

Shared-Condition Statements

Q2 I found this system was useful in assisting
me to complete the inspection task.

Paper
AR

2.454
4.909

1.128
0.301 0.003

Q3 I found this system was useful for locating
building elements in the building.

Paper
AR

2.454
4.818

1.035
0.404 0.003

Q4 I found this system was useful to identify
construction defects.

Paper
AR

2.272
4.545

0.786
0.522 0.003

Condition-Specific Statements

Q5

Q6

I found the paper-based architectural plans
were useful in assisting me to complete the task.
I found the visualisations were useful in assisting
me to complete the task.

Paper

AR

2.181

4.818

0.981

0.404
0.003

Q7 I found the tablet user-interface effective for inputting
data into a checklist and controlling the visualisations. AR 4.272 1.009 nil

Visualisations and Features Questions

Q8 Sorting elements in the checklist. Paper
AR

2.3
3.545

1.337
1.572 0.01

Q9 Bendray visualisation. AR 4.909 0.301 nil

Q10 Rendering-distance visualisation. AR 2.454 0.934 nil

Q11 Colour-coding visualisation. AR 4.545 0.934 nil

Q12 Visualising elements based on categories. AR 3.454 1.368 nil
Post-Questions

Q13 Please tick the condition you found MOST effective
for completing the inspection task.

Q14 Please tick the condition that was your personal
preference.

Q15 Please tick the condition you felt you were less likely
to make mistakes/errors with.
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Figure 12. Questionnaire Results for each condition visualised in a bar chart with standard deviation
(*: statistically significant).

5.2.3. Cognitive Load Scale

The Paas scale was used to measure the cognitive load of participants for conducting
on-site inspections for both paper-based and AR conditions. A Wilcoxon Signed rank test
revealed participants reported a significantly lower cognitive load (p < 0.01, r = −0.88) was
required to complete the task when using the AR-based system (M = 3.72, SD = 1.79) in
comparison to the paper-based condition (M = 6.54, SD = 1.36). A graphical comparison of
the mental-effort ratings is presented in Figure 13.

Figure 13. Paas mental effort for paper-based and AR-based conditions. (Box and whiskers plot.)

5.2.4. Participant Performance

A paired T-test determined, on average, that participants completed the inspection
task significantly faster (t(10) = −3.06, p = 0.01, r = 0.69) when using the AR-based system
(M = 639.6 s, SD = 103.4) in comparison to the paper-based approach (M = 1029.3s, SD =
457).

The overall performance of each participant’s inspection for both conditions was
measured by looking at whether the participant was able to correctly identify whether
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each element was built in the correct (no defect), close (minor defect), or incorrect (major
defect) positions. A paired T-test analysis of the results from the checklist data showed, on
average, that participants had a significantly lower error rate (t(10) = −3.05, p = 0.01, r =
0.69) when using the AR-based system (M = 24.7 (82% correct), SD = 2.78) in comparison to
the paper-based approach (M = 17.6 (59% correct), SD = 1.9).

A closer examination of participants’ error rates also showed significantly lower error
rates for correctly identifying minor defects (t(7) = −10.5, p < 0.01, r = 0.97) using the AR-
based system (M = 1.75) in comparison to the paper-based approach (M = 7.75). However,
we did not find any significance in error rates for identifying correct (p = 0.49) and major
defects (p = 0.1) between AR-based and paper-based conditions.

During the tasks, participants were also asked to input a distance approximation (in
centimetres) for how far apart virtual elements that they identified as defects appeared to
differ from the corresponding physical-building elements. Results from this data showed a
strong correlation (R2 = 0.978) for the participant’s ability to correctly estimate distances
of minor and major positional defects when using the AR system. However, results from
the paper-based condition revealed that participants performed poorly (R2 = 0.486) when
estimating the distances between virtual elements on the architectural paper-based plans
with their corresponding physical elements (Figure 14). We were unable to find significance
for the mean error distance of the approximations made by participants for correct (p =
0.53) and major defects (p = 0.23) between AR and paper-based approaches. However, we
found that participants’ mean error of distance approximations for minor defects were
significantly lower (p = 0.02, r = −0.8) when using the AR-based system (M = 22.5 cm, SD =
6.48) in comparison to the paper-based approach (M = 40 cm, SD = 11.16) as illustrated in
Table 4.

A further examination into the most commonly misidentified elements by participants
using both AR-based and paper-based methods revealed some interesting discrepancies
(Table 5). Among the five most commonly misidentified elements by participants whilst us-
ing the AR system, four of the elements were correct but were misidentified by participants
as minor positional defects. In contrast, the paper-based condition produced the complete
opposite results where five of the six most commonly misidentified elements were minor
defects but were misidentified by participants as correct elements (i.e., non-defects).

Figure 14. Participant approximations of the distances between virtual and physical elements.

Table 4. Summary of common errors made by participants using AR and paper-based conditions.

Cond Correct Minor Major

Mean Error Rate Mean Error Dist Mean Error Rate Mean Error Dist Mean Error Rate Mean Error Dist

AR 2.33 3.86 cm 1.75 22.5 cm 0.5 41.8 cm

Paper 2 5.47 cm 7.75 40 cm 6.75 70.3 cm

p-val 0.49
Paired T-test

0.53
Wilcoxon Signed

Rank Test

<0.001
Paired T-test

0.02
Wilcoxon Signed

Rank Test

0.1
Wilcoxon Signed

Rank Test
0.23

Paired T-test
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Table 5. This table presents a comparison of the most-common errors made during the inspection
when using the paper-based and AR condition.

Augmented Reality

Element ID: Name Incorrect Percentage Participant Answers Correct Answer

1: basic wall 6 (54.5%) major (1 m) × 2, major (30 cm), major (10 cm, correct, major (rot 45) minor defect (rot)

4: stair springer 5 (45.4%) minor 15 cm × 2, minor (bit to the left), minor 20 cm, incorrect 60 cm correct (0 cm)

20: light 37782 5 (45.4%) minor 5 cm, minor 30 cm, minor 10 cm, minor 15 cm, minor 7 cm correct (0 cm)

23: light 377731 4 (36.3%) minor 5 cm × 2, minor 10 cm × 2 correct (0 cm)

8: railing 4 (36.3%) minor 7 cm, minor 10 cm, major 60 cm correct (0 cm)

paper-based

3: switch 361548 10 (90.9%) correct × 10 minor (7.5 cm)

14: basic wall 9 (81.8%) correct × 5, major × 4 minor (44.3 cm)

27: exit sign 2 9 (81.8%) correct × 4, minor (30 cm) × 2, minor (20 cm) major (85 cm)

28: fire sign 8 (72.7%) major 2 m, major 1 m × 2, major 3 m, correct × 3 minor (30 cm)

18: light sign 8 (72.7%) correct × 8 minor (18.2 cm)

13: switch 361508 8 (72.7%) correct × 8 minor (16.4 cm)

5.2.5. Feedback

Preference: Upon completion of the study, we asked participants to pick which condi-
tion was most effective, less likely to make errors, and their overall personal preference.
All participants stated the AR condition was more effective in completing the task, and
that they were less likely to make mistakes during the task using AR. One participant
(9.1%) stated the paper-based condition was their personal preference due to their prior
experience conducting construction-site inspections with paper-based plans.

General Feedback: A variety of subjective feedback about the paper-based and AR
systems was captured by asking participants what they liked and disliked about each
condition. Regarding the paper-based approach, many of the dislikes were about the
general difficulty of reading and interpreting plans. When participants were asked what
they liked about the paper-based plans, two participants stated that the ability to see the
room on the drawings without having to physically walk around it was useful. A full
breakdown of participant comments is presented in Table 6.
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Table 6. This table provides a summary of the subjective open-ended short-answer comments made
by participants after completing both conditions.

Statements Summary of Comments (AR) Summary of Comments (Paper)

What do you
like and/or dis-
like about the...
(AR Cond)
tablet-based
user-interface?
(Paper Cond)
paper-based
architectural
plans?

Dislikes
- Too much colour on the UI (×2),
- Elements disappearing
when looking down to the tablet when using the Rendered
within FOV function. (×3),
- Sorting checklist changing the
element positions (×1).
Likes
- Ease of use (×8),
- Bendray to identify elements (×2),
- Colour-coded visualisation (×2),
- Rendered within FOV (x1),
- Categories visualisation to filter elements (×1),
- Controlling visualisations with the user-interface (×2)

Dislikes
- Ability to detect small differences (×3)
- Readability of paper plans (×7)
- Annoyance reading plans (×1)
- Annoyance of carrying tablet and
paper-based plans (×1)
- Increased mental effort (×1)
Likes
- The ability to see the room without
having to walk around it. (×2)

What did you
like about this
system?

- Ease of use (×6),
- Locating elements within Bendray (×7),
- Colour-coded visualisation (×2),
- Categories visualisation to
filter elements (×1),
- Sort functionality (×2),
- Rendered within
FOV function (×1),
- Sorted by completion & alphabetical
order (×1),
- Inputting data into checklist (×1),
- Improved spatial
awareness (×1),
- Use of tablet to control Hololens visualisations (×1)

- Does not cause any motion sickness (×1)
- Inputting data into the tablet checklist
user-interface (×5)
- Simple to use (×4)

What did you
NOT like
about this
system?

- Bendray coming out of eye (×2),
- Mild motion sickness (×1)
- Rendered within FOV function not keeping items on top. (×2),
- Holographic objects appearing to change based on the users
position (depth perception) (×1),
- Difficult identifying where some
elements should be (×1),
- Superimposing virtual objects on physical
objects looks strange. (×1)

- Interpretability of plans and ability to
identify defects. (×7)
- Lack of spatial awareness
understanding. (×1)
- Fatigue from holding the tablet for
long period of time (×1)

5.3. Discussion

An exploration into the most-common misidentified elements revealed that, for the AR
condition, participants primarily misidentified correct elements as minor defects, whereas,
for the paper-based condition, participants most commonly misidentified minor defects as
correct elements. We believe the most-likely explanation for participants misidentifying
correct elements as minor defects when using the AR system was due to centimetre drifts
occurring in the tracking as participants navigated throughout the building. We also
noticed that two of the five most commonly misidentified elements for the AR condition
were ceiling lights, which were physically placed relatively far apart from the participants.
Therefore, due to the physical distance between the participants and virtual lights, we
speculate that depth perception most likely contributed to participants misinterpreting
correct elements as minor defects. This was also backed up by post-questionnaire comments
where one participant stated: “In some cases, the 3D object positions were a bit different in
different viewpoints but not much”; another participant stated: “I found it was sometimes
difficult for some elements to identify where they should be, especially the lights”; and
another participant commented: “Hololens depth can be hard to read”.

6. Conclusions

This article presented the findings of a three-stage research project, which consisted of
the identification, development, and evaluation of the BIM-ARDM system for conducting
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on-site construction inspections. In summary, the research project described in this article
achieved the following contributions:

1. Identification and categorization of current uses, potentials uses, and barriers for BIM
and AR integration within the construction industry.

2. An improved AR system for identifying construction defects during an on-site construction
inspection.

3. A set of novel AR visualisations, and features to improve defect management inspection
performance.

4. A Revit plugin to autonomously link data recorded during the construction inspection
back to the original BIM model.

5. Data analysis software to evaluate and assess construction inspection performance
through eye-tracking, and head-tracking data linked to a four-dimensional visualisa-
tion.

The study results showed that the three-dimensional capabilities of the BIM-ARDM
system significantly outperformed conventional analogue drawings in terms of the inspection-
task performance, the mental workload, the completion time, locating building elements,
identifying defects, and assisting the user. Results from the Likert-based questionnaires
and qualitative feedback showed participants preferred using the BIM-ARDM system and
ranked BIM-ARDM significantly better than conventional approaches.

We believe the current barrier that limits the adoption of our developed BIM-ARDM
prototype within the construction industry is the tracking limitations associated with cur-
rent AR hardware. This will limit the type and scale of defects that can be determined using
the BIM-ARDM system. However, tracking is still very much an ongoing research ques-
tion within the AR research community, and advancements to tracking are continuously
developing. Although our BIM-ARDM system is capable of achieving up to 1 cm accuracy,
we believe a more-reliable and stable tracking system that could consistently maintain less
than a 1 cm accuracy would support the adoption of the BIM-ARDM system within the
construction industry.
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