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Abstract: An effective approach to increasing energy efficiency in buildings without compromising thermal comfort is to optimize heating, ventilation, and air conditioning (HVAC) systems through the use of advanced building-management system features, such as fault detection and diagnosis. Such functions are usually developed based on simulation models that must be calibrated and validated to achieve an appropriate level of accuracy and reliability. The objective of this study was to develop and calibrate a room-level simulation model of a hotel building and its HVAC system using TRNSYS 18 software and real data collected from the smart room system installed in the building. The calibration process was performed with 100 rooms using 5-min samples of room temperatures in selected 1-month periods during the summer and winter seasons by minimizing the root mean squared error (RMSE) in the average of the observed rooms using a genetic algorithm. The calibrated model was able to predict room temperatures with an RMSE of 0.79 ± 0.14 °C and a coefficient of variation in the root mean squared error (cvRMSE) of 3.58 ± 0.7%, which is well below the limits prescribed by international guidelines. The model was then applied to detect faults in the operation of fan coil units in the rooms based on the residual analysis and defined if–then rules. The results obtained show that the model can track the trends of temperature changes in real conditions and successfully detect major anomalies in a system.
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1. Introduction

Climate change, caused by increasing greenhouse gas (GHG) emissions due to human activities, is of major concern worldwide. The buildings sector contributes significantly to this problem, both directly through GHG emissions and indirectly through energy consumption. Buildings account for around 34% of global final energy consumption and 33% of energy- and process-related GHG emissions, with heating, ventilation, and air-conditioning (HVAC) systems playing a significant role [1]. Increasing energy efficiency in buildings without compromising occupant comfort is critical to reducing their environmental impact.

To reduce both energy consumption and GHG emissions in this sector, the development of energy-efficient, environmentally friendly and sustainable buildings, such as net-zero-energy/emission buildings, and the refurbishment of existing buildings are required [2]. The mainly renewable-energy-based technical systems in these buildings must be equipped with efficient, properly installed and commissioned components controlled by advanced building automation and control systems. Significant improvements in reducing energy consumption and GHG emissions in existing buildings can already be achieved in a...
simple, cost-effective and sustainable manner by implementing smart technologies and control algorithms in HVAC systems that optimize their performance and avoid unnecessary energy waste [3].

The control of HVAC systems in most buildings currently relies on rule-based methods [4]. However, a promising approach for improvement is model predictive control, which aims to save energy by predicting future events and controlling system operation based on these predictions [5,6]. In addition, detection and diagnosis of faults in HVAC systems can also contribute to energy savings, as faulty operation can lead to increased energy demand and affect occupant thermal comfort [7]. The two strategies for improving control and troubleshooting are based on developing a model of the building and its systems that can simulate specific features such as indoor temperatures.

Models for predicting building energy consumption and indoor temperatures can be developed using different techniques—white-box, black-box, and grey-box—with each technique having its own advantages and disadvantages [8–10]. In white-box models, the thermal behavior of the building and its HVAC system is described by physical laws. The advantages are interpretable results, high accuracy in cases where all required information is known, universality of modeling tools, and the fact that white-box models can be created without historical data on building operation. However, model creation requires detailed specification of physical parameters, expertise, and some effort, which can lead to less accurate results than other modeling techniques when model simplifications and constraints must be applied. In contrast, black-box models—also called data-driven models—use only data collected in the field for modeling. The models are generally more accurate than white-box models when detailed information about building physics is lacking, and they can be adjusted and extended with newly collected data. On the other hand, the results obtained cannot be physically explained, the accuracy of the models under previously unknown working conditions is unreliable, and high-quality and informative data sets are needed. Finally, grey-box models—also called hybrid models—combine and balance the advantages of both modeling techniques. Grey-box models, resistance-capacitance (RC) networks, or physical models integrated with data-driven algorithms are easier to build than white-box models because simplified equations describing physical effects are used, and they can provide interpretable results; however, development tools need to be improved and methods standardized.

White-box models, which remain the most widely used, are useful tools for architectural design, energy performance evaluation and prediction, and system component and management optimization [11]. Software programs typically used for white-box model development include TRNSYS, EnergyPlus, and IDA Indoor Climate and Energy (IDA-ICE). One problem that can arise during model development is the divergence between simulated and measured results due to uncertainties in the design variables [9]. To reduce or eliminate this so-called performance gap and increase reliability, calibration is required, which is defined as the process of adjusting the input parameters in the model with the goal of improving agreement with real data [12,13]. The building envelope properties, infiltration rates, internal heat gain density, and some specific HVAC system variables are often used as adjustable parameters in this process, which can be very computationally intensive, especially when each parameter needs to be fine-tuned. To reduce the complexity, the process can focus on the most influential parameters, which are determined by sensitivity analysis [14]. Calibration can generally be performed manually or automatically. In manual methods, improvements are often achieved through trial and error in adjusting some key parameters of the model, but these methods also require expert knowledge and evidence-based processes (building audits). Automatic methods are usually formulated as optimization problems that can be solved using optimization techniques such as genetic algorithms. The calibration process can have one or multiple objectives, with hourly indoor temperatures and monthly electricity consumption being the most common. The calibration performance of energy-consumption simulation models is typically evaluated using the normalized mean bias error (nMBE) and coefficient of variation of the root mean squared
error (cvRMSE), recommended by the American Society of Heating, Refrigerating and Air Conditioning Engineers (ASHRAE) and the International Performance Maintenance and Verification Protocol (IPMVP). These same indices are also widely used to assess the calibration performance of indoor temperature prediction models. However, the mean absolute error (MAE) and root mean squared error (RMSE) are more accurate and reliable metrics for this purpose and should be used instead [15]. The calibration process remains a difficult and time-consuming task due to the lack of clear guidelines and best practices [13].

1.1. Related Work

In recent years, there have been several studies that have investigated the use of different models and calibration methods for temperature prediction in buildings. In their study, Arendt et al. [16] compared white-box, grey-box, and black-box models and found that the black-box models provided the most accurate temperature predictions in most cases, with an average mean absolute error of the best such model of 0.4 °C, compared to 1.0 °C for the grey-box and 0.7 °C for the white-box model. The white-box model was advantageous for working conditions not included in the original data set. O’Donovan et al. [17] created a white-box model of a nearly zero-energy building (nZEB) to predict indoor temperatures at the room level, focusing on three specific rooms and accounting for occupancy schedules and window-opening strategies. After manually calibrating the model created in TRNSYS, the accuracy of the temperature prediction, as measured by the RMSE metric, ranged from 0.27 °C to 1.5 °C, with an average cvRMSE of up to 20%. Guyot et al. [18] performed a manual calibration of a white-box model of an office building with 132 thermal zones and achieved a temperature prediction accuracy of about ±2 °C compared to the measured values. The calibration was performed over one year of simulation with a time step of five minutes. Pachano and Bandera [15] created a white-box model of a school complex with 27 thermal zones for hourly predictions of heating and cooling, electricity consumption, and indoor air temperatures. They achieved an RMSE of 0.29 °C by dividing the calibration process of the model into several steps and automated it using a genetic algorithm. Baba et al. [19] developed an automated method to calibrate the building simulation model using the hourly indoor temperatures in multiple rooms simultaneously. By incorporating a variance-based sensitivity analysis of the most influential building parameters, a multi-objective genetic algorithm for calibration, and some newly developed evaluation criteria, they achieved a temperature prediction accuracy of 0.3 °C, measured by the RMSE of a school building modeled in EnergyPlus. Figueiredo et al. [20] proposed a multi-stage hybrid evolutionary algorithm for the calibration of building simulation models, which they applied to a college building. Their building model consisted of 24 thermal zones. The proposed optimization procedure was validated by comparing hourly simulated and measured data for one year in two test rooms. They obtained RMSE values for the rooms of 1.17 °C and 1.33 °C, respectively, and cvRMSE values of 4.5% and 5.4%, respectively. Royapoor and Roskilly [21] investigated the accuracy of an EnergyPlus model for a five-story office building. They emphasized the importance of using local weather data in the calibration process to minimize errors. The calibrated model predicted annual hourly indoor air temperatures with an error of ±1.5 °C and a cvRMSE value of less than 2%. Rosato et al. [22] developed a detailed simulation model of a laboratory test room and its HVAC system in TRNSYS and achieved an RMSE of 0.39 °C when comparing with measured data. They used the model to set up fault detection for the HVAC system by analyzing the variations in sensory measurements. In [23], Roberti et al. pointed out the importance of calibrating building models with more than a single parameter, especially for old houses and incomplete information about their construction. They proposed a calibration method based on a particle swarm optimization algorithm. The model created in EnergyPlus was validated with hourly indoor air and surface temperatures, with an RMSE between 0.4 °C and 0.8 °C. Kosak and Stadler [24] pointed out the importance of including storage mass in thermal energy modeling when predicting temperatures in thermal zones. Inappropriate settings and methods for modeling thermal mass can lead to a deviation
in model prediction results of up to 26% [13]. Martínez-Ibern et al. [25] compared two modeling approaches for predicting indoor air temperatures and relative humidity in buildings, the first considering the common modeling assumption of a completely dry building envelope and the second considering the presence of moisture in the building elements. By simulating an unheated building as a single thermal zone in TRNSYS, they obtained more accurate results in the second case (an RMSE of 1.35 °C compared to 1.65 °C in the first case), indicating the influence of humidity on heat balance and air temperature prediction. Martínez-Mariño et al. [26] created a combined multi-zone airflow model for buildings using TRNSYS and TRNFLOW to predict indoor temperatures and relative humidity considering occupancy and moisture gains, window and door opening, and mechanical ventilation. Using a multi-objective calibration with a genetic algorithm, they obtained average RMSE values for indoor temperatures of 0.51 °C and 0.48 °C (cvRMSE 2.27% and 2.15%) and for relative humidity of 3.58% and 2.21% (cvRMSE 13.8% and 6.5%), respectively, for two case study houses. They emphasized the need to model moisture buffering in walls to accurately predict indoor relative humidity. Murphy et al. [27] developed a grey-box model for nZEB using an automatic calibration algorithm and compared it to a white-box model. Although the white-box model produced slightly more accurate results, with a 1.5% difference in the RMSE metric, the grey-box model significantly reduced development time and effort. Berthou et al. [28] created a grey-box model using multiple RC networks. Determining the number of resistances and capacitances is the most important step in building the model. They found that the R6C2 model gave the best results for temperature prediction, in terms of both accuracy and complexity. Belić et al. [29] presented an inverse modeling approach for indoor temperature prediction in multi-zone buildings using a RC model network based on building data. They compared the results of their model with measured temperatures and arrived at an RMSE value of 0.33 °C for the optimized model and 0.64 °C when applying the same model to another data set with similar working conditions. Cui et al. [30] created a hybrid model by combining a RC network and an artificial neural network (ANN). The RC model was used to predict the mean indoor air temperature of a two-story single-family house, while the ANN model was used to predict the temperature difference between two thermal zones (two floors) in the house. They compared the simulation results with measurements and obtained an average RMSE of the hybrid model of 0.64 °C.

When simulating building energy performance, outdoor conditions, building fabric, and occupant behavior must be considered [7,31]. Solar radiation and outdoor temperatures have a great impact on indoor thermal dynamics, as noted in the study by Aguilera et al. [32]. The main uncertainty factor in the simulations is the occupants’ behavior, as they have control over windows, lights, shading, and set temperatures [33,34]. Usually, occupants’ actions are modeled as fixed schedules with constant values [35]. In addition, interactions with adjacent spaces must also be considered, as heat flows along the path of least resistance from areas of higher temperature to those of lower temperature [36].

A detailed simulation model can be used to detect anomalies in an HVAC system. Discrepancies between simulated thermal responses and real field measurements may indicate errors in system operation. Anomalies can be detected by analyzing deviations from fault-free trends of residuals calculated from the differences between predicted and measured values at specific time periods [37]. In recent studies, dynamic simulation models for fan coil units have been used to simulate thermal behavior and find errors in the system [38,39]. Such white-box models can generate a labeled data set for normal and faulty operation and allow implementation of data-driven techniques in automatic detection algorithms [40].

1.2. Contribution and Structure

This study presents the development, calibration, and validation of a white-box model for predicting indoor temperatures in a hotel building. Temperatures were simulated under real conditions using data collected from the smart room system installed in the
building several years ago. The simulations took into account occupant activity, window opening, HVAC system control logic in the rooms, and external weather conditions. The goal of the model development was not only to simulate the room temperatures but also to detect anomalies in the HVAC system operation, especially related to the fan coil units in the rooms.

The literature search revealed that there are not many studies that specifically address temperature prediction in hotel rooms. HVAC systems in hotels can be very complex, room occupancy fluctuates, and guest behavior is stochastic and depends on their expectations and comfort preferences, which affects HVAC system operation and window opening. All of this introduces many uncertainties into a simulation model that is intended to be applied to every room in the building, which calls into question its accuracy and reliability. It is also not common to have such an extensive database of room-specific data, as is the case in this work, thanks to the records of the smart-room system.

The contribution of this study can be summarized in the following points:

• TRNSYS 18 software was used to develop a room-level simulation model of a hotel building in Zagreb, Croatia, and its HVAC (fan coil) system. Each room was set up as a separate thermal zone with appropriate boundary conditions and designed using the Google SketchUp 3D 2021 tool. To simplify and speed up the simulations, the model was created for a single room and applied to all rooms with similar physical characteristics by changing the room-specific parameters. In this way, the accuracy and reliability of the model in predicting indoor temperatures was increased relatively quickly through its calibration and validation with a genetic algorithm. The sensitivity analysis identified the most influential building and HVAC operating parameters, which were later used in the calibration process. Python scripts were developed to automatically create and run new simulations and process the results. Summer and winter seasons were considered, and the performances of the original (baseline) model and the calibrated model were compared.

• The simulations were fed with five-minute samples of real data collected over several years from the smart-room system installed in the hotel and integrated with the central building automation and control system. The data included temperature control logic, room occupancy, window opening, HVAC system status, and operating mode in each hotel room. Incorporating all of this data made developing the model challenging, but its accuracy is within the acceptable limits of the VDI, ASHRAE, and IPMVP guidelines. It has been shown to be applicable to any room in the building with similar characteristics but specific input parameters.

• The developed model has been used to detect anomalies associated with the operation of fan coil units in the rooms. It has successfully revealed the main anomalies in the system. However, further tests and diagnostics need to be performed to confirm the anomalies and their real causes. As a next step, the model should help develop more advanced automatic fault detection and diagnosis routines based on machine learning techniques that can be implemented in the building’s smart-room system in the future.

This article is organized as follows. Section 2 first presents the materials used to build the simulation model. This includes a description of the case study hotel building, the collection of field data, and the operation and control of the HVAC system. Then, all the steps used to create the thermal model of the building and the simulation environment are explained, as well as the model calibration and validation processes. The results are presented and discussed in Section 3. Finally, conclusions are drawn in Section 4.

2. Materials and Methods

The objective of this study was to create a reliable white-box or simulation model of the guest rooms of the case study hotel. The model includes the rooms, each of which is considered a separate thermal zone, the HVAC system equipment in the rooms, the HVAC system control logic, and details about real-world conditions. The main purpose of the
model is to predict the room air temperatures and detect possible anomalies associated with the HVAC system.

The following sections first describe the hotel building used for model development, the components of the HVAC system in the rooms and its control system, the available multi-year field data recorded independently by the installed smart-room system for each room in the building, and the weather data. The methods used to develop and calibrate the model are then presented.

2.1. Building Description

The case study building in the research was a hotel in Zagreb, Croatia (45°48' N, 16°0' E; site elevation 112 m). The building has 16 floors, 9 of which are occupied by guest rooms. All floors with rooms have the same floor plan and room layout, except for the last two. Each floor consists of 24 rooms, 20 of which have a floor area of 26 m$^2$ and 4 of which have a floor area of 32 m$^2$. The height of a room is 2.6 m. All rooms of the same size have an identical floor plan, with a bedroom and a bathroom for two people. Figure 1 shows the floor plan of a representative floor, including the overall dimensions of the building. Below and above the floors with the guest rooms are some public areas and offices, which were not considered in detail. The hotel is surrounded by other buildings on the east, north, and west sides, with the south side facing the wide avenue. The buildings on the west side are much lower, and those on the east and north sides are about half the height, partially shading the hotel and protecting it from direct wind gusts.

![Figure 1. Floor plan of a single floor of the hotel.](image)

Table 1 lists the building elements of the smaller rooms and shows the properties of each element layer, all derived from the main architectural design of the building. In Table 1, $\delta$ represents the thickness of the layer, $\lambda$ the thermal conductivity, $c$ the specific heat capacity, $\rho$ the density, and $A$ the surface area of an element. The windows consist of an aluminum frame and two layers of IZO glass, with an inert gas between them. Their overall heat transfer coefficient ($U$-value) and solar heat gain coefficient are 1.10 W/(m$^2$K) and 0.33, respectively, and each window has an area of 8.65 m$^2$. Apart from the manually operated curtains, there are no shading devices on the windows.
Table 1. Composition of building elements and material properties in rooms.

<table>
<thead>
<tr>
<th>Elements</th>
<th>Material</th>
<th>$\delta$ [m]</th>
<th>$\lambda$ [W/(mK)]</th>
<th>$c$ [kJ/(kgK)]</th>
<th>$\rho$ [kg/m$^3$]</th>
<th>$A$ [m$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ceiling/Floor</strong></td>
<td>Plasterboard</td>
<td>0.020</td>
<td>0.250</td>
<td>0.90</td>
<td>900</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Air gap</td>
<td>0.300</td>
<td>1.310</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reinforced concrete</td>
<td>0.300</td>
<td>2.500</td>
<td>1</td>
<td>2500</td>
<td>26.04</td>
</tr>
<tr>
<td></td>
<td>Air gap</td>
<td>0.125</td>
<td>0.570</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wood</td>
<td>0.030</td>
<td>0.180</td>
<td>1.60</td>
<td>700</td>
<td></td>
</tr>
<tr>
<td><strong>Adjacent Walls</strong></td>
<td>Plasterboards</td>
<td>0.075</td>
<td>0.250</td>
<td>0.90</td>
<td>900</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Thermal insulation layers</td>
<td>0.150</td>
<td>0.035</td>
<td>1.03</td>
<td>100</td>
<td>22.32</td>
</tr>
<tr>
<td><strong>External Wall</strong></td>
<td>Plasterboard</td>
<td>0.030</td>
<td>0.250</td>
<td>0.90</td>
<td>900</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Air gap</td>
<td>0.035</td>
<td>0.190</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Thermal insulation layer</td>
<td>0.120</td>
<td>0.035</td>
<td>1.03</td>
<td>100</td>
<td>6.48</td>
</tr>
<tr>
<td></td>
<td>Air gap</td>
<td>0.015</td>
<td>0.090</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Glass</td>
<td>0.008</td>
<td>1</td>
<td>0.75</td>
<td>2500</td>
<td></td>
</tr>
</tbody>
</table>

Each room is equipped with a four-pipe fan coil unit (FCU) that can both heat and cool depending on actual temperature conditions and guest needs. The bathroom does not have an additional heating element. The FCU is connected to a central mechanical ventilation system of the hotel. All features of the HVAC system come from the designer’s as-built documentation and the FCU manufacturer’s technical specifications.

A smart-room system installed in each room controls and monitors all systems in the room, such as FCU operation and lighting, and provides security through alarms. All sensory measurements and control outputs are stored by the central controller of the smart-room system for easy access and analysis. Overall management of all systems installed in the hotel is handled by the central building automation and control system.

2.2. HVAC System and Control Logic

The FCU in every room consists of an air filter, a fan, a hot-water heating coil, a chilled-water cooling coil, and two control valves. Each unit has 3 fan speeds and a rated capacity of 1600 W for both heating and cooling at nominal values (Table 2). It recirculates room air but is also continuously supplied with fresh air from the central mechanical ventilation system at a flow rate of 60 m$^3$/h at design temperature and humidity. The same amount of air is extracted from the bathroom. The water supply temperature in heating mode depends on the outdoor air temperature (weather compensation function under control by the central building automation and control system) and is 70 °C under nominal working conditions at −15 °C outdoors, while the water supply temperature in cooling mode is 9 °C. In the off-season, guests can switch between heating and cooling modes, while in other seasons, only one mode is available. Despite the installation of a four-pipe system, the unit can only heat during the winter season and cool during the summer season. If a guest switches to cooling mode during the winter season or to heating mode during the summer season, the unit will only ventilate the space.

Table 2. Operating characteristics of fan coil units.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air flow rate</td>
<td>265/460/552 kg/h</td>
</tr>
<tr>
<td>Water flow rate</td>
<td>68 kg/h (heating)/345 kg/h (cooling)</td>
</tr>
<tr>
<td>Supply water temperature</td>
<td>70 °C at −15 °C (heating)/9 °C (cooling)</td>
</tr>
</tbody>
</table>

Control of the FCU in this setting is based on the use of two thermostats, one for cooling mode and one for heating mode. These thermostats operate at three different levels and control the fan speeds accordingly. The activation of these speeds depends on the difference between the set temperature and the measured room temperature. The set temperature is determined by the central smart-room system control but can be changed...
by guests at any time. There are two modes for regulating the speed of the FCU: automatic and manual. In automatic mode, the fan speed is automatically changed according to the control logic. In manual mode, guests have the option to adjust the fan speed themselves. Guests also have the ability to turn the unit on and off at will.

The control logic of the system also takes into account special cases such as opening windows. When the window is opened, the control system automatically turns off the FCU to save energy.

2.3. Data Gathering

The smart-room system installed in the hotel collected data from 166 guest rooms at a sampling rate of 5 min between 2013 and 2021. While this sampling rate did not capture all possible events, the data still provide insight into the performance of the system. Table 3 lists and describes the data collected.

Table 3. Room-based sensory measurements from the building.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SET TEMP.</td>
<td>Integer [°C]</td>
<td>Temperature set by guest or hotel staff</td>
</tr>
<tr>
<td>ROOM TEMP.</td>
<td>Integer [°C]</td>
<td>Measured room air temperature</td>
</tr>
<tr>
<td>HVAC SPEED</td>
<td>Integer [0–3]</td>
<td>FCU fan speed</td>
</tr>
<tr>
<td>HVAC STATE</td>
<td>Boolean</td>
<td>FCU status (on/off)</td>
</tr>
<tr>
<td>HVAC MODE</td>
<td>Boolean</td>
<td>FCU heating or cooling mode (on/off)</td>
</tr>
<tr>
<td>OCCUPANCY</td>
<td>Boolean</td>
<td>Presence of people in the room</td>
</tr>
<tr>
<td>WINDOW</td>
<td>Boolean</td>
<td>Window status (open/closed)</td>
</tr>
</tbody>
</table>

Prior to developing the simulation model, the data were analyzed and processed. The data set contained missing and erroneous values that were identified and replaced with linearly interpolated values. The HVAC system also had some issues with its control logic due to system maintenance. The periods where problems occurred were excluded from the model calibration and validation processes. Preprocessing was necessary to ensure high-quality data for accurate model calibration.

In addition to the data collected at the hotel, outdoor conditions recorded by the Croatian Meteorological and Hydrological Service at a nearby weather station were also used [41]. The multi-year weather data, stored in a database as hourly averages of 10 min samples, were partially preprocessed to implement them in the model. The data used to represent the external environment are listed in Table 4.

Table 4. Environmental data.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OUTSIDE TEMP.</td>
<td>Outdoor air temperature, °C</td>
</tr>
<tr>
<td>IRRADIANCE</td>
<td>Solar irradiation on horizontal surface, W/m²</td>
</tr>
<tr>
<td>HUMIDITY</td>
<td>Relative humidity of outdoor air, %</td>
</tr>
</tbody>
</table>

2.4. Simulation Model Development and Calibration

Based on the previous description of the hotel, its FCU system, and the available data, the building model was developed in a simulation environment. Figure 2 shows a flowchart illustrating the process of creating and calibrating the simulation model, which includes the creation of multiple simulations and model optimization. Several software solutions are used, including TRNSYS 18 [42] to develop the model and simulate the thermal behavior of the building and its FCU system, Google SketchUp 3D 2021 to define the geometry of the thermal zones, and Python to run the simulations and perform the calibration process.
2.4.1. Thermal Zone Modeling

The development of a building simulation model usually begins with the division of the interior spaces into thermal zones. In this study, each room of the hotel was considered as a separate thermal zone. In addition, the bedroom and bathroom in each room were combined into a single space. This was possible because the bathrooms do not have their own heating elements and the temperatures in the bathrooms are similar to those in the bedrooms. In order to simplify and speed up the design process, while also taking into account the design of the smart-room system and the ultimate goal of the current project to upgrade this system with new features at the room level, it was decided to create a multi-zone thermal model consisting of a single room and the adjacent spaces (other rooms and public areas). Therefore, the model simulates one room at a time, taking into account the corresponding room parameters and inputs. The adjacent thermal zones are defined only to calculate the heat exchange between them and the simulated room, not to predict the temperatures in these spaces. In the simulations, the temperatures of the adjacent zones correspond to the temperatures recorded by the smart-room system (if the adjacent spaces are other rooms) and to the design temperatures (if the adjacent spaces are public areas whose actual temperatures are not included in the smart-room system records).

The shape and dimensions of the thermal zones are developed based on architectural descriptions of the building in Google SketchUp 3D 2021 using the trnsys3d plugin. The simulated room and adjacent spaces are configured in the model in terms of the room’s position in the building and orientation. All non-geometric information required for model development is created in TRNBuild, including building envelope composition and material properties, internal heat gains, and infiltration and ventilation rates. The composition of the building elements is also taken from architectural descriptions. The material properties of the element layers used are listed in Table 1. All other parameters are listed in Table 5. Internal heat gains are generated only by people when they are in the room. Infiltration is defined as a constant inflow of outside air at the specified rate. When windows are open, natural ventilation occurs and is simulated by increasing the air change rate to an empirically determined value during the simulations. The room ventilation is set to draw air from the FCU (according to the manufacturer’s specifications and depending on the fan speed) and fresh air from the central mechanical ventilation system.
Table 5. Input parameters for thermal zone modeling.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal heat gain</td>
<td>100 W per person [43]</td>
</tr>
<tr>
<td>Internal moisture gain</td>
<td>35 g/h per person [43]</td>
</tr>
<tr>
<td>Infiltration</td>
<td>0.1 air changes per hour (3 ach when windows are open)</td>
</tr>
<tr>
<td>Ventilation</td>
<td>Recirculating air + fresh air supplied and extracted at a rate of 60 m³/h</td>
</tr>
</tbody>
</table>

2.4.2. Simulation Model

Figure 3 shows the simulation model for temperature prediction developed in TRNSYS 18 Simulation Studio. It consists of the multi-zone thermal model of the building described in the previous subsection, the FCU model, the control logic, the input files, and weather data processing.

![Simulation model created in TRNSYS 18 Simulation studio.](image)

The component Type 56 BUILDING models the thermal behavior of the thermal zones—the simulated room and the adjacent spaces—taking into account their position in the building and their orientation. The component calculates the air temperatures in the rooms.

Four blocks of Type 9c components import into the model specific room and weather data for each simulation time step from the records of the smart-room system or the weather database:

- ROOM DATA contains room-specific information on setpoint temperature, occupancy, window status, HVAC status, and HVAC mode;
- MANUAL affects the HVAC system by setting the FCU fan speed desired by guests;
- NEIGHBOR ROOMS inputs the recorded temperatures of adjacent rooms and the design temperatures of public areas into the model to create boundary conditions for heat exchange with these spaces;
- WEATHER is used to create ambient conditions for the model.

Outdoor temperature and relative humidity data from the weather database are used directly in the simulation model without additional processing. Before the solar radiation data is included in the model, the solar irradiance on the zonal outdoor surfaces is calculated using the solar radiation processor Type 16c. The equation component AZIMUTH ROT defines the angle of the zonal surfaces and changes the azimuth angle of the sun depending on the position (orientation) of the currently simulated room in the building. The component Type 581d HEAT CURVE provides a weather compensation function to calculate the hot water supply temperature for the FCU.
The Type 987 component simulates the operation of the FCU based on a generated performance map with operating data provided by the manufacturer. Outputs from the component include discharge temperature, relative humidity, and airflow supplied to the room.

The room control system consists of two thermostats—one for heating mode (Type 1502) and one for cooling mode (Type 1503). The control actions are based on the outputs of two equation components. The equation component SET TEMP calculates temperature setpoints for various fan speeds and turns off the FCU based on window and HVAC status. The FCU EQUES component controls the operation of the FCU, taking into account the manual mode of the system.

The equation component FRESH AIR models the supply of fresh air to the space by the central mechanical ventilation system through the FCU. Depending on whether the FCU is active or not, the fresh air is supplied either through the FCU or directly.

Once the simulation is complete, the component RESULTS saves the simulation results, which are then processed.

2.4.3. Model Evaluation

The performance evaluation of the developed model includes the evaluation of the temperature prediction for each simulated room. According to [13], the mean bias error (MBE) and root mean squared error (RMSE) are common metrics for this purpose. The MBE reflects the extent to which the simulation model overestimates or underestimates the actual response, while the RMSE provides a more accurate representation of simulation performance by measuring the root of the squared error between the simulated and actual values. They are calculated using the following equations:

\[
MBE = \frac{1}{n-p} \sum_{i=1}^{n} (y_{m,i} - y_{s,i}),
\]

(1)

\[
RMSE = \sqrt{\frac{1}{n-p} \sum_{i=1}^{n} (y_{m,i} - y_{s,i})^2}, \]

(2)

where \(y_m\) represents the measured values, \(y_s\) represents the simulated values, \(n\) represents the number of samples, and \(p\) represents the number of parameters to be calibrated. In this study, the value of parameter \(p\) is set to zero [18]. The criterion for valid simulations is that the RMSE must be less than or equal to 1.5 \(^\circ\)C [15, 44].

The accuracy of energy consumption calculations is typically evaluated using normalized versions of Equations (1) and (2): normalized mean bias error (nMBE) and coefficient of variation in root mean squared error (cvRMSE). Both the MBE and RMSE are normalized using the mean of the measured values. The nMBE indicates the overall bias of the model but is subject to cancelation errors because it takes into account the sign of the average error vector and should not be used alone. The cvRMSE reflects the relative magnitude of the errors with respect to the scale of the target variable and takes into account only the distance between the values, overcoming the cancelation error. In the literature, the abbreviations MBE or MBE (%) are sometimes used when referring to nMBE, which may lead to confusion [17, 45]. Therefore, a precise distinction between nMBE and MBE is made in this work. nMBE and cvRMSE are calculated using the following equations:

\[
nMBE = \frac{MBE}{\frac{1}{n} \sum_{i=1}^{n} y_{m,i}} \times 100(\%),
\]

(3)

\[
cvRMSE = \frac{RMSE}{\frac{1}{n} \sum_{i=1}^{n} y_{m,i}} \times 100(\%).
\]

(4)

Equations (3) and (4) can also be used to evaluate temperature prediction simulations and make the results comparable with other studies [15]. For the simulations to be consid-
erred valid, \( cvRMSE \) and \( nMBE \) should meet the conditions specified in the ASHRAE [46] or IPMVP [47] guidelines. The maximum allowable values depend on the time step of the calibration (monthly or hourly). The following are the conditions for the \( cvRMSE \) and \( nMBE \) metrics in the case of hourly calibration:

- **ASHRAE**: \( cvRMSE \leq 30\% \) and \( nMBE \leq \pm 10\% \);
- **IPMVP**: \( cvRMSE \leq 20\% \) and \( nMBE \leq \pm 5\% \).

### 2.4.4. Calibration Process

The process of calibration is an important step to improve the accuracy and reliability of the simulation model. It is part of the optimization process aimed at finding the optimal model design parameters that minimize the difference between the predicted and actual values. Genetic algorithms are often used to solve this optimization problem in order to minimize the error in temperature simulation [48].

During the development of the simulation model, case-specific files were created that contained all the information of the model. Any changes to the design parameters could be made by modifying these files. To automate the simulation and calibration process, Python was used to read and modify the files, run simulations, process the results, calculate metrics, and perform the calibration process itself (Figure 2). When modifying the files, two types of parameters need to be processed: room-specific and calibration parameters.

In order to run simulations for all observed rooms, the room orientation and Type 9c component input files (i.e., set temperatures, occupancy schedules, etc.) must be modified accordingly for each room. Once the new files were created, the simulations were run in parallel by calling on the TRNSYS 18 executable program with 100 rooms and a simulation time step of 5 min. All rooms had the same size and geometry, but they had different data inputs. The obtained results were evaluated, and the metrics were calculated. This procedure was repeated for each change in the parameters of the calibration process made by a genetic algorithm. The parameters of the calibration process or the genes of the genetic algorithm were the parameters of the building envelope and FCU operation. The most influential of them had been previously identified by sensitivity analysis. With the calibration parameters, the input files are changed and the process requires another set of simulations for all the rooms. The hyperparameters of the genetic algorithm were adapted to this particular problem. The crossover operator was configured as a single-point crossover and the mutation operator as a single-gene mutation. Individuals were selected from a pool of solutions using tournament selection. The population was uniformly initialized.

A key component of the calibration process is a fitness function. The average value of the \( RMSE \) metric calculated for each simulated room was incorporated in the fitness function to provide an overall evaluation of each solution. The fitness function was defined using the following equation:

\[
Fitness\ function = \frac{1}{n_{room}} \sum_{i=1}^{n_{room}} RMSE_{room,i},
\]

where \( RMSE_{room,i} \) refers to the prediction accuracy for one room and \( n_{room} \) is the total number of simulated rooms. The calibration process was completed when a set of design parameters of the model was determined that resulted in the minimum value of the fitness function.

The model calibration was divided into one-month summer and winter seasons. After the calibration process was completed, the model was evaluated again for another period to validate the obtained solution. The baseline model was also included in the validation period to investigate the biases. Table 6 shows the calibration and validation periods for the winter and summer seasons.
Table 6. Periods of calibration and validation for winter and summer seasons.

<table>
<thead>
<tr>
<th>Process</th>
<th>Season</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>Winter</td>
<td>1 January 2018–31 January 2018</td>
</tr>
<tr>
<td></td>
<td>Summer</td>
<td>1 July 2018–31 July 2018</td>
</tr>
<tr>
<td>Validation</td>
<td>Winter</td>
<td>1 December 2018–31 December 2018</td>
</tr>
<tr>
<td></td>
<td>Summer</td>
<td>1 August 2018–31 August 2018</td>
</tr>
</tbody>
</table>

2.5. Fault Detection in an HVAC System

HVAC systems in buildings can encounter problems during operation that may reduce thermal comfort and increase energy consumption. Using the case study building and the HVAC system in its rooms as an example, these problems can include a stuck FCU control valve, reduced airflow rate due to a dirty filter or fan problem, faulty FCU control due to room temperature sensor bias, window sensor failure, etc. All of these issues can lead to inadequate performance of the HVAC system and failure to achieve the desired thermal environment. To create an automated control function to detect anomalies or faults, a simulation model such as the one described in the previous subsections can be applied to identify major differences between measured temperatures and simulated temperatures that persist over an extended period of time (e.g., 3 or more Kelvin averaged over several hours or days, depending on the fault), taking into account fan speed, HVAC mode, HVAC state, window opening, and room occupancy. To this end, a set of if–then rules and thresholds must be established. Additional verification of the fault detection results can be conducted by comparing the evaluated performances in the room in question with the performances in a similar room.

3. Results and Discussion

In this section, the results of the calibration and validation of the simulation model for both the winter and summer seasons are presented and discussed. The results for the baseline model and the calibrated model show the distribution of temperature simulation accuracy across all 100 simulated rooms. In addition, line plots of temperatures for representative rooms are included for both models. Finally, an example of an HVAC system malfunction in a guest room that was detected by the created model is presented.

Figure 4 depicts the distribution of RMSE values for all simulated rooms. The results are shown for each season for both the baseline model and the calibrated model. In the winter-season period chosen for the calibration process (Table 5), the baseline model produced errors between 0.91 °C and 1.16 °C with a median value of 1 °C, while the errors of the calibrated model in the same period ranged between 0.67 °C and 0.83 °C with a median value of 0.74 °C. This corresponds to an improvement of 0.25 °C on average. The results of the calibrated model are improved by 0.17 °C on average. The results of the validation process also confirmed that the calibrated model is not overfitted and can be used in other seasons.
Figure 4. RMSE metrics for baseline and calibrated models in the winter and summer seasons.

Figure 5 illustrates the distribution of MBE values in the winter and summer seasons selected for the calibration and validation processes for both the baseline model and the calibrated model. For the winter-season calibration process, the baseline model produced results between $-0.59 \degree C$ and $-0.11 \degree C$, with a median value of $-0.36 \degree C$, while the errors of the calibrated model ranged between $-0.25 \degree C$ and $0.34 \degree C$, with a median value of $0.04 \degree C$. These results indicate that the calibrated model improved the MBE metrics and neither underestimated nor overestimated the measured temperatures in most rooms. On the other hand, the baseline model consistently underestimated the measured temperatures. The results for both models for the validation process differed from those for the calibration process only in distribution, but the median value remained in the same range. The MBE results for the validation process were more compactly distributed and had a smaller spread of up to $0.1 \degree C$ compared to the results for the calibration process.

For the summer-season calibration process, the MBE results for the baseline model and the calibrated model ranged from $-0.05 \degree C$ to $0.25 \degree C$, with a median value of about $0.1 \degree C$. This shows that the baseline model was already providing good solutions and the calibrated model was not improved in this respect. Both models overestimated the measured temperatures by $0.1 \degree C$ on average. The two models differed in the divergence of
results for the summer-season validation period, but the median values remained in the same range. During the summer season, both models overestimated temperatures, with no improvement from the calibrated model.

Table 7 shows the mean values of all metrics used to evaluate the performance of the baseline model and the calibrated model for the winter and summer seasons. Based on the results for the calibration process, the \( \text{cvRMSE} \) of the calibrated model was 22% better than that of the baseline model. During the validation process, the \( \text{cvRMSE} \) metric was improved by 19%. The same percentage improvements were obtained for the \( \text{RMSE} \) metric. For the \( \text{nMBE} \) metric, the values of the calibrated model for the calibration and validation processes outperformed the baseline model by 42% and 59%, respectively. Although the performance of the calibrated model deteriorated during the summer season for the \( \text{nMBE} \) metric, the overall performance improved. The calibration process achieved better results for temperature prediction.

Table 7. Averages of metrics for baseline and calibrated models. For clarity, all acronyms are provided in the Abbreviations list.

<table>
<thead>
<tr>
<th></th>
<th>Calibration</th>
<th>Validation</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline m.</td>
<td>Calibrated m.</td>
<td>Baseline m.</td>
</tr>
<tr>
<td>( \text{cvRMSE} )</td>
<td>4.60%</td>
<td>3.59%</td>
<td>+22%</td>
</tr>
<tr>
<td>( \text{RMSE} )</td>
<td>1.01 °C</td>
<td>0.79 °C</td>
<td>+22%</td>
</tr>
<tr>
<td>( \text{nMBE} )</td>
<td>−0.66%</td>
<td>0.38%</td>
<td>+42%</td>
</tr>
<tr>
<td>( \text{MBE} )</td>
<td>−0.14 °C</td>
<td>0.08 °C</td>
<td>+43%</td>
</tr>
</tbody>
</table>

The calibrated model had to be evaluated in periods other than those used for the calibration process to confirm its validity and stability, because during calibration, it is possible to overfit the parameters of the model to the measured data from that period. Therefore, the validation process is crucial to confirming the calibration results. The baseline model also needed to be tested during the validation period to detect any deviations in the corresponding data set, such as those caused by interruptions in system operations or temporary hotel closures that could result in different temperature behavior than during the calibration period. The calibration and validation results were similar for both the baseline model and the calibrated model. However, differences were found between rooms due to various factors such as orientation, guest comfort preferences, and window openings. In addition, hotel room occupancy during the summer and winter months can affect the accuracy of the model, with higher occupancy resulting in higher system utilization.

The performance of both the baseline model and the calibrated model met the requirements of the German standard VDI 6020, which specifies a maximum temperature prediction error of 1.5 °C. The models also met ASHRAE and IPMVP guidelines regarding hourly calibration. However, it is important to note that these guidelines are primarily for validation of energy consumption models and not for indoor temperature prediction models. The ASHRAE guideline limits the values of the \( \text{cvRMSE} \) and \( \text{nMBE} \) metrics to 30% and 10%, respectively, while the IPMVP sets these values to 20% and 5%, respectively. The calibrated model achieved an average temperature prediction error of 0.79 ± 0.14 °C measured with the \( \text{RMSE} \) metric and 3.58 ± 0.7% measured with the \( \text{cvRMSE} \) metric, which is well below the allowable limits. Both the \( \text{RMSE} \) and \( \text{cvRMSE} \) metrics were improved by an average of 20% compared to the baseline model results.

The average errors obtained are generally of the same order of magnitude as in the literature reviewed, but a direct comparison of the results is only possible when modeling the same building. Timing and fixing the values of some input parameters, modeling a smaller number of thermal zones, and simpler systems make it easier to obtain better prediction results. In this study, each of the 100 simulated rooms is a special case with its own occupancy, window-opening schedule, and FCU operating conditions. Therefore,
the most important indicators of the model’s performance are compliance with existing guidelines and case-specific tolerances of errors.

Although the presented values of the metrics indicate that the calibration was successful, the developed model could not accurately predict the temperature changes in the rooms at each simulation time step and in each situation. Figures 6 and 7 compare the measured and simulated temperatures of a selected room for the calibrated model and the baseline model, respectively. Figure 6 presents the winter-season performance in January 2018, while Figure 7 shows the summer-season performance in July 2018.

![Figure 6. Comparison of measured (REAL) and simulated (SIM.) temperatures for the winter-season calibration period: (a) calibrated model, (b) baseline model.](image1)

![Figure 7. Comparison of measured (REAL) and simulated (SIM.) temperatures for the summer-season calibration period: (a) calibrated model, (b) baseline model.](image2)

Throughout the year, the temperature in the rooms was typically between 20 °C and 23 °C, as determined by the hotel management. Any deviation from this range can be attributed to certain external and internal influences. The greater increase in temperature on sunny, warm days and the decrease in temperature when windows are open on colder days and nights can be clearly seen in the figures. When windows are closed, temperatures generally return to default values. The calibrated model performed better than the baseline model in tracking these temperature variations, with simulated temperatures closer to
measured temperatures. The difference between the models is more pronounced during periods when the FCU is not operating and passive temperature regulation is taking place.

The calibration process has helped reduce temperature deviation and improve the overall accuracy of the model. Despite its improved performance, the calibrated model still incorrectly predicts the dynamics of room temperatures at certain times. There are several possible reasons for this problem. These include the simplifications used in creating the model, uncertainties associated with the building fabric and its characteristics, and the fact that the measured temperatures were recorded in integer values by the central control of the smart-room system, resulting in a lack of information needed to precisely determine the control logic of the FCU system. The rounding of the values of the measured temperatures affected the uncertainty analysis, as the actual measured values remained unknown. In addition, the model calculates the room temperatures while assuming that the air in the room is well mixed. This may not be the case in the real world, and the measured temperatures may only reflect local conditions, depending on the position of the sensor in the room.

The obtained results indicate the need for more accurate modeling of the thermal response of the rooms during periods of strong solar radiation, as well as during periods of natural ventilation, taking into account the wind speed and direction. The opening of the windows was simulated by increasing the number of air changes per hour. The moment the system registers that the windows are open, the number of air changes in the model increases to a fixed, predefined value. The number of air changes per hour of 3 h\(^{-1}\) resulted in the smallest average error considering all simulated rooms. This value was applied to all rooms, regardless of their orientation. In reality, not all facades are exposed to the wind at the same time. In addition, the wind does not always blow at a constant speed. Some spaces will therefore have a stronger wind influence than others, and this influence varies over time. Under these circumstances, the model overestimates the temperature changes in rooms on the downwind side of the building and may underestimate them in the rooms directly on the wind path. Further investigation should be undertaken and further model improvements should be made to address these issues.

The developed simulation model was used in the next step to identify anomalies or faults in the HVAC system of individual rooms, particularly in the context of FCUs. Figure 8 shows an example where the model successfully identified an anomaly in a particular room during the summer season by finding large discrepancies between simulated and measured air temperatures. The air temperature in the room was higher than it should be, resulting in uncomfortable conditions, even though the FCU was operating intensively (the actual fan speed was often at level 3, as indicated in the graph of REAL FAN SPEED). During the same periods, simulated temperatures were consistently lower, as were simulated fan speeds (the speed was at level 1 most of the time, as shown in the graph of SIM FAN SPEED). The windows in the room were mostly closed (the graph of WINDOW). Additional testing was performed to confirm the anomaly. This included an evaluation of the operation of the FCU and a comparison of the temperature of the room with the temperatures of other rooms with similar characteristics. The results show that the average temperature in the room with the anomaly was above 26 °C, while average temperatures in the comparison rooms were between 22 °C and 25 °C. An analysis of the FCU’s operation showed that the unit ran longer and more intensely in the room with the anomaly than in the other rooms, without providing comfortable conditions, suggesting a malfunction of the system. It was also found that the specified conditions were met in the compared rooms. The same principle was applied to detect faults in other rooms. Although the model can detect anomalies with the implemented detection algorithm, further tests and diagnostics should be performed to confirm faults and find their real causes.
Figure 8. Measured (REAL) and simulated (SIM) temperatures with marked periods of anomalies in the HVAC system. Other signals affecting the operation of the system are also shown.

It should be noted that faults are not always detectable because temperatures may remain at the desired level due to favorable internal and external conditions, as is the case on cooler summer days. Another case where a fault may not be detected is when the HVAC system is not operating or is operating at a partial load. Faults are more likely to be detected under extreme conditions when the HVAC system must operate at nominal capacity. To improve the fault detection capabilities of the system, it is important to consider all signal conditions that can greatly affect the performance of the system.

4. Conclusions

Significant improvements in the energy efficiency of HVAC systems can be achieved through the use of smart technologies and control algorithms that optimize their performance and avoid unnecessary energy waste. One of the methods of improving control functions is the application of automatic fault detection and diagnosis routines. Their development is based on reliable simulation models of the system.

This study focused on the development and calibration of a white-box model of the guest rooms and associated HVAC systems (fan coils) in the case study hotel in Zagreb, Croatia, to predict the indoor temperatures under real conditions. The simulations took into account occupant behavior, window openings, and temperature control logic. All of this room-specific data came from an extensive database created over the course of several years by measurements from a smart-room system installed in the building. Real outdoor weather conditions recorded over the same period provided the environmental conditions for the model, which was calibrated with a genetic algorithm based on a five-minute time step to improve temperature predictions. The simulations yielded an average accuracy of $0.79 \pm 0.14 \, ^\circ C$ as measured by $RMSE$, with a 20% improvement for $RMSE$ and $cvRMSE$ compared to the baseline model. For metrics accounting for positive and negative values, there was a 59% improvement for $nMBE$ and 67% improvement for $MBE$. Occupant behav-
ior was the largest source of error in the simulations, as they have control over windows, set temperatures, and HVAC system operation in the case of manual mode selection. The actions of the occupants, particularly the opening of windows, pose a challenge to the model’s predictions of the dynamics of temperature changes, which could be improved by more detailed modeling of the thermal responses of the rooms. Another potential source of error in the prediction is the fact that the temperatures measured in the field were recorded in integer values, so some of the information needed to determine the control logic was lost. Nevertheless, the developed model met the requirements of the current guidelines and can be used for further analysis of the HVAC system and optimization of energy consumption in the case study building.

The model is also capable of detecting major anomalies in the analyzed HVAC system. Anomaly detection is based on finding major discrepancies between simulated and measured temperatures. To confirm the anomalies found, additional tests were performed analyzing the temperatures and operation of the HVAC system in different rooms.

Future work consists of developing more advanced methods for automatic fault detection and diagnosis by integrating machine learning techniques and implementing model predictive control features, which is a promising approach for energy savings in buildings.
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Abbreviations

The following abbreviations have been used in this manuscript:

- ASHRAE: American Society of Heating, Refrigerating and Air Conditioning Engineers
- FCU: Fan Coil Unit
- GHG: Greenhouse Gas
- HVAC: Heating, Ventilation, and Air Conditioning
- IDA ICE: IDA Indoor Climate and Energy
- IPMVP: International Performance Maintenance and Verification Protocol
- nZEB: Nearly Zero Energy Building
- TRNSYS: Transient System Simulation Tool
- cvRMSE: Coefficient of Variation of the Root Mean Squared Error
- MAE: Mean Absolute Error
- MBE: Mean Bias Error
- nMBE: Normalized Mean Bias Error
- RMSE: Root Mean Squared Error
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