Optimal Tuned Inerter Dampers for Vibration Control Performance of Adjacent Building Structures
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Abstract: Under the effect of strong earthquakes, collisions or excessive inter-story displacements may occur between adjacent building structures to the extent that the building structure is damaged. The traditional seismic measures for these structures can no longer meet the needs in practical engineering. In this paper, we propose the application of parallel and serial TID-based control systems in adjacent buildings as an example of a single-story adjacent building, and use it to form a new adjacent building seismic reduction structure. In this paper, the dynamic characteristics and design parameter optimization of the vibration control system are investigated by means of the Monte Carlo pattern search method and $H_2$ norm theory. The results show that the introduction of serial and parallel TID in adjacent building structures can effectively improve the seismic resistance of adjacent buildings. The problem of vibration amplification caused by resonance is obviously improved, which is especially evident in the adjacent building structure vibration control system based on parallel TID. The vibration control system of adjacent building structures based on parallel TID is more robust. When optimizing the right building, the damping requirement of the TID decreases for the vibration control system based on parallel TID as the adjacent building mass ratio increases, while the damping requirement of the TID increases for the vibration control system based on serial TID. In both vibration control systems, the difference in the optimal inertial mass ratio is small. In practice, a moderate increase in the difference between adjacent building masses can have a positive effect on the vibration control performance of the systems. The main contribution of this paper is to fill the research gap in parallel and serial TID applications for adjacent building vibration reduction.
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1. Introduction

In the past, some areas were extremely vulnerable to disasters due to poor building quality, resulting in serious personal casualties and property damage. Therefore, modern construction practices no longer simply pursue quantity, but pay more attention to quality and sustainability. Especially in areas where earthquakes are frequent or that have had disasters, people are more concerned about the seismic performance of buildings. A scientific approach to seismic design to ensure that buildings can withstand the forces of earthquakes and ensure the safety of people’s lives in the event of an earthquake is a research topic that has received widespread concern. Therefore, people have started to consider attaching control devices to the structures to suppress the seismic response of the structure, and this method is called the structural control technique.
For example, dampers such as the friction damper [1], the tuned liquid column damper (TLCD) [2,3] and viscous damper [4,5] are used in vibration control devices. Negative-stiffness systems are usually more efficient than conventional seismic isolation systems due to their ability to significantly reduce the vibration amplitude of the structure, while eliminating the inertial seismic loads to which the structure is subjected [6]. By introducing a new shape memory alloy into the negative-stiffness shock absorber, the device was able to effectively reduce the internal force response and displacement response of a bridge structural system [7]. A negative-stiffness amplifying damper can effectively reduce the interstory displacement and decrease the acceleration response of the structure [8]. In recent years, the KDamper has been proposed as a new passive vibration reduction concept. The KDamper is a device that significantly reduces the relative displacement of the base and can be implemented as a “rigid seismic absorption base”, while overcoming the shortcomings of conventional base isolation systems [9]. The optimized KDamper can effectively reduce the absolute acceleration response and displacement of a bridge. For spatially varying ground motions, the control effect of KDamper is very little affected [10].

In conclusion, tuned mass dampers (TMDs) are widely accepted as passive control devices. Under specific seismic motions, the use of TMDs can effectively reduce the hysteresis energy dissipation required for critical stories in the range of 1.8 to 2.8 s [11]. A TMD was also used to control the torsional response of a suspension bridge, and it was possible to reduce the torsional rotation of the suspension bridge by 34% when three TMDs were attached [12]. The optimal parameters of the TMD can be obtained by the ant colony optimization (ACO) method, and the soil-structure interaction effects have an influence on the parameter taking [13,14]. A TMD with increased mass ratio effectively reduces the peak response of the structure under seismic excitation [15]. The tuning frequency of a TMD decreases as the mass ratio increases, while the damping ratio increases [16]. The TMD system is more robust to variations in damping ratio and frequency ratio with a larger mass ratio, while a larger TMD damping results in a smaller TMD stroke [17]. An extended KDamper enhances its vibration reduction capacity by introducing negative-stiffness elements, while avoiding adding additional mass [18]. The conventional linear TMDs are limited in their scope of application due to their relatively large masses. Better vibration damping performance is obtained by exploiting the hysteresis characteristics of a nonlinear shape memory alloy (SMA), and SMA-TMD requires less mass ratio [19]. The combination of foundation isolation and TMD was applied in practice for the first time, and it was confirmed that the seismic performance of a foundation-isolation building can be improved by introducing a suitable TMD [20]. Some schemes utilize inertial dampers to achieve structural control, and the overall dynamics of the structure are completely different when TMD and inertial dampers are arranged differently [21]. The optimal tuning of TMD parameters can be theoretically achieved when the seismic excitation is determined [22]. However, the conventional method can only solve the optimal parameters of a TMD within a given excitation, while a particle swarm optimization (PSO) can obtain the optimal parameters of a TMD system within a non-stationary basis excitation during an earthquake [23]. The friction tuned mass damper (FTMD), optimized by a multi-objective cuckoo search (MOCS) algorithm, can mitigate the seismic damage of high-rise structures more effectively than TMD [24]. After optimizing the parameters with a proper algorithm, the semi-active TMD has a stronger anti-seismic capability than the conventional passive TMD [25]. A new type of semi-active-frictional TMD, obtained by improving on the passive-friction TMD, is able to remain in the activated state during an earthquake of arbitrary intensity [26]. The hysteretic damping TMD, which has emerged in recent years, has slightly higher performance than the conventional TMD [27].

In the research related to building seismic resistance, people mainly focus on the vibration control of individual buildings. Few people have considered the vibration control of adjacent buildings. In recent years, the distance between buildings has been significantly reduced due to the limited land area in towns and cities, forming a large number of adjacent buildings. Under strong seismic action, there is an amplification effect of the
collisions between adjacent buildings [28]. The current mainstream scheme is to attach vibration control devices between adjacent buildings and utilize dampers for energy dissipation to reduce the seismic shock on the buildings. In addition, the effects of seismic shock can be reduced when the vibration period ratio of adjacent buildings is appropriate [29]. Fluid-damper-connected systems provide better vibration reduction for the lower parts of adjacent buildings and preserve the dynamic characteristics of the original buildings [30]. Compared to individually placed TMDs, attaching an STMD between adjacent buildings performs better in reducing structural vibrations of the buildings and requires the use of only one mass block [31]. In order to solve the problem of excessive TMD mass, an inerter was introduced in the original TMD device to achieve a lightweight design [32,33]. Additionally, introducing an inerter in the negative-stiffness damper (NSD) reduces the size of the damper [34]. The inerter, constructed on the inertial principle, is a special type of structural vibration control device that is capable of amplifying the inertial forces associated with its weight by very considerable multiples [35,36]. At the same time, the inerter can also change the inherent frequency of single-degree-of-freedom (SDF) and multi-degree-of-freedom (MDF) systems [37]. A properly designed tuned inerter damper (TID) can effectively mitigate the seismic response of a building [38]. Although the robustness can be improved by using a double inerter configuration, the main effectiveness of the double inerter configuration is reflected in the suppression of acceleration [39]. In SDOF structures, a TID was applied to TLCDs to achieve reduced mass of the control system while improving vibration control performance [40]. In the example subjected to the seismic action of El Centro, the substitution of TID instead of VD can better improve the response of the system [41].

Based on the above problem considerations, this paper applies parallel and serial TIDs to adjacent buildings. By comparing the dynamic characteristics and vibration control effects under seismic action of the adjacent building structure’s vibration control systems, based on parallel and serial TIDs, the vibration-reduction characteristics of the two vibration control structures in the adjacent buildings are revealed. For the undamped primary system, the $H_2$ norm theory is applied to solve for the design parameters (frequency ratio and damping ratio) that minimize the root-mean-square displacement response of the system and improve the vibration reduction performance of the structure. For a system of binary higher order equations, the Monte Carlo pattern search method is used to obtain satisfactory optimized values of the design parameters. Finally, the vibration-reduction mechanism of two vibration control systems on adjacent building structures is revealed by numerical analysis. The main objective of this paper is to fill the research gap in parallel and serial TIDs applied to the vibration reduction of adjacent buildings. Meanwhile, a new adjacent-building seismic reduction structure is proposed to mitigate the vibration collision problem of adjacent buildings.

2. The Vibration Control Systems Based on Parallel and Serial TIDs

The construction of a TID is similar to that of a TMD, and it mainly consists of three mechanical elements: the spring, damper and inerter. The simplified model of an adjacent-building system of one floor is selected as the research object, and the simplified model shown in Figure 1 is obtained after connecting two adjacent buildings by parallel and serial TIDs, where $m_l$, $c_l$ and $k_l$ are the mass, damping and stiffness of the main structure; $m_d$, $c_d$ and $k_d$ are the inerterance, damping and stiffness of the additional structure; $x_l$ and $x_d$ are the displacements of the main structure and the additional structure, respectively; $\dot{x}_l$ and $\dot{x}_d$ are the velocities of the main structure and the additional structure, respectively; and $\ddot{x}_l$ and $\ddot{x}_d$ are the accelerations of the main structure and the additional structure, respectively. The subscripts $l$ and $r$ denote the left building and the right building respectively ($i = l, r$).
An inerter is a two-terminal mass element that is characterized by an applied force proportional to the relative acceleration of its two terminals. In this paper, a rack-and-pinion inertial device is used, which uses a plunger sliding in a cylinder to drive a flywheel through a rack, gear and pinions [42]. The inertial forces of the inerter is expressed as follows:

\[ F_I = m_d(\ddot{x}_l - \ddot{x}_d) \]  

(1)

The dynamic equation of the system shown in Figure 1 can be expressed as:

\[ M \ddot{x}(t) + C \dot{x}(t) + Kx(t) = -MR\ddot{g}(t) \]  

(2)

The response characteristics of the system can be obtained by solving Equation (2) to optimize the design parameters of the control system, where \( M, C \) and \( K \) represent the mass, damping and stiffness matrices of the vibration control system, respectively; \( \ddot{g}(t) \) represents the ground acceleration; \( R = [1, 1, 0]^T \) is the influence vector; and \( x = [x_l, x_r, x_d]^T \) is the vector of displacement. The \( M, C \) and \( K \) matrices are given as follows:

\[
M^p = \begin{bmatrix} m_l + m_d & 0 & -m_d \\ 0 & m_r & 0 \\ -m_d & 0 & m_d \end{bmatrix}; \quad C^p = \begin{bmatrix} c_l + c_d & 0 & -c_d \\ 0 & c_r & 0 \\ -c_d & 0 & c_d \end{bmatrix}; \quad K^p = \begin{bmatrix} k_l & 0 & 0 \\ 0 & k_r + k_d & -k_d \\ 0 & -k_d & k_d \end{bmatrix} \]  

(3)

\[
M^s = \begin{bmatrix} m_l + m_d & 0 & -m_d \\ 0 & m_r & 0 \\ -m_d & 0 & m_d \end{bmatrix}; \quad C^s = \begin{bmatrix} c_l & 0 & 0 \\ 0 & c_r + c_d & -c_d \\ 0 & -c_d & c_d \end{bmatrix}; \quad K^s = \begin{bmatrix} k_l & 0 & 0 \\ 0 & k_r + k_d & -k_d \\ 0 & -k_d & k_d \end{bmatrix} \]  

(4)

where the superscripts \( p \) and \( s \) denote parallel and serial TID vibration control systems, respectively. To facilitate the calculations, the relevant parameters reflecting the dynamic characteristics of the vibration control system are defined as:

The natural frequencies of the left building, right building and additional structures are \( \omega_l, \omega_r \) and \( \omega_d \):

\[ \omega_l^2 = \frac{k_l}{m_l}, \quad \omega_r^2 = \frac{k_r}{m_r}, \quad \omega_d^2 = \frac{k_d}{m_d} \]  

(5)

The mass ratios of the left building, right building and additional structures are \( \mu_l \) and \( \mu_d \):

\[ \mu_l = \frac{m_l}{m_r}; \quad \mu_d = \frac{m_d}{m_l} \]  

(6)
The damping ratios of the left building, right building and additional structures are \( \xi_1 \), \( \xi_r \) and \( \xi_d \):

\[
\xi_1 = \frac{c_1}{2 m_1 \omega_1}; \quad \xi_r = \frac{c_r}{2 m_r \omega_r}; \quad \xi_d = \frac{c_d}{2 m_d \omega_d}
\] (7)

The frequency ratios (\( \omega \) is the frequency of the ground acceleration) are:

\[
f_2 = \frac{\omega_2}{\omega_1}; \quad f_d = \frac{\omega_d}{\omega_1}; \quad \lambda = \frac{\omega}{\omega_1}
\] (8)

Adjacent-building structure vibration control systems based on parallel and serial TIDs protect buildings by dissipating seismic energy. In the event of an earthquake, the vibration control system can effectively reduce the impact of seismic waves on the building and ensure the safety of the building. Therefore, the transfer functions of the two buildings in the vibration control system are defined as follows:

\[
H_i^P = \frac{X_r(j\lambda)}{\ddot{x}_g(j\lambda)/\omega_1^2}
\] (9)

\[
H_i^E = \frac{X_i(j\lambda)}{\ddot{x}_g(j\lambda)/\omega_1^2}
\] (10)

where \( j \) is an imaginary number and \( j = \sqrt{-1} \); and \( X_l \) and \( X_r \) are the unknown numbers of \( x_l \) and \( x_r \) which are derived by Laplace transform.

3. H: Optimal Design and Results

Minimizing the \( H_2 \) norm performance index is essentially equivalent to minimizing the root-mean-square value of the system output, and this performance index is an important index commonly used in control system design. The frequency domain properties of a building structure vibration control system can be gained by calculating the transfer function of the system. In this section, the \( H_2 \) norm theory and Monte Carlo pattern search method are used to solve the equations and reveal the effects of parameters such as the inertial mass ratio and damping ratio on the performance of the vibration control system.

3.1. Vibration Control System Based on Parallel TID

Substitute Equation (3) into Equation (2) to obtain the following equation:

\[
\begin{bmatrix}
  m_l + m_d & 0 & -m_d \\
  0 & m_r & 0 \\
  -m_d & 0 & m_d
\end{bmatrix}
\begin{bmatrix}
  \ddot{x}_l \\
  \ddot{x}_r \\
  \ddot{x}_d
\end{bmatrix}
+ \begin{bmatrix}
  c_l + c_d & 0 & -c_d \\
  0 & c_r & 0 \\
  -c_d & 0 & c_d
\end{bmatrix}
\begin{bmatrix}
  \dot{x}_l \\
  \dot{x}_r \\
  \dot{x}_d
\end{bmatrix}
+ \begin{bmatrix}
  k_l & 0 & 0 \\
  0 & k_r + k_d & -k_d \\
  0 & -k_d & k_d
\end{bmatrix}
\begin{bmatrix}
  x_l \\
  x_r \\
  x_d
\end{bmatrix}
= \begin{bmatrix}
  m_l & 0 & 0 \\
  0 & m_r & 0 \\
  0 & 0 & m_d
\end{bmatrix}
\begin{bmatrix}
  \ddot{x}_g(t) \\
  0 \\
  0
\end{bmatrix}
\] (11)

Set the form of the solution of Equation (11) as:

\[
\ddot{x}_l = -X_l \omega^2; \quad \ddot{x}_r = j \omega X_l; \quad \ddot{x}_d = X_l
\] (12)

\[
\ddot{x}_r = -X_r \omega^2; \quad \ddot{x}_r = j \omega X_r; \quad \ddot{x}_r = X_r
\] (13)

\[
\ddot{x}_d = -X_d \omega^2; \quad \ddot{x}_d = j \omega X_d; \quad \ddot{x}_d = X_d
\] (14)

Combining the relevant parameters defined in the previous section, Equations (12)–(14) are substituted into Equation (11) to obtain the steady-state equations of the system as follows:

\[
\begin{cases}
-f_d^2 \mu_d X_r \omega_1^2 + f_d^2 \mu_d X_d \omega_1^2 + X_l(2j \omega \xi_1 \omega_1 - \omega^2 + \omega_1^2) = -\ddot{x}_g \\
-f_d^2 \mu_r X_d \omega_1^2 + X_r(f_d^2 \omega_1^2 + 2j \omega f_2 \xi_1 \omega_1 + f_d^2 \mu_d \omega_1^2 - \omega^2) = -\ddot{x}_g \\
-f_d^2 X_r \omega_1^2 + X_d(f_d^2 \omega_1^2 + 2j \omega f_2 \xi_1 \omega_1 - \omega^2) + X_l(\omega^2 - 2j \omega f_2 \xi_1 \omega_1) = 0
\end{cases}
\] (15)

Solving Equation (15) and bringing it into Equation (9), the following Equations (16) and (17) can be obtained:
The numerator and denominator of the frequency response function $H^P_j(\lambda)$ and $H^P_j(\lambda)$ are shown in Appendix A.

Since the performance of the vibration control system is influenced by the frequency ratio and damping ratio, the frequency ratio and damping ratio are defined as design parameters. In this paper, the optimal solution of the design parameters is obtained by solving the minimum value of the $H_2$ norm performance index function. The system $H_2$ norm performance index is defined as:

$$P_{T_{i}}^{P} = \frac{1}{2\pi} \int_{-\infty}^{\infty} |H^P_j(\lambda)|^2 \, d\lambda$$

(18)

where $|H^P_j(\lambda)|$ is the amplitude of the frequency response function. The operation procedure in Equation (18) is referred to Appendix B. After calculation, the $H_2$ norm performance index as the following:

$$P_{T_{i}}^{P} = \frac{T_{i}}{V_{i}}$$

(19)

where

$$T_{i}^{P} = f_d^4 \mu_1^3 \mu_d^2 \left(1 - 4 f_d^2 \xi_d^2 \right) + f_d^4 \mu_d^2 \left(f_d^2 - 4 f_d^2 \xi_d^2 \right) + f_d^2 \mu_d^2 \mu_d (2 (1 - 3 - 6 f_d^4 \mu_d^2 \xi_d^2) + f_d^2 (1 + \mu_d - 4 \xi_d^2)) + f_d^2 (6 + f_d^2 (2 + \mu_d + 8 \xi_d^2)) + \mu_1 (5 - 12 f_d^4 \mu_d^2 \xi_d^2 - 3 f_d^2 (2 + \mu_d - 4 \xi_d^2)) + f_d^2 (1 + 2 \mu_d + \mu_d^2 - 8 \mu_d \xi_d^2) + f_d^2 (5 + f_d^2 (2 (2 + \mu_d + 4 \xi_d^2))) + 2 f_d^2 (-5 + f_d^2 (6 - 12 \xi_d^2)) + f_d^2 (-1 - \mu_d + \mu_d^2 + 4 \mu_d \xi_d^2))$$

$$V_{i}^{P} = 4 (-1 + f_d^2)^2 f_d^6 \mu_1 \mu_1 \xi_d$$

$$T_{i}^{P} = f_d^4 + f_d^2 \xi_d^2 \left(2 + 2 \mu_1 \mu_d - 4 \xi_d^2 \right) + f_d^4 \left(1 + 2 f_d^2 (2 + \mu_d - 4 \xi_d^2) + \mu_1 (1 + \mu_1)^2 \mu_d^2 - 2 (1 + \mu_1) \mu_d \xi_d^2)) + f_d^2 (-2 + \mu_1 \mu_d + 4 \xi_d^2 + 4 f_d^4 (1 + \mu_1)^2 \xi_d^2 + f_d^2 (-2 + \mu_1 \mu_d + 4 \xi_d^2)))$$

$$V_{i}^{P} = 4 f_d^2 (-1 + f_d^2)^2 f_d^3 \mu_1 \mu_1 \xi_d$$

In order to obtain the optimal design parameters $f_d$ and $\xi_d$ of the system, the performance index expressions need to satisfy the following two conditions:

$$\frac{\partial P_{T_{i}}^{P}}{\partial f_d} = 0; \quad \frac{\partial P_{T_{i}}^{P}}{\partial \xi_d} = 0$$

(20)

However, in the process of solving the equation, it was found that Equation (16) is a binary system of higher order equations, and the exact solution of the design parameters could not be obtained. Therefore, the Monte Carlo pattern search method was used to solve the equation several times and then take the average value. The specific solution procedure of the Monte Carlo pattern search method is described in Section 3.3.

3.2. Vibration Control System Based on Serial TID

Substitute Equation (4) into Equation (2) to obtain the following equation:

$$\begin{bmatrix} m_1 + m_d & 0 & -m_d & 0 \\ 0 & m_r & 0 & -m_d \\ -m_d & 0 & m_d \end{bmatrix} \begin{bmatrix} \ddot{x}_1 \\ \ddot{x}_r \\ \ddot{x}_d \end{bmatrix} + \begin{bmatrix} c_t & 0 & 0 & 0 \\ 0 & c_r + c_d & -c_d & 0 \\ 0 & -c_d & c_d & 0 \end{bmatrix} \begin{bmatrix} \dot{x}_1 \\ \dot{x}_r \\ \dot{x}_d \end{bmatrix} + \begin{bmatrix} k_t & 0 & 0 & 0 \\ 0 & k_r + k_d & -k_d & 0 \\ 0 & -k_d & k_d & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_r \\ x_d \end{bmatrix} = \begin{bmatrix} m_1 \dot{x}_1 & 0 & 0 \end{bmatrix} \begin{bmatrix} \ddot{x}_g(t) \end{bmatrix}$$

(21)
\[
\begin{aligned}
&\mu_d \omega^2 + X_d (-\mu_d \omega^2 + 2 j \omega \xi_d \omega_1 - \omega^2 + \omega_1^2) = -\ddot{\bar{x}}_g \\
&X_r (f_d^2 \omega_1^2 + 2 j \omega f_d \xi_d \omega_1 + f_d^2 \mu_d \omega_1^2 + 2 j \omega f_d \mu_d \xi_d \omega_2 - \omega_1^2) + X_d (-f_d^2 \mu_d \omega_1^2 - 2 j \omega f_d \mu_d \xi_d \omega_1) = -\ddot{\bar{x}}_g
\end{aligned}
\]

Solving Equation (22) and bringing it into Equation (10), the following Equations (23) and (24) can be obtained:

\[
\begin{aligned}
H_f^x (j\lambda) &= \frac{X_r(j\lambda)}{\ddot{\bar{x}}_r(j\lambda)/\omega_1^2} = \frac{B_2^x(j\lambda)^* + B_2^x(j\lambda)^2 + B_1^x(j\lambda)^4 + B_0^x}{A_2^x(j\lambda)^* + A_2^x(j\lambda)^2 + A_1^x(j\lambda)^4 + A_0^x} \\
H_f^y (j\lambda) &= \frac{X_r(j\lambda)}{\ddot{\bar{x}}_r(j\lambda)/\omega_1^2} = \frac{D_2^x(j\lambda)^* + D_2^x(j\lambda)^2 + D_1^x(j\lambda)^4 + D_0^x}{C_2^x(j\lambda)^* + C_2^x(j\lambda)^2 + C_1^x(j\lambda)^4 + C_0^x}
\end{aligned}
\]

The numerator and denominator of the frequency response function \(H_f^x(j\lambda)\) and \(H_f^y(j\lambda)\) are shown in Appendix C.

The system \(H_2\) norm performance index is defined as:

\[
P_{I_f}^x = \frac{1}{2\pi} \int_{-\infty}^{\infty} |H_f^x(j\lambda)|^2 \, d\lambda
\]

Similar to Section 3.1, the integral of Equation (25) can be calculated as:

\[
P_{I_f}^x = \frac{T_i^x}{V_i^x}
\]

where

\[
\begin{aligned}
T_i^x &= (f_d^4 \mu_d^2 + f_d^2 \mu_d (1 + 4 \mu_d^2 + 2 f_d^2 (-2 + 4 \xi_d^2 + \mu_d (-1 + 4 \xi_d^2))) \\
&\quad - f_d^2 \mu_d (2 + f_d^2 (2 + 2 (3 + \mu_d) \mu_d + (4 + \mu_d) \mu_d^2)) + 2 f_d^2 (-2 + 4 \xi_d^2 + (2 + \mu_d) \mu_d (-1 + 4 \xi_d^2))) + f_d^2 (4 f_d^2 \mu_d^2 \xi_d^2 + f_d^6 \mu_d^2 \xi_d^2 + 2 f_d^2 \mu_d^3 \mu_d (1 + 2 \mu_d) + (4 + 6 \mu_d) \xi_d^2) + \mu_d (1 + 4 \mu_d + 6 \mu_d) + f_d^6 (-2 + 4 \xi_d^2 + 12 \mu_d^2 \xi_d^2 + 3 \mu_d (-1 + 4 \xi_d^2)))
\end{aligned}
\]

\[
\begin{aligned}
V_i^x &= 4 f_d^2 (-1 + f_d^2) f_d \mu_d \xi_d \\
T_s^x &= f_d^4 + f_d^2 (1 + 4 \mu_d^2 - f_d^2 f_d^2 (2 + 2 (6 \mu_d) \mu_d + \mu_1 (1 + 4 \mu_d) \mu_d^2) - 4 \xi_d^2 + \mu_1 (\mu_d - 4 \mu_d \xi_d^2)) + f_d^2 (1 + f_d^2) (1 + 2 + 4 \mu_d) \mu_d + (4 + 6 \mu_d^2) \mu_d^2) + f_d^4 (-8 \xi_d^2 - 2 (1 + 2 \mu_d) \mu_d (1 + 4 \xi_d^2)) + f_d^6 (-2 + 4 \mu_d^3 \mu_d^2 + f_d^2 (-2 + 4 \xi_d^2 + 4 (1 + \mu_1) \mu_d^2 \xi_d^2 + 2 + 3 \mu_1) \mu_d (-1 + 4 \xi_d^2)))
\end{aligned}
\]

\[
\begin{aligned}
V_s^x &= 4 f_d^2 (-1 + f_d^2) f_d \mu_d \xi_d \\
&\text{In order to obtain the optimal design parameters } f_d \text{ and } \xi_d \text{ of the system, the performance index expressions need to satisfy the following two conditions:}
\end{aligned}
\]

\[
\frac{\partial P_{I_f}^x}{\partial f_d} = 0; \quad \frac{\partial P_{I_f}^x}{\partial \xi_d^2} = 0
\]

Solve the above Equation (27) to obtain the optimal design parameters \(f_d^x_{\text{dopt}}\) and \(\xi_d^x_{\text{dopt}}\):

\[
\begin{aligned}
f_d^x_{\text{dopt}} &= \frac{\sqrt{-V_s^x}}{\sqrt[4]{V_1}} \\
\xi_d^x_{\text{dopt}} &= \frac{\sqrt{V_s^x - 4 V_1 V_3}}{\sqrt[4]{V_2 \sqrt{V_3}}}
\end{aligned}
\]

where
\[ v_1 = \mu_d^2 + f_2^2 \mu_1^3 \mu_d^2 + f_2^6 \mu_1 (1 + \mu_d)^2 + 2f_2^2 \mu_1 \mu_d (1 + 2 \mu_d) + f_2^2 \mu_1 (1 + 4 \mu_d + 6 \mu_d^2) - f_2^4 \mu_1 (2 + 2(3 + \mu_1) \mu_d + (4 + \mu_1) \mu_d^2) \]

\[ v_2 = -2f_2^2 \mu_1 + 4 f_2^4 \mu_1 - 2 f_2^6 \mu_1 - 3f_2^2 \mu_1 \mu_d - f_2^4 \mu_1 \mu_d - 2f_2^2 \mu_1^2 \mu_d + 2f_2^4 \mu_1 (2 + \mu_1) \mu_d \]

\[ v_3 = 4 f_2^2 \mu_1 - 8 f_2^4 \mu_1 + 4 f_2^6 \mu_1 + 12f_2^2 \mu_1 \mu_d + 4 f_2^4 \mu_1 \mu_d - 8 f_2^4 \mu_1 (2 + \mu_1) \mu_d + 4 f_2^2 \mu_1^2 \mu_d + 4 f_2^2 \mu_1^2 \mu_d^2 + 2f_2^4 \mu_1^2 \mu_d (4 + 6 \mu_d) \]

\[ v_4 = f_2^2 \mu_1 - 2f_2^4 \mu_1 + f_2^6 \mu_1 \]

\[ f_r^{d_{opt}} = \frac{\sqrt{-q_2}}{\sqrt{2q_1}} \]

\[ \xi_r^{d_{opt}} = \frac{\sqrt{q_2^2 - 4q_1q_4}}{\sqrt{2q_2\sqrt{q_3}}} \]

where

\[ q_1 = f_2^6 \mu_1^3 \mu_d^2 + (1 + \mu_1 \mu_d)^2 - f_2^2 (2 + (2 + 6 \mu_1) \mu_d + (1 + 4 \mu_1) \mu_d^2) + f_2^4 (1 + (2 + 4 \mu_1) \mu_d + (1 + 4 \mu_1 + 6 \mu_1^2) \mu_d^2) \]

\[ q_2 = -2f_2^2 + 4 f_2^4 - 2 f_2^6 - f_2^2 \mu_1 \mu_d + 2 f_2^4 \mu_1 \mu_d - f_2^4 (2 + 3 \mu_1) \mu_d \]

\[ q_3 = 4 f_2^2 - 8 f_2^4 + 4 f_2^6 + 4 f_2^2 \mu_1 \mu_d - 8 f_2^4 \mu_1 \mu_d + 4 f_2^4 (2 + 3 \mu_1) \mu_d + 4 f_2^2 \mu_1^2 \mu_d + f_2^6 (1 + \mu_1)^2 \mu_d^2 \]

\[ q_4 = f_2^4 - 2 f_2^6 + f_2^8 \]

### 3.3. Parameter Optimization Based on the Monte Carlo Pattern Search Method

The pattern search method, also known as Hooke-Jeeves method, was proposed by Hooke and Jeeves in 1966. The basic idea of the pattern search method is that the algorithm starts from some initial point and alternates between axial and pattern shifts. Since the pattern search method does not require the objective function to be derivable or continuous, it can effectively solve the problem of difficult or non-solvable derivatives. However, the pattern search method can easily fall into a local optimal solution and not find the global optimal solution. In addition, the pattern search method has a strong dependence on the starting base point, and different initial points may lead to different local optimal solutions. To deal with this drawback, the initial points can be generated randomly by the Monte Carlo method. By doing so, the search diversity can be increased, and thus the possibility of finding the global optimal solution can be improved. In this paper, the Monte Carlo pattern search method is implemented by MATLAB (R2021a 9. 10. 0. 1602886); the pattern search method is run for each of the 10,000 initial points generated and the optimal solution is selected as the optimization result from all the results. For an objective function \( f(x_1, x_2, \ldots, x_n) \) with \( n \) variables, the optimization process of the pattern search method is shown in Figure 2.
Figure 2. Optimization process of pattern search method [43].

The probing movement along \( m^{(j)} \) \((j = 1, 2, \ldots, n)\) is performed according to the following format:

1. Positive axial probing: If \( f(y^{(j)} + \delta m^{(j)}) < f(y^{(j)}) \), the probe is successful, take \( y^{(j+1)} = y^{(j)} + \delta m^{(j)} \); otherwise, the probing fails, and then perform negative axial probing;

2. Negative axial probing: If \( f(y^{(j)} - \delta m^{(j)}) < f(y^{(j)}) \), the probe is successful, take \( y^{(j+1)} = y^{(j)} - \delta m^{(j)} \); otherwise, the probing fails, and \( y \) will remain unchanged.

The point obtained after each probing movement is used as the starting point for the next probing movement. After \( n \) probing movements, the point that makes the value of \( f \) decrease is obtained in general.

The axial search vectors \( m_1, m_2, \ldots, m_n \) are of the following form:

\[
\begin{align*}
    m_1 &= (1, 0, \ldots, 0)_{1 \times n} \\
    m_2 &= (0, 1, \ldots, 0)_{1 \times n} \\
    & \vdots \\
    m_n &= (0, 1, \ldots, 0)_{1 \times n}
\end{align*}
\]

The contours of the design parameters of the vibration control system based on a parallel TID at \( \mu_1 = 2.0 \) are shown in Figure 3. The optimal parameter points in Figure 3 are obtained by MSPS, and some of the codes are shown in Appendix D.
3.4. Parameters in Control Systems Based on Parallel and Serial TID

3.4.1. Inertial Mass Ratio $\mu_d$

The effect of the inertial mass ratio on the amplitude of the frequency response function is shown in Figure 4 by a three-dimensional plot. As the inertial mass ratio increases, the amplitude of the frequency response function decreases significantly in a certain frequency range. However, as the inertial mass ratio increases, the improvement effect gradually decreases. Moreover, the robustness of the system decreases when the inertial mass ratio is too large. Although there is an optimal value of inertial mass ratio for a single TID of a MDOF structure, it is necessary to consider various factors such as economic cost and feasibility in the actual design [44]. Therefore, the design of the vibration control system based on parallel and serial TIDs need to be adjusted and optimized according to the specific situation to ensure the system has a satisfactory seismic performance and economy. In this paper, a more satisfactory result is obtained for both vibration control systems at the inertial mass ratio $\mu_d = 0.1$. 

Figure 3. Contour plots of frequency ratio and damping ratio ($\xi = \xi_r = 0, \mu_d = 0.1, \mu_1 = 2.0$ and $f_2 = 0.5$): (a) Left building; (b) Right building.
Figure 4. Effect of inertial mass ratio on frequency response function ($\xi_l = \xi_r = 0$, $\mu_1 = 1.0$ and $f_2 = 0.5$): (a) Frequency response function $H^p_l(j\lambda)$; (b) Frequency response function $H^p_r(j\lambda)$; (c) Frequency response function $H^p_y(j\lambda)$; (d) Frequency response function $H^p_z(j\lambda)$.

Considering that the masses of adjacent buildings generally do not deviate too much, three mass ratios $\mu_1 = 1$, $\mu_1 = 1.5$, $\mu_1 = 2.0$ were selected for comparison. Observing the data in Table 1, it is found that the optimal design parameters of both the left building and the right building in the vibration control system based on parallel TID are significantly higher than those of the vibration control system based on serial TID. In addition, comparing the overall magnitude of change in values reveals that the optimal design parameters $\xi_{d_{opt}}$ of both systems are most significantly influenced by the mass ratio $\mu_1$. As the mass ratio $\mu_1$ increases, the damping ratio $\xi^p_{d_{opt}}$ decreases by 25.21% and 16.37%, and the damping ratio $\xi^z_{d_{opt}}$ increases by 22.02% and 15.12%, respectively.

Table 1. Optimization results of design parameters for vibration control system based on parallel and serial TIDs.

<table>
<thead>
<tr>
<th>Mass Ratio</th>
<th>$\mu_1$</th>
<th>$f^p_{l_{d_{opt}}}$</th>
<th>$\xi^p_{l_{d_{opt}}}$</th>
<th>$f^p_{r_{d_{opt}}}$</th>
<th>$\xi^p_{r_{d_{opt}}}$</th>
<th>$f^z_{l_{d_{opt}}}$</th>
<th>$\xi^z_{l_{d_{opt}}}$</th>
<th>$f^z_{r_{d_{opt}}}$</th>
<th>$\xi^z_{r_{d_{opt}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.714</td>
<td>1.136</td>
<td>1.880</td>
<td>0.825</td>
<td>0.816</td>
<td>0.162</td>
<td>0.478</td>
<td>0.168</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>1.566</td>
<td>1.120</td>
<td>1.996</td>
<td>0.617</td>
<td>0.803</td>
<td>0.146</td>
<td>0.464</td>
<td>0.205</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.428</td>
<td>1.118</td>
<td>1.992</td>
<td>0.516</td>
<td>0.789</td>
<td>0.135</td>
<td>0.451</td>
<td>0.236</td>
<td></td>
</tr>
</tbody>
</table>

3.4.2. Frequency Response Function $H^p_l(j\lambda)$ and $H^p_r(j\lambda)$

In this subsection, the frequency response function of the system is solved to obtain the optimal solution for the design parameters. The influence of other parameters on the design parameters is discussed first, followed by a comparative analysis of $H^p_l(j\lambda)$ and $H^p_r(j\lambda)$. The system design parameters are plotted in relation to the mass ratio $\mu$ at $\mu_1 = 1$, $\mu_1 = 1.5$ and $\mu_1 = 2.0$. In Figure 5, the blue line represents $f^z_{l_{d_{opt}}}$ and the orange line represents $\xi^z_{l_{d_{opt}}}$. From the trend of the curves in Figure 5, it can be seen that the optimal values of the design parameters all decrease as the building mass ratio $\mu_1$ increases.
Figure 5. Effect of the inertial mass ratio $\mu_d$ on the optimal design parameters $f_1^*_{d_{opt}}$ and $\xi_1^*_{d_{opt}}$ ($\xi_1 = \xi_r = 0$ and $f_2 = 0.5$).

It can be seen from Figure 6 that the peak value of the response is significantly lower for the vibration control system based on parallel TID, which indicates that the robustness of the vibration control system based on parallel TID is better than that of the vibration control system based on serial TID. At the beginning, as the frequency ratio $\lambda$ increases, the amplitude of the frequency response function of the vibration control system based on parallel TID is positively correlated with the building mass ratio $\mu_i$. However, as the frequency ratio $\lambda$ increases, the increase in the building structure mass ratio $\mu_i$ decreases the vibration suppression effect of the vibration control system. On the whole, the peak value of the frequency response function amplitude of both vibration control systems decreases with the increase of mass ratio $\mu_i$.

Figure 6. Effect of the mass ratio $\mu_1$ on frequency response function $H_1^R(\lambda)$ and $H_1^F(\lambda)$ for vibration control systems based on parallel and serial TID ($\xi_1 = \xi_r = 0$ and $f_2 = 0.5$).

In actual projects, the mass ratio $\mu_1$ of adjacent buildings is not always fixed. In addition, the buildings can cause changes in their own inherent parameters during long-term service, which leads to many devices with large deviations from the ideal values in the practical application of the project. Therefore, it is necessary to consider the extent of the influence of the mass ratio $\mu_1$ and frequency ratio $f_2$ on the values of design parameters. In Figure 7, the initial phase of the curve shows that the design parameters are both significantly influenced by the building mass ratio $\mu_1$. One point to note is that the design parameters change less and less as $\mu_1$ increases to a certain level and the curves are flatter. When the frequency ratio $f_2$ is small, the effect on the design parameters is similar to that of the mass ratio $\mu_1$. However, when the frequency ratio $f_2$ grows to a certain value, the optimal value of the design parameters decreases significantly with the increase in the frequency ratio $f_2$. 
3.4.3. Frequency Response Function $H^T_\alpha(j\lambda)$ and $H^P_\alpha(j\lambda)$

In this subsection, the frequency response function $H^T_\alpha(j\lambda)$ of the system is solved and compared to $H^P_\alpha(j\lambda)$. The optimal values of the design parameters in relation to the inertial mass ratio $\mu_d$ are shown in Figure 8. It is clear that as the inertial mass ratio $\mu_d$ increases, the less spring stiffness needs to be used to achieve optimal control. As the inertial mass ratio $\mu_d$ increases, the nonlinearity of the optimal damping ratio $\xi_d$ increases and tends to level off. This indicates that when the inertial mass ratio $\mu_d$ is relatively large, greater damping is required to obtain the optimal vibration reduction performance.

As shown in Figure 9, the effect of increasing the building mass ratio $\mu_1$ on the right building is similar to Section 3.4.2. Initially, as $\lambda$ increases, the amplitude of the frequency response function of the vibration control system based on parallel TID is positively related to the building mass ratio $\mu_1$. However, after $\lambda$ increases to a certain degree, the increase of the building mass ratio $\mu_1$ decreases the vibration reduction effect of the vibration control system. Compared with Figure 6, it can be found that the two vibration control systems are more effective in controlling the vibration of the building on the left.
In this paragraph, building damping ratios $\xi_l$ and $\xi_r$ are analyzed, and the effects of different damping ratio values on the frequency response functions in the two vibration control systems are explored separately. It can be seen from Figure 10 that an increase in the damping ratio can improve the stability and robustness of the structure, and, overall, an increase in the building damping ratio can better control the structural vibration. Interestingly, the effect of increasing the building damping ratio on the frequency response function of the left building and the right building shows a significant difference. Comparing Figure 10a,b, it can be found that the response peak of the left building decreases as the damping ratio $\xi_l$ increases, while the opposite is true for the right building. By comparing Figure 10c,d, the response peak of the left building increases with increasing damping ratio $\xi_r$, while the response peak of the right building is clearly negatively correlated with the damping ratio. When the building damping ratio is used as a variable, interesting things can be found from Figure 10. Although the increasing damping ratio of the left building and the right building is beneficial to them, it is harmful to the neighboring buildings.
Figure 10. The effect of the damping ratio $\xi_1$ on the frequency response function ($\mu_1 = 2$, $\mu_d = 0.1$, $\xi_r = 0.02$ and $f_2 = 0.5$): (a) Left building; (b) Right building. Effect of damping ratio $\xi_r$ on the frequency response function ($\mu_1 = 2$, $\mu_d = 0.1$, $\xi_1 = 0.01$ and $f_2 = 0.5$): (c) Left building; (d) Right building.

4. Verification in the Time Domain

First, these four classical seismic waves EL Centro (1940), Taft (1952), San Fernando (1971) and Northridge (1994) are selected in this paper (see Figure 11). The parameters are set as: mass ratio $\mu_1 = 2$, inertial mass ratio $\mu_d = 0.1$, frequency ratio $f_2 = 0.5$ and building damping ratio $\xi_1 = \xi_r = 0.1$. For example, one setting of the vibration control system in MATLAB is shown in Table 2. The time domain results of the two vibration control systems are shown in Figures 12 and 13. The peak displacement and dynamic energy of the TID for the building under different seismic excitation for both vibration control systems are listed in Tables 3 and 4.

Figure 11. Seismic wave: EL Centro (18 May 1940); Taft (21 July 1952); San Fernando (9 February 1971); Northridge (17 January 1994).

Table 2. The parameters of a vibration control system based on parallel TID in MATLAB.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Left Building</th>
<th>Right Building</th>
<th>Serial TID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass (or inertance) (kg)</td>
<td>$3.5382 \times 10^4$</td>
<td>$1.7691 \times 10^4$</td>
<td>$3.5382 \times 10^2$</td>
</tr>
<tr>
<td>Damping (kN·s/m)</td>
<td>$2.245268 \times 10^5$</td>
<td>$5.613169 \times 10^4$</td>
<td>$3.584579 \times 10^5$</td>
</tr>
<tr>
<td>Stiffness (kN/m)</td>
<td>$3.562 \times 10^7$</td>
<td>$4.4525 \times 10^6$</td>
<td>$7.263573408 \times 10^6$</td>
</tr>
</tbody>
</table>
Figure 12. Displacement of left building under seismic excitation: (a) EL Centro (18 May 1940); (b) Taft (21 July 1952); (c) San Fernando (9 February 1971); (d) Northridge (17 January 1994).

Figure 13. Displacement of the right building under seismic excitation: (a) EL Centro (18 May 1940); (b) Taft (21 July 1952); (c) San Fernando (9 February 1971); (d) Northridge (17 January 1994).

Table 3. Peak of time history response.

<table>
<thead>
<tr>
<th>Earthquake</th>
<th>Peak Displacement of the Left Building (m)</th>
<th>Peak Displacement of the Right Building (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Parallel</td>
<td>Serial</td>
</tr>
<tr>
<td>EL Centro</td>
<td>0.006268976</td>
<td>0.006456939</td>
</tr>
<tr>
<td>Taft</td>
<td>0.00273925</td>
<td>0.0028741</td>
</tr>
<tr>
<td>San Fernando</td>
<td>0.00494972</td>
<td>0.00594365</td>
</tr>
<tr>
<td>Northridge</td>
<td>0.0049613</td>
<td>0.0057407</td>
</tr>
</tbody>
</table>
Table 4. Dynamic energy of TID.

<table>
<thead>
<tr>
<th>Earthquake</th>
<th>Dynamic Energy of TID at Optimizing the Left Building (J)</th>
<th>Dynamic Energy of TID at Optimizing the Right Building (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Parallel</td>
<td>Serial</td>
</tr>
<tr>
<td>EL Centro</td>
<td>37.33402959</td>
<td>434.2079697</td>
</tr>
<tr>
<td>Taft</td>
<td>5.6693004</td>
<td>97.4129119</td>
</tr>
<tr>
<td>San Fernando</td>
<td>32.0653859</td>
<td>318.2491057</td>
</tr>
<tr>
<td>Northridge</td>
<td>4.3210444</td>
<td>330.3161681</td>
</tr>
</tbody>
</table>

In Figures 12–14, the blue line represents the response results of the adjacent building structure vibration control system based on parallel TID, the red line represents the response results of the adjacent building structure vibration control system based on serial TID, and the gray line means the response results of the adjacent building structure in the uncontrolled condition. The effectiveness and reliability of the two vibration control systems are evaluated by comparing the results of the above three time history responses. These results help to understand the effects of the two vibration control systems on the seismic performance of building structures and provide references for vibration control in practical engineering. In general, both vibration control systems are able to control the vibration amplitude of the buildings, and are particularly effective in controlling the vibration of the right building. Table 2 shows the peak response of the building structure under four types of seismic excitation for both vibration control systems. Obviously, it is more effective for the vibration control system based on parallel TID to improve the seismic capacity of adjacent building structures. The dynamic energy of the TID in both vibration control systems under EL Centro seismic wave excitation is shown in Figure 14, while the dynamic energy peaks are listed in Table 3. It is obvious that the vibration control system based on serial TID protects the building mainly by converting the seismic energy into dynamic energy. The vibration control system based on parallel TID protects the building mainly by consuming seismic energy through dampers. In the frequency domain analysis, the damping ratio \( \xi_{r_{d_{opt}}} \) is a little larger in the vibration control system based on parallel TID, which is consistent with the above findings.

![Figure 14. Dynamic energy of TID under the action of EL Centro: (a) Left building; (b) Right building.](image)

5. Conclusions

The paper proposes to connect two adjacent buildings with parallel and serial TIDs, and discusses the seismic performance of the vibration control system based on parallel
and serial TIDs. In order to achieve the best vibration reduction effect, the $H_2$ norm theory is used to optimize the design parameters for the vibration control system based on serial TID, and the $H_2$ norm theory and Monte Carlo pattern search method are used to optimize the design parameters for the vibration control system based on parallel TID. The effects of parameter variations on the vibration reduction performance of the two vibration control systems were analyzed and compared. The following conclusions were obtained:

1. When the mass ratios of adjacent buildings in two vibration control systems are close to each other, the amplitude of the frequency response function of the buildings will increase. Therefore, appropriately increasing the mass ratio of adjacent buildings helps to improve the vibration control performance of the system.

2. Compared with the vibration control system based on serial TID, the vibration control system based on parallel TID can not only reduce the amplitude of the frequency response function of the building more effectively, but also apply to a wider range of frequencies.

3. Increasing the damping ratio of the building can effectively improve the amplitude of the frequency response function of the building. When the damping of the building is relatively low, a slight increase in the damping ratio can significantly reduce the amplitude of the frequency response function. However, when the damping ratio of the building is large, it is not worthwhile to continue to increase the damping ratio.

4. Compared with the vibration control system based on serial TID, the vibration control system based on parallel TID has higher robustness and stability. In addition, the vibration control system based on parallel TID can better reduce the vibration amplitude of adjacent buildings under the action of seismic excitation.

5. The vibration control system based on parallel TID dissipates seismic energy mainly by large damping, while the vibration control system based on serial TID protects buildings mainly by converting seismic energy into dynamic energy.
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Appendix A

$B^p_\alpha \sim B^p_\delta$ and $A^p_\alpha \sim A^p_\delta$ are the numerator and denominator of the frequency response function $H^p_j(j\lambda)$, respectively.
\[ A_P^p = 1 \]
\[ A_5^p = 2 (\xi_i + f_2 \xi_d + f_d \xi_d) \]
\[ A_4^p = 1 + f_2^2 + f_d^2 (1 + \mu_d + \mu_1 \mu_d) + 4 f_d \xi_i \xi_d + 4 f_2 \xi_r (\xi_i + f_d \xi_d) \]
\[ A_3^p = 2 (f_2^2 (\xi_i + f_d \xi_d) + f_d (f_d (\xi_i + \mu_1 \mu_d \xi_i) + \xi_d) + f_2^2 (1 + \mu_1) \mu_d \xi_d) + f_2 \xi_r (1 + f_d^2 (1 + \mu_d) + 4 f_d \xi_i \xi_d) \]
\[ A_2^p = 4 f_2 f_d \xi_r (f_d \xi_i + \xi_d + f_d^2 \mu_d \xi_d) + f_2^2 (1 + f_d^2 (1 + \mu_d) + 4 f_d \xi_i \xi_d) + f_2^2 (1 + \mu_1) \mu_d \xi_d) \]
\[ A_1^p = 2 f_d (f_2 f_d \xi_r + f_2^2 \mu_1 \mu_d \xi_d + f_2^2 (f_d \xi_i + \xi_d + f_d^2 \mu_d \xi_d)) \]
\[ A_0^p = f_2^2 f_d^2 \]
\[ B_4^p = f_2 f_d^2 \]
\[ B_3^p = 2 f_d \xi_r + f_d \xi_d \]
\[ B_2^p = f_2^2 + f_d^2 (1 + \mu_d + \mu_1 \mu_d) + 4 f_d f_d \xi_r \xi_d \]
\[ B_1^p = 2 f_d (f_2 f_d \xi_r + f_2^2 \xi_d + f_2^2 (1 + \mu_1) \mu_d \xi_d) \]
\[ B_0^p = f_2^2 f_d^2 \]

\[ D_0^p - D_4^p \] and \[ C_0^p - C_6^p \] are the numerator and denominator of the frequency response function \[ H^p_P(j\lambda) \], respectively.

\[ C_6^p = 1 \]
\[ C_5^p = 2 \xi_i + 2 f_2 \xi_r + 2 f_d \xi_d \]
\[ C_4^p = 1 + f_2^2 + f_d^2 + f_2 \xi_i + f_d \xi_d \]
\[ C_3^p = 2 f_2^2 \xi_i + 2 f_d \xi_d + f_2^2 \mu_1 \mu_d \xi_i + 2 f_2 f_2 \xi_r + 2 f_2 f_d \xi_d + f_2 f_2 \mu_1 \mu_d \xi_r + 2 f_d f_d + \xi_d \]
\[ + 2 f_2^2 f_d \xi_i + 2 f_d \xi_d + 2 f_2 \xi_r \xi_d + 2 f_2 f_d \mu_1 \mu_d \xi_d + 2 f_d f_d \mu_1 \mu_d \xi_d \]
\[ C_2^p = f_2^2 + f_d^2 + f_2 f_2 f_d + f_2 f_d f_d + f_2 f_d \mu_1 \mu_d + f_2 f_d \mu_1 \mu_d + f_2 f_d \mu_1 \mu_d + f_2 f_d \mu_1 \mu_d \xi_i \xi_d \]
\[ + 2 f_2 f_d \xi_i \xi_d + 2 f_2 f_d \mu_1 \mu_d \xi_i \xi_d + 4 f_2 f_2 \xi_i \xi_d + 4 f_d \xi_i \xi_d \]
\[ C_1^p = 2 f_2 f_d + f_d + 2 f_2 f_d + f_d \mu_1 \mu_d + f_2 f_d \mu_1 \mu_d + f_2 f_d \mu_1 \mu_d + f_2 f_d \mu_1 \mu_d + f_2 f_d \mu_1 \mu_d \xi_i \xi_d \]
\[ + 2 f_2 f_d \xi_i \xi_d + 2 f_2 f_d \mu_1 \mu_d \xi_i \xi_d - 2 f_2 f_d \mu_1 \mu_d \xi_i \xi_d \]
\[ C_0^p = f_2^2 f_d^2 \]
\[ D_0^p = 1 \]
\[ D_3^p = 2 (\xi_i + f_d \xi_d) \]
\[ D_2^p = 1 + f_d^2 (1 + \mu_d + \mu_1 \mu_d) + 4 f_d \xi_i \xi_d \]
\[ D_1^p = 2 f_d (f_2 \xi_i + \xi_d + f_d^2 (1 + \mu_1) \mu_d \xi_d) \]
\[ D_0^p = f_d^2 \]

**Appendix B**

Taking \( P_l^p \) as an example, the \( H_2 \) norm performance index is calculated as follows:

\[
P_l^p = \frac{1}{2\pi} \int_{-\infty}^{\infty} \left| H_l^p(j\lambda) \right|^2 d\lambda = \frac{\text{Num}_l^p}{\text{Den}_l^p}
\]

where
\[\text{Num}_t^s = A_{t}^{s-2} A_{t}^{s-3} (-A_{t}^{s-2} A_{t}^{s-4} b_0 + A_{t}^{s-3} A_{t}^{s-5} b_6 + A_{t}^{s-2} A_{t}^{s-5} b_9) + A_{t}^{s-2} (-A_{t}^{s-2} b_0 + A_{t}^{s-3} A_{t}^{s-5} b_3 - A_{t}^{s-3} A_{t}^{s-5} b_4 + A_{t}^{s-2} A_{t}^{s-4} b_0 + A_{t}^{s-3} A_{t}^{s-5} b_6 + A_{t}^{s-4} A_{t}^{s-5} (A_{t}^{s} b_2 - A_{t}^{s} A_{t}^{s-2} b_2 - A_{t}^{s} A_{t}^{s-3} b_3 + A_{t}^{s-2} A_{t}^{s-4} b_4 + A_{t}^{s-3} A_{t}^{s-5} b_5)) + A_{t}^{s-3} A_{t}^{s-5} (-A_{t}^{s} b_0 + A_{t}^{s} A_{t}^{s-2} b_3 + A_{t}^{s} A_{t}^{s-3} b_4 + A_{t}^{s-2} A_{t}^{s-4} b_2 - A_{t}^{s} A_{t}^{s-2} b_2 - A_{t}^{s} A_{t}^{s-3} b_3 + A_{t}^{s-2} A_{t}^{s-4} b_4 + A_{t}^{s-3} A_{t}^{s-5} b_5)) + A_{t}^{s} A_{t}^{s-3} A_{t}^{s-5} b_0 - A_{t}^{s} A_{t}^{s-3} A_{t}^{s-5} b_1 + A_{t}^{s} A_{t}^{s-3} A_{t}^{s-5} b_2 + A_{t}^{s} A_{t}^{s-3} A_{t}^{s-5} b_3)
\]

\[\text{Den}_t^s = 2 A_{t}^{s-2} A_{t}^{s-3} A_{t}^{s} b_0 + A_{t}^{s-3} A_{t}^{s} b_1 + A_{t}^{s-2} A_{t}^{s} b_2 + A_{t}^{s} b_3 (A_{t}^{s-2} A_{t}^{s} b_0 - A_{t}^{s-2} A_{t}^{s} b_1 + A_{t}^{s} A_{t}^{s-3} A_{t}^{s} b_2 + A_{t}^{s} A_{t}^{s-3} A_{t}^{s} b_3)
\]

\[b_0 = B_{t0}^{s-2}
\]

\[b_1 = B_{t1}^{s-2} - 2 B_{t0}^{s} B_{t2}^{s}
\]

\[b_2 = B_{t2}^{s-2} - 2 B_{t1}^{s} B_{t3}^{s} + 2 B_{t0}^{s} B_{t4}^{s}
\]

\[b_3 = B_{t3}^{s-2} - 2 B_{t2}^{s} B_{t4}^{s}
\]

\[b_4 = B_{t4}^{s-2}
\]

\[b_5 = 0
\]

where \(B_{t0}^{s-2}\) and \(A_{t0}^{s-2}\) are the numerator and denominator of the frequency response function \(H_t^s(j\lambda)\).

**Appendix C**

\(B_{t0}^{s-2}\) and \(A_{t0}^{s-2}\) are the numerator and denominator of the frequency response function \(H_t^s(j\lambda)\), respectively.

\[A_{t0}^{s} = 1
\]

\[A_{t0}^{s} = 2 (\xi_1 + f_2 \xi_2 + f_d (1 + \mu_d + \mu_1 \mu_d) \xi_d)
\]

\[A_{t0}^{s} = (1 + f_2 + f_d^2 (1 + \mu_d + \mu_1 \mu_d) + 4 f_d (1 + \mu_1 \mu_d) \xi_1 \xi_d + 4 f_2 \xi_r (\xi_1 + f_d (1 + \mu_d) \xi_d)
\]

\[A_{t0}^{s} = 2 (f_d (1 + \mu_1 \mu_d) \xi_d + f_2 (\xi_1 \xi_d + f_2 \xi_r (\xi_1 + f_d (1 + \mu_d) \xi_d + 4 f_2 \xi_r (\xi_1 + f_d (1 + \mu_d) \xi_d))
\]

\[A_{t0}^{s} = f_2 f_d
\]

\[A_{t0}^{s} = f_d
\]

\[B_{t0}^{s} = f_2 f_d
\]

\[B_{t0}^{s} = 1
\]

\[B_{t0}^{s} = 2 (f_2 \xi_r + f_d (1 + \mu_d + \mu_1 \mu_d) \xi_d)
\]

\[B_{t0}^{s} = (f_2^2 + f_d^2 (1 + \mu_d + \mu_1 \mu_d) + 4 f_2 f_d \xi_r \xi_d)
\]

\[B_{t0}^{s} = 2 f_2 f_d (f_d \xi_r + f_2 \xi_1)
\]

\[B_{t0}^{s} = f_2 f_d
\]

\[D_{t0}^{s} - D_{t0}^{s} = C_{t0}^{s} - C_{t0}^{s}
\]

\[D_{t0}^{s} - D_{t0}^{s} = C_{t0}^{s} - C_{t0}^{s}
\]

\[D_{t0}^{s} = 1
\]

\[D_{t0}^{s} = 2 (\xi_1 + f_2 \xi_2 + f_d (1 + \mu_d + \mu_1 \mu_d) \xi_d)
\]

\[D_{t0}^{s} = (1 + f_2 + f_d^2 (1 + \mu_d + \mu_1 \mu_d) + 4 f_d (1 + \mu_1 \mu_d) \xi_1 \xi_d + 4 f_2 \xi_r (\xi_1 + f_d (1 + \mu_d) \xi_d)
\]

\[D_{t0}^{s} = 2 (f_d (1 + \mu_1 \mu_d) \xi_d + f_2 (\xi_1 \xi_d + f_2 \xi_r (\xi_1 + f_d (1 + \mu_d) \xi_d + 4 f_2 \xi_r (\xi_1 + f_d (1 + \mu_d) \xi_d))
\]

\[D_{t0}^{s} = f_2 f_d
\]

\[D_{t0}^{s} = 1
\]

\[D_{t0}^{s} = 2 (\xi_1 + f_2 \xi_2 + f_d (1 + \mu_d + \mu_1 \mu_d) \xi_d)
\]

\[D_{t0}^{s} = (1 + f_2 + f_d^2 (1 + \mu_d + \mu_1 \mu_d) + 4 f_d (1 + \mu_1 \mu_d) \xi_1 \xi_d + 4 f_2 \xi_r (\xi_1 + f_d (1 + \mu_d) \xi_d)
\]

\[D_{t0}^{s} = 2 f_2 f_d (f_d \xi_r + f_2 \xi_1)
\]

\[D_{t0}^{s} = f_2 f_d
\]

\[D_{t0}^{s} = f_d (f_d \xi_r + f_2 \xi_1)
\]

\[D_{t0}^{s} = f_d
\]

\[D_{t0}^{s} = f_d (f_d \xi_r + f_2 \xi_1)
\]

\[D_{t0}^{s} = f_d
\]
Appendix D

Part of the code for the Monte Carlo pattern search method is as follows:

```matlab
function [x_new, f_new] = fminsearch(func, x0)
    % fminsearch is a built-in function in MATLAB
    % that implements the Nelder-Mead simplex
    % algorithm for finding the minimum of a function.
    % It is a pattern search method that
    % does not require gradient evaluations.
    % It is particularly useful for nonlinear optimization
    % problems with non-smooth objective functions.
    % The function `func` is the objective function
    % and `x0` is the initial guess for the minimum.
    % The function returns the minimum point `x_new` and
    % the corresponding function value `f_new`.

    % Initialize the simplex
    n = length(x0); % Number of variables
    s = zeros(n+1, n); % Initial simplex
    s(1,:) = x0; % Initial vertex
    f = zeros(n+1, 1); % Objective function values
    f(1) = func(x0); % Value at the initial vertex

    % Loop over the pattern search steps
    for i = 1:1000
        % Evaluate the objective function at the vertices of the simplex
        for j = 1:n+1
            s(j,:) = s(j,:) + 0.01 * s(j,:);
            f(j) = func(s(j,:));
        end

        % Update the simplex
        f_min = min(f); % Minimum value of the objective function
        j_min = find(f == f_min, 1); % Index of the minimum vertex
        s(j_min,:) = s(j_min,:); % Replace the worst vertex
        s(j_min,:) = s(j_min,:) - 0.01 * s(j_min,:); % Improve the worst vertex

        x_new = s(j_min,:); % Update the minimum point
        f_new = func(x_new); % Update the minimum function value
    end
end
```
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