Deep-Learning- and Unmanned Aerial Vehicle-Based Structural Crack Detection in Concrete
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Abstract: Deep-learning- and unmanned aerial vehicle (UAV)-based methods facilitate structural crack detection for tall structures. However, contemporary datasets are generally established using images taken with handheld or vehicle-mounted cameras. Thus, these images might be different from those taken by UAVs in terms of resolution and lighting conditions. Considering the difficulty and complexity of establishing a crack image dataset, making full use of the current datasets can help reduce the shortage of UAV-based crack image datasets. Therefore, the performance evaluation of existing crack image datasets in training deep neural networks (DNNs) for crack detection in UAV images is essential. In this study, four DNNs were trained with different architectures based on a publicly available dataset and tested using a small UAV-based crack image dataset with 648 +pixel-wise annotated images. These DNNs were first tested using the four indices of precision, recall, mIoU, and F1, and image tests were also conducted for intuitive comparison. Moreover, a field experiment was carried out to verify the performance of the trained DNNs in detecting cracks from raw UAV structural images. The results indicate that the existing dataset can be useful to train DNNs for crack detection from UAV images; the TransUNet achieved the best performance in detecting all kinds of structural cracks.
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1. Introduction

Bridges are vital elements in transportation, and the harsh environments in which they are located usually accelerate the aging of such structures. Many bridges lose their operational functionality before reaching their desired service life; thus, inspection processes for determining the status of bridge conditions in service are a guarantee of operational safety. The main evaluation and detection methods for bridge cracks are manual visual observation and bridge inspection vehicle detection. In most cases, these traditional methods are feasible. However, they do have some deficiencies, such as cumbersome operations and high rates of missed detection. Moreover, it is difficult to reach the surfaces of high structures, such as bridge towers and the arch structures of large-span bridges. Thanks to the rapid development of deep learning, the field of detecting structural conditions has witnessed significant advancements in recent years [1]. This technology has opened up innovative pathways for the detection of structural cracks, which can replace the manual identification process. Many DNNs, such as U-Net [2] and DeepLab [3], have emerged, and are widely used for identifying cracks. More and more variants are also being developed for research and industrial purposes [4–7].

Meanwhile, UAVs mounted with high-resolution cameras can reach the surfaces of tall structures easily for crack image acquisition. As a new method for obtaining crack...
images, UAVs are widely used [8,9]. Smaoui et al. [10] proposed a method for planning paths for autonomous scanning tasks of concrete structures based on onboard cameras, collecting and transmitting images to estimate the extent of damage caused by cracks. Ngo et al. [11] used drones to collect images of cracks and defects on the surface of concrete bridges, developing an effective method for assessing the structural integrity of concrete bridges. Compared with traditional cameras that require manual photography, UAVs have the advantage of being lightweight and convenient, and they feature automatic obstacle avoidance capabilities which enable them to reach previously inaccessible areas. This makes them an effective tool for image acquisition in challenging locations that human beings cannot easily access. UAVs are thus good platforms for taking pictures of cracks in tall bridges, thereby solving the problem of imaging cracks in extreme terrains. The capability and quality of capturing images through UAVs were verified and confirmed by Zhong et al. [12] using an IMETRUM non-contact detector. By constructing a bridge model and conducting a UAV test flight, Peng et al. [13] determined the optimal imaging distance for different switching conditions. They used this information to plan a UAV cruise route and subsequently conducted a real bridge flight to detect cracks on the deck. The resulting UAV crack dataset achieved a recognition accuracy rate of 90% on the R-FCN network model, demonstrating its ability to precisely identify cracks. Using UAV technology, Li et al. [14] developed a DenxiDeepCrack crack-recognition model. Using a dataset of UCrack 11 road cracks for model training, captured by UAVs in a vertical view, the model achieved an impressive AP value of 0.632. Research on crack image recognition based on UAVs has seen significant advancements, with notable progress in recent years. Due to the limited dataset of UAV-captured images, research on the semantic segmentation of cracks using this technology is still scarce.

While UAVs can obtain crack images for DNNs to detect cracks, training qualified DNNs with high performance is vital for the final results. Although the architecture of the DNNs is quite important for crack detection results, the crack image datasets that were used to train the DNNs have more fundamental influences. The dataset is the foundation of model training that provides the crack and background samples for the DNNs to learn high-dimensional features for identifying crack regions in images [15–18]. The numbers, diversity, and quality of the crack image dataset greatly influence or determine the crack detection performance. Many scholars have created high-quality crack image datasets. Kim and Cho. [19] used a web scraper to obtain 42,000 crack images from the Internet; Deng et al. [20] cropped captured concrete bridge cracks into small images of 500 × 375 and formed a bounding box with a crack dataset of 5009 images. Ye et al. [21] established the Bridge Crack Library with 7805 crack images and 3195 non-crack images, which includes a pixel-level annotation dataset of steel, concrete, and masonry bridge cracks. However, the crack image datasets mentioned above are mainly based on handheld camera images, whereas UAV-based crack image datasets are relatively scarce. The image conditions such as the resolution, lighting condition, and background features might be different. Considering the difficulty and complexity of establishing a crack image dataset, it is necessary to study the existing datasets in training DNNs for the detection of cracks in UAV images.

This paper evaluates the existing crack image datasets in training DNNs to detect cracks from UAV images. An open-sourced crack image dataset based on images from manual inspection was used to train four different DNN models, i.e., the U-Net, the DeepLab v3 (MobileNet v3), the DeepLab v3 (ResNet50), and the TransUNet. A UAV-based image dataset containing 648 images with pixel-wise annotation was established for testing purposes. In addition, raw UAV images from the bridge tower of a cable-stayed bridge were obtained in a field test to examine and illustrate the performance of the trained DNNs. The four DNN models with different architectures were used to compare the crack detection results in different models. Meanwhile, k-fold training based on the U-Net was applied to study the influence of the different compositions of crack images.
2. Introduction of U-Net, DeepLab v3, and the Crack Datasets

2.1. Related Network Introduction

Deep learning networks are crucial in identifying cracks as they are capable of inputting raw data into various layers of a network, interpreting essential information, and integrating semantic details obtained by both high- and low-level networks. This enables the network to accurately decipher the data and acquire specific information relevant to detecting cracks. In 1998, LeCun et al. [22] proposed the LeNet network, which was the first application of convolutional neural networks in image processing. In the subsequent developmental procedure, processing tasks of images were divided into three categories: image classification, object detection, and semantic segmentation.

Many image classification networks, such as AlexNet [23], GoogLeNet [24], VGG [25], and MobileNet [26], have been proposed for specific conditions and are often used as the backbone of subsequent networks. Inception [27] and Xception [28] were derived from VGG. Inception-ResNet [29], ResNetXt [30], and DenseNet [31] were derived from ResNet. On the basis of MobileNet, ShuffleNet [32], EfficientNet [33], and ConvNeXt [34] were derived. The target detection task started from the RCNN [35] with VGG as the backbone proposed in 2014, and Fast R-CNN [36], Faster R-CNN [37], SSD [38], and YOLO series [39–41] were derived. To effectively detect cracks, it is not sufficient to focus solely on research aimed at object detection or object classification. Realization of the pixel-level segmentation of crack morphology can be more helpful to evaluate the cracks for subsequent research. Thus, semantic segmentation networks such as DeepLab, FCN [42], U-Net, Mask R-CNN [43], and U2Net [44] are more suitable. In this study, the classic semantic segmentation model U-Net and the relatively new model TransUNet, as well as two versions of DeepLab v3, were selected as the training networks to train and verify the existing dataset.

2.2. Selected Models

Proposed in 2015, U-Net adopts an Encode–Decode structure that is made up of four down-sampling layers and four up-sampling layers, as illustrated in Figure 1. The input images have sizes of $256 \times 256 \times 3$ (RGB). The U-Net undergoes two $3 \times 3$ convolutional layers and ReLu layers as initial steps. The down-sampling stage utilizes a $2 \times 2$ MaxPool layer, reducing the feature layer size to $128 \times 128 \times 64$ before proceeding to the subsequent convolutional layer. Upon the completion of four down-sampling stages, the up1 up-sampling layer receives a $16 \times 16 \times 512$ feature layer input. The feature layer size is then enlarged to $32 \times 32 \times 512$ using bilinear interpolation and concatenated with the corresponding channel feature layer from the down-sampling stage. The concatenated feature layer is passed through a $3 \times 3$ convolutional layer before repeating the same process for subsequent up-sampling layers. Upon completion of the up-sampling stage, the final $1 \times 1$ convolutional layer produces a feature size of $256 \times 256 \times 64$, leading to an output of $256 \times 256 \times 1$ after further processing with a $1 \times 1$ convolutional layer.

There have been significant innovations in the formal structure of DeepLab v3. It introduces the concept of dilated convolution, increases the receptive field of the network, and can obtain more crack features on the basis of retaining the data information to the greatest extent. It exerts little pressure on the operating equipment and is relatively easy to realize. In rapid iterations of network updates, it still demonstrates an excellent training effect. DeepLab v3 improves the ASPP part on the basis of DeepLab v2, introduces the multi-grid aspect, and removes the post-processing structure of CRFs that have little impact on the training effect. In detail, the network structure of DeepLab v3 is shown in Figure 2. After inputting the image data, they pass through four residual structures, Block1–Block4, which derive from the 2–5 residual structures of the ResNet network. In Block4, the original ordinary convolution is replaced by dilated convolution. The introduction of dilated convolution increases the network receptive field and does not change the height and width of the feature map, which is more complete than directly entering the MaxPooling layer. After the above steps, the ASPP structure is input; the ASPP structure is shown in Figure 3. Compared with DeepLab v2, in v3, the BN layer and the ReLu layer are involved.
in four parallel dilated convolutional layers. The four convolutional layers are composed of one $1 \times 1$ and three $3 \times 3$ dilated convolutional layers. Then, a global pooling layer is added to fuse the upper and lower feature information, and BI is the bilinear interpolation for adjusting the output size.

![Figure 1. U-Net network structure diagram.](image1)

![Figure 2. DeepLab v3 network structure diagram.](image2)

![Figure 3. ASPP structure diagram.](image3)

2.3. Evaluation Indices

The main segmentation indicators of DeepLab v3 and U-Net are IoU, mIoU, and recall [45,46]. IoU is an indicator that evaluates the degree of overlap between the predicted and true boxes, which is the ratio of the overlap area between the predicted and true boxes to the union area. The mIoU calculates the average IoU for each class. The practical significance of recall is how many objects are detected among all objects. The calculation formula of IoU is shown in (1). The mIoU is the average of the sum of each type of IoU. The calculation formula of mIoU is shown in (2).

\[
\text{IoU} = \frac{TP}{TP + FN + FP} \quad (1)
\]

\[
\text{mIoU} = \frac{TP}{TP + FN + FP} \quad (2)
\]

In the formula, FP is the number of predicted positive results and negative actual results; FN is the number of predicted results that are negative and actually positive; and
TP is the number for which both the predicted result and the actual result are positive, i.e., the part included in both FP and FN. Detailed identification is shown in Table 1. Recall is the target ratio predicted by the model to be the correct sample in the correct sample, which is used to measure the recall ability of the model to the correct sample. The calculation formula is shown in (3).

$$\text{Recall} = \frac{TP}{TP + FP}$$  (3)

Table 1. Identification of index elements.

| The Right | Model Prediction | True             | False            |
| Situation|                  |                  |
| True     | True prediction (TP) | False negative (FN) |
| False    | False prediction (FP) | True negative (TN) |

2.4. Data Collection

An open-source Bridge Crack Library was used as the main training dataset, which contained 7805 crack images and 3195 non-crack images; each image has a manually labeled PNG image. The testing dataset used bridge crack pictures taken by UAVs for cropping and labeling. The crack pixel area accounts for a small proportion of the whole image and the pixel labeling is relatively fine; therefore, in this study, Adobe Photoshop software (Version 21.0.1) was used to draw and mark the cracks. The UAV dataset utilized both original images of cracks captured by Benz et al. [47] and additional images of bridge cracks obtained by this study using UAVs, without any use of image-enhancing techniques. The dataset was composed entirely of unprocessed, raw images, with the aim of maintaining the authenticity and precision of the original captures. To create the dataset, the crack areas from the original images were cropped into 648 images of 256 × 256 pixels. Photoshop was used to draw the crack labels and perform binarization processing. An example of the completed UAV dataset is shown in Figure 4; the raw images were captured on overcast days. The UAV used in this study was the Phantom 4 RTK; the relevant parameters are shown in Table 2.

Table 2. Parameters of the Phantom 4 RTK.

| General information |                  |                  |
|                    | Weight           | Maximum rising speed | Maximum tilt angle | Hover accuracy |
|                    | 1391 g           | 6 m/s (Automatic flight) | 25° (Positioning mode) | Enable RTK |
|                    |                  | 5 m/s (Manual operation) | 35° (Attitude mode) | Vertical: ±0.1 m; Horizontal: ±0.1 m |

| Drawing function |                  |                  |
| Ground sampling distance (H/36.5) cm/pixel | Controllable rotation range | Height measurement range | Accurate hover range |
| 8–1/2000 s       | Pitch: −90° to +30° | 0–10 m           | 0–10 m |

| Camera            |                  |                  |
| Mechanical Shutter| Maximum photo resolution | Electronic shutter | Photo Format |
| 8–1/2000 s        | 4864 × 3648 (4:3) | 5472 × 3648 (3:2) | 8–1/8000 s | JPEG |

| Intelligent flight battery | Specifications | Overall weight of battery | Maximum charging power |
|                           | PH4-5870 mAh-15.2 V | 468 g | 160 W |

| Remote control smart battery | Specifications | Type | Energy |
|                            | WB37-4920 mAh-7.6 V | LiPo 2S | 37.39 Wh |
Figure 4. Example of the contents of the UAV crack dataset: (a) original image; (b) label.

3. Model Training

To evaluate the effectiveness of models trained on existing datasets for UAV images, four DNN models were trained and tested in this study. These models were developed using the following three-step process: (i) setting model hyperparameters; (ii) model training and UAV image dataset test; and (iii) on-site UAV crack image test. The UAV dataset was tested and evaluated using U-Net, DeepLab v3 (MobileNet v3), DeepLab v3 (ResNet50), and TransUNet [48]. Figure 5 shows the specific flowchart in this study.

Figure 5. Flow chart of the evaluation process of crack detection.

3.1. Hyperparameter Tuning

The hyperparameter settings were as follows: batch size was set to 4; learning rate was set to 0.001; weight decay was 0.0001; and the epoch was set to 200. The training set used 6000 cracked and non-cracked images mixed at a ratio of 3:1; the validation set used 2000 images. The U-Net, TransUNet, and the backbone network of DeepLab v3 (ResNet50 and MobileNet v3-based) were trained. The optimal model hyperparameters obtained and experimental result indicators are shown in Table 3. In terms of the mIoU, which is quite important in semantic segmentation, TransUNet was slightly better than the other...
models, with a value of 0.567. DeepLab v3 (ResNet50) with a value of 0.554 and U-Net with a value of 0.540 followed. In terms of precision, U-Net was the best, with a value of 0.797, and DeepLab v3 (ResNet50) and TransUNet were almost the same. Regarding the recall, DeepLab v3 (ResNet50) was the best and U-Net and TransUNet were quite similar. Generally, U-Net, DeepLab v3 (ResNet50), and TransUNet achieved similar crack detection performance, while DeepLab v3 (MobileNet v3) was not as accurate. The reason might be that the backbone of MobileNet v3 is much smaller than those of the other models, and was thus not good at feature learning in these specific cases. Besides, the train-loss was demonstrated in Figure 6 to show the training process.

Table 3. Model part of the training data.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Precision</th>
<th>mIoU</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net</td>
<td>0.797</td>
<td>0.540</td>
<td>0.684</td>
<td>0.736</td>
</tr>
<tr>
<td>DeepLab v3 (MobileNet v3)</td>
<td>0.546</td>
<td>0.415</td>
<td>0.691</td>
<td>0.610</td>
</tr>
<tr>
<td>DeepLab v3 (ResNet50)</td>
<td>0.780</td>
<td>0.554</td>
<td>0.708</td>
<td>0.742</td>
</tr>
<tr>
<td>TransUNet</td>
<td>0.781</td>
<td>0.567</td>
<td>0.675</td>
<td>0.724</td>
</tr>
</tbody>
</table>

To visually demonstrate the recognition performance of the DNNs on cracks, we used the trained models to predict six crack images; the results are shown in Figure 7. The first row of the table displays the original test images of the cracks; the second row shows the ground truth images that were manually marked, while the third to the sixth rows represent recognition outputs from the four DNN models.

Generally, all four of the models detected the cracks in Pic2 and Pic3 satisfactorily. Yet, there existed incorrect detection results, marked in red boxes. The U-Net network demonstrated good recognition results on all six crack images, correctly identifying the small features of the cracks and providing a detailed segmentation of the crack morphology that closely matched the original crack forms. However, it incorrectly identified some noise as cracks in Pic4, and experienced disconnection in the recognition of cracks with faint or large borders, such as in Pic6. In the DeepLab v3 model with MobileNet v3 as the backbone...
network, the model did not produce good recognition results on the cracks in Pic1 and Pic5, with almost no effective recognition. In the DeepLab v3 model with ResNet50 as the backbone network, the model failed to identify the lower part of the crack in Pic5, but performed well on other images. TransUNet was accurate in detecting the crack regions, except for in Pic5.

![Figure 7. Crack detection based on four DNN models.](image)

From the experimental image results, it can be concluded that the U-Net and TransUNet were good at identifying small crack branches and the segmentation morphology closely matched the original cracks. DeepLab v3 had weak recognition ability in areas where the light distribution was uneven and the contrast between the blank area and the crack area is low; the recognized images were wider than the original cracks. However, both DeepLab v3 models exhibited obvious advantages on cracks with indistinct borders and large widths. None of the four models identified the background ridges on Pic1 as cracks. The experiments demonstrated that different models have their own recognition advantages for cracks with different morphologies and backgrounds. Dim backgrounds, such as that in Pic5, can cause incorrect identification in crack detection.

### 3.2. UAV Image Testing

We conducted experiments on a UAV crack dataset using existing optimal models of the four DNN models; the results are summarized in Table 4. The precision of the U-Net network decreased by 9.7%, the mIoU value decreased by 6.9%, and the F1 decreased by 19.6%; however, the recall rate increased by 13.3%, reaching 0.775. Regarding DeepLab v3 with MobileNet v3 as the backbone, the precision value decreased by 2.7% and the mIoU value decreased by 4.8%, the recall rate decreased by 12.3% to 0.647, and the F1 value decreased by 25.7%. The DeepLab v3 network with ResNet50 as the backbone experienced a decrease in precision by 2.7%, a decrease in mIoU value by 3.2%, a decrease in recall by 8.6%, and a decrease in F1 by 15.4%. In terms of TransUNet, the precision value decreased drastically by 23.7% and the mIoU value decreased by 7.8%, the recall rate increased drastically by 19.4% to 0.806, and the F1 value decreased by 5.4%. Generally, the performance of the four models decreased by different intensities between 3.2% and 7.8% in terms of the mIoU. This showed that the crack detection performance did not decrease drastically, which might be...
because the surface materials were all concrete, and in spite of the differences in lighting conditions, resolution, etc. Meanwhile, the specific indices of the models changed more considerably, especially the precision, which decreased by between 9.7% and 27.4%. The F1 value also experienced a large decrease. An interesting phenomenon was observed in the U-Net and TransUNet models: both of the recalls considerably increased. Similar to the test with the existing dataset, TransUNet achieved the best performance in terms of the mIoU; the performance ranking was the same, as shown in Table 3.

Table 4. Some training data for the model.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Precision</th>
<th>mIoU</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net</td>
<td>0.720</td>
<td>0.503</td>
<td>0.775</td>
<td>0.592</td>
</tr>
<tr>
<td>DeepLab v3 (MobileNet v3)</td>
<td>0.531</td>
<td>0.395</td>
<td>0.606</td>
<td>0.453</td>
</tr>
<tr>
<td>DeepLab v3 (ResNet50)</td>
<td>0.759</td>
<td>0.536</td>
<td>0.647</td>
<td>0.628</td>
</tr>
<tr>
<td>TransUNet</td>
<td>0.596</td>
<td>0.523</td>
<td>0.806</td>
<td>0.685</td>
</tr>
</tbody>
</table>

The proportion of training samples can affect the results; therefore, we considered the sensitivity in the choice of training and validation sets. The classic U-Net was used as the experimental DNN. We first employed k-fold cross-validation at a ratio of 3:1. The 8000 images in the crack dataset were divided into four equal parts: three-quarters of the 2000 images were randomly selected for training, and the remaining quarter, the other 2000 images, represented the validation set. In addition, different mix ratios of 4:1 and 5:1 were compared. The test image dataset comprised the UAV images; the results are summarized in Table 5. The crack image dataset proportions did have an effect on the crack detection performance. k-fold cross-validation-1 demonstrated the best mIoU of 0.543, which was better than the first one (0.503) at 7.4%. The change in mix ratio affected the performance, but did not exhibit obvious trends. The training image dataset was relatively large; therefore, the proportions of training and validation images did have an effect, but this was comparatively uncertain in the studied cases.

Table 5. Cross-validation of different mix ratios.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Precision</th>
<th>mIoU</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net</td>
<td>0.720</td>
<td>0.503</td>
<td>0.775</td>
<td>0.592</td>
</tr>
<tr>
<td>k-fold cross-validation-1</td>
<td>0.724</td>
<td>0.543</td>
<td>0.622</td>
<td>0.621</td>
</tr>
<tr>
<td>k-fold cross-validation-2</td>
<td>0.716</td>
<td>0.511</td>
<td>0.663</td>
<td>0.596</td>
</tr>
<tr>
<td>k-fold cross-validation-3</td>
<td>0.731</td>
<td>0.532</td>
<td>0.654</td>
<td>0.616</td>
</tr>
<tr>
<td>U-Net (Mix ratio: 4:1)</td>
<td>0.732</td>
<td>0.532</td>
<td>0.624</td>
<td>0.616</td>
</tr>
<tr>
<td>U-Net (Mix ratio: 5:1)</td>
<td>0.728</td>
<td>0.518</td>
<td>0.633</td>
<td>0.605</td>
</tr>
</tbody>
</table>

In order to visualize the trained DNNs in the detection of cracks in UAV images, tests of the sub-images were first conducted. Figure 8 shows the effects of the crack images identified by the four DNNs, and the incorrect detection results were marked in red boxes. Figure 8 shows that the four models achieved satisfactory recognition results for crack detection in Pic7, Pic8, and Pic12. Pic9 caused incorrect detection for the two DeepLab v3 versions and TransUNet. The dim background of Pic11 deceived these three models, but was detected successfully by TransUNet.
Figure 8 shows that the four models achieved satisfactory recognition results for crack detection in Pic7, Pic8, and Pic12. Pic9 caused incorrect detection for the two DeepLab v3 versions and TransUNet. The dim background of Pic11 deceived these three models, but was detected successfully by TransUNet.

Figure 8. Crack detection on the UAV images.

Except for the perceptual comparison and demonstration of the crack detection performance, quantitative comparison regarding the crack area was conducted for the results of Pic7 to Pic12. Calculations of the crack area were based on OpenCV, as shown in Table 6.

Table 6. Comparison of the crack area in pixels.

<table>
<thead>
<tr>
<th>Crack Area Source</th>
<th>Pic7</th>
<th>Pic8</th>
<th>Pic9</th>
<th>Pic10</th>
<th>Pic11</th>
<th>Pic12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>1565</td>
<td>2026</td>
<td>3189</td>
<td>1374</td>
<td>717</td>
<td>3812</td>
</tr>
<tr>
<td>U-Net</td>
<td>2301</td>
<td>3043</td>
<td>3761</td>
<td>2055</td>
<td>800</td>
<td>3677</td>
</tr>
<tr>
<td>DeepLab v3 (MobileNet v3)</td>
<td>2785</td>
<td>3254</td>
<td>3574</td>
<td>2272</td>
<td>0</td>
<td>4760</td>
</tr>
<tr>
<td>DeepLab v3 (ResNet50)</td>
<td>1767</td>
<td>2554</td>
<td>1564</td>
<td>608</td>
<td>583</td>
<td>4187</td>
</tr>
<tr>
<td>TransUNet</td>
<td>1457</td>
<td>1989</td>
<td>1835</td>
<td>1277</td>
<td>956</td>
<td>3577</td>
</tr>
</tbody>
</table>

For the area indicator of cracks, the same distribution was observed as for the first two indicators; however, there was a more obvious distinction between the U-Net and DeepLab (ResNet50) models. For the case of large cracks (Pic9 and Pic12), U-Net exhibited the smallest error. The specific values are shown in Table 6. U-Net achieved the smallest relative error, with a value of 3.5% for Pic12; the mean relative error of all six images was 30%. The smallest and mean relative errors for DeepLab v3 (MobileNet v3), DeepLab v3 (ResNet50), and TransUNet were 12.1% and 56.8%, 12.9% and 29.0%, and 6.2% and 16.3%, respectively. The TransUNet results were closer to the ground truth. In addition, DeepLab v3 (ResNet50) was similar to U-Net, and both were better than DeepLab v3 (MobileNet v3).

3.3. Field Crack Identification Experiment Based on UAV

In this study, we conducted UAV-based crack detection on an in-service bridge to validate whether the models trained on existing datasets can identify cracks from UAV images. The resolution of the UAV dataset images was $256 \times 256$. The drone used was
the DJI Phantom 4 RTK, a small multi-rotor high-precision surveying UAV (as shown in Figure 9). The UAV has a built-in RTK module and an obstacle-avoiding camera, which yields a greater anti-magnetic interference ability and accurate positioning ability, so as to improve the accuracy of image data and realize accurate data acquisition. The on-site detection process is shown in Figure 10. Our approach involved flying the UAV as close to the bridge superstructure as possible, at a distance of approximately 2.5 m. The environment was overcast during the shooting process. During the flight, any obstacles or unexpected distances from target objects resulted in an alarm and flight advice to ensure safe operations. We closely monitored the screen on the remote control in real time, capturing photographic evidence of cracks or areas where cracks were suspected. Due to the low resolution of the remote-control screen, it was difficult to accurately identify the areas with cracks on site. Therefore, it was necessary to screen clear images with more cracks and conduct subsequent recognition testing.

![UAV used in this study](image)

**Figure 9.** The UAV used in this study.

![UAV-based crack inspection](image)

**Figure 10.** UAV-based crack inspection: (a) overall scanning; (b) bridge tower inspection.

In Figure 11, we present the recognition results of crack detection from the raw images in our UAV detection of the bridge tower, and the incorrect detection was marked in red boxes. Our analysis included selecting raw images with various vertical and horizontal crack shapes to test the recognition performance of each model. Every large map depicted the main cracks, along with multiple secondary cracks (typically smaller in size). According to the identification results, U-Net could successfully identify the main cracks and find most of the secondary cracks. DeepLab V3 (MobileNet-V3-based) was weak in detecting cracks in this specific case.
DeepLab V3 (ResNet50-based) was able to identify the main crack, but the disconnection phenomenon marked in the red box in Figure 11 appeared. The ability to identify secondary cracks was weak; thus, it missed the small cracks detected by the U-Net. As for TransUNet, it performed well in the first and the third images, where the detected crack regions were more apparent and fine. However, the tiny cracks in the second image successfully deceived TransUNet. The results indicate that among the four models, TransUNet demonstrated a superior capacity to detect cracks, but tiny cracks could cause incorrect detection. Although U-Net performed similarly, the reliability of the results requires further investigation. The two versions of DeepLab v3 did not perform well in this case.

Figure 11. Field crack identification results of the UAV images.
4. Conclusions

This study investigated the performance of using existing crack image datasets to train the DNNs to detect cracks from UAV images. Four DNNs were adopted for the comparison study based on an existing crack image dataset and a newly established UAV image dataset. A field experiment was conducted to verify and intuitively demonstrate the ability of the trained DNNs in detecting cracks from raw structural images. This study has shown that models trained using the existing crack dataset can detect cracks in UAV images with a slight reduction in crack detection performance. Detailed conclusions can be drawn as follows:

(i) A publicly available crack image dataset with 11,000 images from handheld cameras was adopted for training purposes. Meanwhile, a small UAV image-based dataset with 648 images was newly established for testing. Four different DNNs—U-Net, DeepLab v3 (MobileNet v3), DeepLab v3 (ResNet50), and TransUNet—were adopted for comparison to study the performance of different DNNs.

(ii) The four DNN models were first trained on existing datasets and exhibited different features on different types of cracks. As demonstrated by the evaluation indices of precision, mIoU, recall, and F1, TransUNet was the best model and U-Net was a close second. DeepLab v3 (ResNet50) demonstrated similar performance to TransUNet and U-Net, while DeepLab v3 (MobileNet v3) was less accurate compared with the other three models. The image tests showed that the four models could successfully detect most of the crack regions, but dim and low-contrast backgrounds would cause incorrect detection.

(iii) The tests of the UAV image-based dataset indicated that the performance of all four models decreased. In detail, the mIoU reductions in U-Net, DeepLab v3 (MobileNet v3), DeepLab v3 (ResNet50), and TransUNet were 6.9%, 4.8%, 3.2%, and 7.8%, respectively. The two U-Net-related models exhibited an increase in the recall rate of more than 10%, while the precision and F1 dropped. Based on the classic U-Net model, the influence of the proportion of crack training samples was investigated based on k-fold cross-validation and two more mix ratios. It was found that the mix ratio did influence the crack detection performance; however, the influence was not certain and the largest change in all six groups was 7.4%. It showed that the large training dataset had rich diversity and could release the imbalance issue of the training sample.

(iv) The sub-UAV image test showed that the trained models could detect most of the crack regions, but a low-contrast background and fine cracks caused incorrect detection. Quantitative evaluation of the crack areas indicated that TransUNet was the best, with the smallest relative error of 6.2% and an average relative error of 16.3. The raw UAV image tests revealed that TransUNet and U-Net performed similarly. The TransUNet results were more continuous and smoother, but tiny cracks caused mistakes. DeepLab V3 (ResNet50) was better than DeepLab V3 (MobileNet V3), but they demonstrated problems of discontinuity and were less accurate than the two U-Net-based versions.
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